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Abstract

Federated learning (FL) is a promising distributed learning paradigm for protecting

data privacy. In FL, edge devices collaboratively train machine learning (ML) models

under the orchestration of a parameter server (PS), which only requires exchanging local

learning models/gradients among devices and the PS instead of local private data. How-

ever, implementing FL in real-world wireless networks faces several challenges, e.g., data

heterogeneity, device heterogeneity, limited wireless resources, and unreliable wireless

channels. This thesis presents four original contributions to address these challenges by

jointly designing the learning mechanism and wireless networks.

Firstly, a joint representativity and latency-aware device scheduling scheme is proposed

to address the limited wireless resources for FL. Specifically, we theoretically revealed

that the learning performance is degraded by the difference between the aggregated

gradient of scheduled devices and the full participation gradient. Based on this, the

proposed scheme aims to find a subset of representative devices and their corresponding

pre-device stepsizes to approximate the full participation gradient while capturing the

trade-off between learning performance and latency for FL. Compared to existing device

scheduling algorithms, the proposed representativity-aware device scheduling algorithm

improves 6.7% and 4.02% accuracies on two typical datasets under heterogeneous local

data distributions, i.e., MNIST and CIFAR-10, respectively. In addition, the proposed

latency- and representativity-aware scheduling algorithm saves over 16% and 12% train-

ing time for MNIST and CIFAR-10 datasets than the scheduling algorithms based on

either latency or representativity individually.

Secondly, a novel knowledge-aided FL (KFL) framework is proposed to address the data

heterogeneity and reduce the communication costs, which aggregates light high-level data

features, namely knowledge, in the per-round learning process. This framework allows
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devices to design their machine-learning models independently and reduces the commu-

nication overhead in the training process. We theoretically revealed that allocating more

resources in the early rounds achieves better learning performance when the total avail-

able resources are fixed during the entire learning course. Based on this, a joint device

scheduling, bandwidth allocation, and power control approach is developed to optimize

the learning performance of FL under limited energy budgets of devices. Experimental

results on two typical datasets (i.e., MNIST and CIFAR-10) under highly heterogeneous

local data distributions show that the proposed KFL is capable of reducing over 99%

communication overhead while achieving better learning performance than the conven-

tional model aggregation-based algorithms. In addition, the proposed device scheduling

algorithm converges faster than the benchmark scheduling schemes.

Thirdly, a novel FL framework, namely FL with gradient recycling (FL-GR), is proposed

to tackle the negative effects of unreliable wireless channels and constrained resources

on FL. FL-GR recycles the historical gradients of unscheduled and transmission-failure

devices to improve the learning performance of FL. We theoretically revealed that min-

imizing the average square of local gradients’ staleness (AS-GS) helps improve learning

performance. Based on this, a joint device scheduling, resource allocation and power

control approach is proposed to minimize the AS-GS for global loss minimization. Com-

pared to the FL algorithm without gradient recycling, FL-GR achieves over 4% accuracy

improvement. In addition, the proposed device scheduling algorithm outperforms the

benchmarks in convergence speed and test accuracy.

Finally, a novel adaptive model pruning-based FL (AMP-FL) framework is proposed

to address the device heterogeneity, where the edge server dynamically generates sub-

models by pruning the global model for devices’ local training to adapt their heteroge-

neous computation capabilities and time-varying channel conditions. We introduced an

age of information (AoI) metric to characterize the staleness of local gradients and theo-

retically analyzed the convergence behaviour of AMP-FL. The convergence bound shows

that scheduling devices with large AoI of gradients and pruning the model regions with
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small AoI for devices can improve learning performance. Inspired by this, a joint device

scheduling, model pruning, and resource allocation scheme is developed to enhance the

learning performance of FL. Experimental results show that the proposed AMP-FL is

capable of achieving 1.9x and 1.6x speed up for FL on MNIST and CIFAR-10 datasets

in comparison with the FL schemes with homogeneous model settings.
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Chapter 1

Introduction

1.1 Overview

In this section, the research motivation of federated learning (FL) is first introduced.

Then, a typical FL framework is illustrated, which is the basis of our developed FL

approaches. Finally, the research challenges of FL in practical wireless networks are

presented to inspire the research works in the thesis.

1.1.1 Motivation of Federated Learning

The explosive growth of data generated at edge devices motivated deploying advanced

machine learning (ML) techniques in sixth-generation (6G) wireless networks to exploit

the data for serving diverse applications, e.g., autonomous driving, intelligent industry,

augmented reality/virtual reality (AR/VR), and Internet-of-Things (IoT) applications

[1]. The conventional centralized ML approach requires centralizing the raw user data

on a single data center or cloud, which is inapplicable to support those emerging 6G

applications due to high communication costs and privacy concerns [2–4]. In addition,

in recent years, information privacy policies and laws such as GDPR [5] and CCPA [6]

2



Chapter 1. Introduction 3

stipulate the sharing of data between companies to protect personal data from being

abused.

To address the problems in centralized ML, wireless FL becomes a promising solution

since it enables 6G devices to learn a global shared model while preserving data locally.

In wireless FL, a parameter server orchestrates multiple devices via wireless channels

to engage in the training process that repeatedly performs the alternative optimization

process of device-local training and server-model aggregation. Instead of transmitting

raw user data, wireless FL only shares the local model parameters of users. This unique

property reduces the wireless communication load and simultaneously protects the users’

privacy.

1.1.2 A Typical Federated Learning Framework

Parameter Server
Global model

Aggregation

Local training

Device

Figure 1.1: The framework of FedAvg.

In 2016, the authors in [7] proposed the first FL algorithm, namely Federated Aver-

aging (FedAvg), in which a server coordinates multiple devices to learn a global shared

model. The learning process involves periodically exchanging model parameters between
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devices and the server without exposing the raw user data, as shown in Fig. 1.1. The

learning process of FL is to repeat the following steps until the model is converged.

• Step 1: Device selection and global model broadcast: The server selects a set

of devices meeting the eligibility requirements to participate the current-round

training process. After device selection, the server broadcast the latest global

model to the selected devices.

• Step 2: Local training: After receiving the global model, each selected device

computes a local model update by executing the training program, which might

for example run stochastic gradient descent (SGD) on its local dataset.

• Step 3: Local model update upload: After the local training process, each selected

device uploads it local update to the server through wireless channels.

• Step 4: Global model aggregation: The server aggregates the local updates from

all the selected devices by performing a weighted average of them. Then, the global

model is updated based on the aggregated model update.

The above FL framework involves different components related to communication and

computation, i.e., device selection, local computation, communication between devices

and the server, and the global model update. In practical wireless networks, implement-

ing FL faces several challenges, e.g., data heterogeneity, device heterogeneity, scarce

wireless resources, and poor computation capabilities of devices. These challenges may

restrict the performance of the above FL approach. Existing research works focused on

jointly optimizing different components of FL to address these challenges.

1.1.3 Research Challenges

In practical wireless networks, implementing FL confronts several challenges. In the

following, we discuss the effects of these challenges on the learning performance of FL.
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1) Data Heterogeneity: In practical wireless networks, devices generate and collect

data in a highly non-identically distributed manner [2, 8]. For example, autonomous

vehicles run in rural and urban environments may collect different classes of road data

information. Thus, different devices have distinct local datasets, the data label distribu-

tions across devices are heterogeneous, i.e., non-independent and identically (non-IID).

Since the PS directly aggregates models learned from the different devices, the data het-

erogeneity presented on different devices may lead to weak generalization ability of the

trained global model, even resulting in an unstable training process of FL [9, 10].

2) Scarce Wireless Resources: In practical wireless networks, the wireless bandwidth

resources are usually limited, which only allow a small portion of devices to participate

the per-round learning process [11, 12]. Since the local datasets among devices are typ-

ically non-IID, the limited participating devices may lead to biased model aggregations

and greatly degrade the learning performance.

3) High Communication Overhead: In FL, the devices are required to transmit their

local models to the server for aggregation. The uploading of model/gradient parame-

ters is costly for devices since modern deep neural network (NN) architectures usually

possess massive parameters [13, 14]. For instance, the widely used MobileNet [15], a

convolutional NN (CNN) for on-device image processing, has 6.9 million parameters,

corresponding to 27.6 MB. Training such a model requires devices to upload 27.6 MB of

data per round. Considering hundreds of rounds and multiple devices, the communica-

tion overhead is heavy for wireless networks with limited spectrum and energy resources.

4) Heterogeneous Local Models: In practical wireless networks, devices are usually

equipped with different neural networks (NNs) in terms of architectures and model sizes

due to their heterogeneous computing capabilities and storage resources [16, 17]. In this

case, the traditional model aggregation-based FL approaches fail to coordinate devices

to perform the learning process.

5) Heterogenous Devices: In practice, edge devices are drastically different in com-
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putation and communication capabilities. Most existing wireless FL studies focused on

homogeneous model settings where all devices train identical models in each round. In

this setting, the devices with poor capabilities delay global aggregation and slow down

the learning convergence, as well as restrict the scale of the global model due to their

resource bottlenecks [12, 18, 19]. It is worth mentioning that although the personalized

FL approaches [12, 20] were developed to enable devices to train heterogeneous local

models, they aim to train a customized local model for each device based on their indi-

vidual local data distribution that may not generalize well on the classes out of their

local data classes. When a device predicts classes are not in its local data, the person-

alized model shows lower performance than the generalized global model. Thus, it is

essential to develop efficient methods for FL to train a generalized shared global model

while mitigating the straggler effect in the homogeneous local model setting.

6) Unreliable Communication: In addition, the conventional FL algorithms assume an

error-free wireless channel and ignore the unreliable nature of wireless communications

[21]. Due to devices’ constrained transmit power and bandwidth, it is hard to guarantee

all the scheduled devices successfully transmit their parameters to the edge server [22].

This brings a new challenge for FL to enhance the robustness of the training process and

mitigate the impact of erroneous transmission. An intuitive solution [23] is to discard the

devices’ parameter with errors, but it further reduces the number of participating devices

and exacerbates the performance loss of FL. Thus, it is essential to develop innovative

approaches for FL to address the unreliability of wireless transmissions.

1.2 Outline and Contributions

This thesis aims to develop several FL solutions to address the above challenges. Table

1-A summarizes the challenges addressed by each solution. The proposed solutions are

all focused on jointly designing the learning mechanism and wireless networks to improve

the learning performance of FL. In the following, the outline of this thesis is presented,
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Table 1-A: Summary of challenges addressed by different solutions (3:
Addressed, 7: Not Addressed)

Chapter Data
Hetero-
geneity

Scarce
Wireless
Resources

High
Commu-
nication
Over-
head

Heterogeneous
Local Mod-
els

Heterogenous
Devices

Unreliable
Commu-
nication

3 3 3 7 7 3 7
4 3 3 3 3 3 7
5 3 3 7 7 3 3
6 3 3 3 3 3 7

in which the key contributions of each chapter are briefly summarized.

Chapter 2 presents a comprehensive review of related literature, basic assump-

tions in the FL convergence analysis, and the main optimization techniques used in

this thesis. Specifically, the review of literature on addressing the challenges in Section

1.2 is presented, including the resources optimization approaches for improving com-

munication and computation efficiency, device scheduling approaches for coping with

limited wireless resources, knowledge distillation schemes on tackling data and model

heterogeneity, robust FL design under unreliable communication conditions, and model

pruning approaches on tackling device heterogeneity. Then, the basic assumptions and

corresponding illustrations for convergence analysis are provided. Finally, mathematical

preliminaries of optimization techniques used in the proposed algorithms are presented.

Chapter 3 proposes a joint representativity and latency-aware device scheduling

approach to improve the learning performance of FL in resource-limited wireless net-

works. Firstly, we theoretically characterize the convergence behaviour of the considered

FL system, finding that the learning performance is degraded by the difference between

the aggregated gradient of scheduled devices and the full participation gradient. Inspired

by this, we propose to find a subset of representative devices and the corresponding pre-

device stepsizes to approximate the full participation aggregated gradient. Considering

the limited wireless bandwidth, we formulate a problem to capture the trade-off between

representativity and latency by optimizing device scheduling and bandwidth allocation
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policies. Then, we derive the optimal bandwidth allocation policies for devices using

the convex optimization technique. By proving the non-monotone submodularity of the

problem, we develop a double greedy algorithm to solve the device scheduling policy.

In addition, to avoid the local training of unscheduled devices, we utilize the historical

gradient information of devices to estimate the current gradient for device scheduling

design. The experimental results verified the effectiveness of the proposed approach on

accelerating convergence speed and improving learning accuracy for FL.

Chapter 4 proposes a novel knowledge-aided FL (KFL) framework and an online

device scheduling approach to address the data and model heterogeneity issues and

reduce communication costs. In KFL, the server aggregates light high-level data features

of devices, namely knowledge, in the per-round learning process. This framework allows

devices to design their machine-learning models independently and reduces the commu-

nication overhead in the training process. We then theoretically analyze the convergence

bound of the KFL, revealing that scheduling more data volume in each round helps to

improve the learning performance. In addition, large data volume should be scheduled

in early rounds if the total scheduled data volume during the entire learning course is

fixed. Inspired by this, we define a new objective function, i.e., the weighted sched-

uled data sample volume, to transform the inexplicit global loss minimization problem

into a tractable one for device scheduling, bandwidth allocation, and power control. To

deal with unknown time-varying wireless channels, we transform the considered prob-

lem into a deterministic problem for each round with the assistance of the Lyapunov

optimization framework. Then, we derive the optimal bandwidth allocation and power

control solution by convex optimization techniques. We also develop an efficient online

device scheduling algorithm to achieve an energy-learning trade-off in the learning pro-

cess. Experimental results on two typical datasets (i.e., MNIST and CIFAR-10) under

highly heterogeneous local data distributions show that the proposed KFL is capable of

reducing over 99% communication overhead while achieving better learning performance

than the conventional model aggregation-based algorithms.
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Chapter 5 proposes a novel propose a novel FL framework, namely FL with gra-

dient recycling (FL-GR), to tackle the unreliable communications and limited wireless

resources. In FL-GR, the server recycles the historical gradients of unscheduled and

transmission-failure devices to improve the learning performance of FL. In addition, to

reduce the hardware requirements for implementing FL-GR in the practical network, we

develop a memory-friendly FL-GR that is equivalent to FL-GR but requires low memory

of the edge server. We then theoretically analyze how the wireless network parameters

affect the convergence bound of FL-GR, revealing that minimizing the average square

of local gradients’ staleness (AS-GS) helps improve the learning performance. Based

on this, we formulate a joint device scheduling, resource allocation and power control

optimization problem to minimize the AS-GS for global loss minimization. To solve

the problem, we first derive the optimal power control policy for devices and transform

the AS-GS minimization problem into a bipartite graph matching problem. Through

detailed analysis, we further transform the bipartite matching problem into an equiva-

lent linear program which is convenient to solve. Extensive simulation results verified

the efficacy of the proposed methods.

Chapter 6 develops an adaptive model pruning-based FL (AMP-FL) framework

to tackle the device heterogeneity. In AMP-FL, the edge server dynamically gener-

ates sub-models by pruning the global model for devices’ local training to adapt their

heterogeneous computation capabilities and time-varying channel conditions. Since the

involvement of diverse structures of devices’ sub-models in the global model updating

may negatively affect the training convergence, we propose compensating for the gradi-

ents of pruned model regions by devices’ historical gradients. We then introduce an age

of information (AoI) metric to characterize the staleness of local gradients and theoret-

ically analyze the convergence behaviour of AMP-FL. The convergence bound suggests

scheduling devices with large AoI of gradients and pruning the model regions with small

AoI for devices to improve the learning performance. Inspired by this, we develop a joint

device scheduling, model pruning, and resource block allocation approach to enhance the
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learning performance of FL in wireless networks. Experimental results demonstrate the

effectiveness and superiority of the proposed approaches.

Chapter 7 concludes this thesis and provide some thoughts for future work.
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Chapter 2

Literature Review and

Mathematical Preliminaries

2.1 Review of Related Works

In this section, the existing works in different aspects of FL that are related to this thesis

are presented, including device scheduling approaches, resource optimization methods,

aggregation mechanisms, transmission faults addressing schemes, and model pruning

techniques.

2.1.1 Device Scheduling and Resource Allocaton

In wireless FL, the main challenge is that the limited communication resource and strin-

gent training latency only allow a small proportion of devices to upload their local models

in each round for aggregation. Due to the few participant devices, the learning perfor-

mance of wireless FL may be drastically degraded [12]. Thus, it is crucial to judiciously

design the device scheduling and wireless resource management policies that maximize

the learning performance of FL.

12
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Existing device scheduling works in FL mainly focused on channel-condition-aware

scheduling [24, 25], parameter-importance-aware scheduling [26–30], as well as their joint

scheduling [31, 32]. Specifically, the joint device scheduling and bandwidth allocation

scheme in [24] that maximizes the scheduled data samples is efficient in improving learn-

ing performance. A probabilistic device scheduling policy has been developed in [25] to

minimize communication time. Although channel-condition-aware scheduling algorithms

increase the number of participating devices in the learning process, they may degrade

the learning performance due to the significant variance introduced in the device selec-

tion procedure. In the parameter-importance-aware scheduling schemes, the selected

probability of each device is determined proportionally to its importance measured by

the norm of gradients [26, 27], loss function values [28], test accuracy [29], or data

diversity [30]. By measuring the significance of devices with their gradient norm, a

parameter importance-aware user selection scheme has been developed in [27] to min-

imize the convergence time of FL. Allocating larger scheduling probabilities to devices

with higher gradient norms has been proposed in [26], which is capable of accelerating

the convergence for FL. It has been revealed in [28] that scheduling the devices with

higher local loss achieves faster convergence. Maximizing the scheduling probability of

clients with higher test accuracy in [29] has proven effective in stateful FL. However,

it is ineffective in stateless FL and requires pre-known testing accuracies of devices.

Although the above parameter-importance-aware scheduling schemes improve the learn-

ing performance, they need all devices to perform local training in each round. In [30],

prioritizing devices with rich and diverse datasets in the device scheduling policy has

achieved higher accuracy and lower learning costs than random device scheduling. To

accelerate the learning convergence of FL in practical wireless networks, several device

scheduling works considered both channel conditions and parameter importance. The

scheduling policy based on both devices’ channel conditions and gradient norms in [31]

provides a better learning performance than scheduling policies based on a single metric,

in which the norm of model update measures the model significance. By measuring the

clients’ potential contributions with the information entropy of their gradients, the joint
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channel and contribution-aware scheduling algorithm in [32] significantly improve the

model accuracy and convergence speed of FL.

In addition to the above device scheduling policies, the joint optimization of device

scheduling and wireless resource allocation [27, 33–38] helps further improve the learning

performance of FL. Specifically, the joint time allocation, power control, and computa-

tion frequency scaling approach in [33] can substantially reduce the energy consump-

tion of FL while satisfying latency requirements. In [34], a multi-dimensional control

policy, including bandwidth allocation and workload partitioning, has been studied to

improve the energy efficiency of FL. The joint device scheduling and resource manage-

ment approaches in [33] and [27] effectively reduced the energy consumption and con-

vergence time of wireless FL, respectively. In [35], the co-design of device selection and

wireless networks significantly improved the learning accuracy of wireless FL. A joint

communication and computation resource allocation scheme has been proposed in [36]

to capture the trade-offs among convergence, wallclock time, and energy consumption.

In [37], a time-sharing communication scheme was proposed to maximize the scheduled

device number for improving the learning convergence of FL.

2.1.2 FL Framework to Address Model Heterogeneity

To allow devices equipped with heterogeneous models in FL, knowledge distillation (KD)-

based FL approaches were developed and attracted much attention. In practical wireless

networks, devices usually possess different computation capabilities and communica-

tion resources. Thus, requiring all the local models to be of the same architecture in

many application scenarios may be ineffective. KD is a teacher-student paradigm which

transfers the knowledge distilled from the teacher model to the student model [39, 40].

Integrating KD into FL allows devices to independently design their models according

to channel conditions and computation capabilities [41–43]. Specifically, the federated

KD approach in [44] effectively enabled federated training between heterogeneous models

by aggregating local models’ logits on a public dataset. In [45], an auxiliary distillation
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dataset generated by mixing local training data was adopted to empower the FL process,

effectively reducing convergence time. In [46], a lightweight generator was deployed at

the server to ensemble user information and broadcast to devices to regulate their local

training process. By deploying an unlabelled dataset on both the server and devices, a

global model was trained using the averaged outputs of local models on this dataset as

the supervision label [47, 48]. The adaptive mutual KD and dynamic gradient compres-

sion approach in [49] significantly reduced communication costs and achieved competitive

results with centralized model learning. The federated distillation method [50] regular-

ized local models to mitigate overfitting during training by treating the global model

as the teacher and the local models as the students. Besides enabling devices to design

their machine learning models independently, the KD-based FL substantially reduces

the transmitted data volume in the wireless channels because output logits are required

to upload in the learning process instead of heavy model/gradient parameters. However,

these KD-based FL approaches require an extra public dataset to align the student and

teacher models’ outputs, increasing the computation costs. Moreover, their performance

may significantly degrade with the increase in the distribution divergence between the

public and on-device datasets that are usually non-IID.

2.1.3 FL Algorithms for Tackling Unreliable Communication

To cope with unreliable communications between devices and the edge server, exist-

ing works focused on improving the successful transmission probabilities of devices by

resource management [35, 51–53] and retransmission mechanism design [54–56], as well as

compensate for the unsuccessful received devices’ models by the past models [57, 58]. The

device scheduling and resource allocation algorithm in [35] can maximize the expected

number of devices with successful transmissions. A joint wireless resources and quan-

tization bits allocation scheme has been developed in [51] to alleviate the effects of

quantization errors and transmission outages on FL convergence performance. The joint

device selection and resource allocation approach in [52] can effectively increase the suc-
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cessful information exchange probabilities over wireless networks and thus improve the

learning performance of FL. The power allocation and gradient quantization scheme in

[53] can improve the convergence speed of FL over a noisy wireless network. However, it

only schedules a single device per iteration based on the channel condition. The retrans-

mission protocol in [54] significantly increases the success probability of devices’ model

uploading, in which devices transmit their local model parameters multiple times, and

the edge server uses the received signal with the highest signal-to-interference-plus-noise

ratio (SINR) to recover the local models. Different from [54], the retransmission mech-

anism in [55] utilized the arithmetic mean of the received multiple-times signals from

devices to update the global model, effectively reducing global model aggregation errors

induced by channel fading in over-the-air FL. While demonstrably effective, the above

approaches that maximize devices’ successful transmission probabilities only aggregate

the successfully uploaded devices’ models and thus reduce the number of participants.

In addition, the retransmission approaches may cause additional latency and energy

consumption for FL. In the presence of decentralized FL systems, by reusing past local

models, the robust decentralized SGD approach proposed in [57] under transmission error

situations can achieve the same asymptotic convergence rate as the vanilla decentralized

SGD with perfect communications. It has been proved in [58] that the FedAvg algo-

rithm replacing error models with past local models in case of devices’ model uploading

error converges to the same global model parameters as the perfect FedAvg (without

communication errors). However, the approaches in [57, 58] assumed that all devices

participate in the per-round learning process and did not consider the design of wireless

networks.

2.1.4 Model Pruning-Based FL Algorithms

To learn a generalized shared global model while allowing devices to train heteroge-

neous local models that adapted their communication and computation capabilities,

model pruning-based FL approaches were developed to reduce the resource demands
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for devices and achieve an approximate performance of the original models. Existing

model pruning works can be categorised into unstructured weight pruning [59–62] and

structured model pruning [63–68]. Specifically, the weight pruning approach prunes the

weight parameters in the fully connected (FC) layer of the deep neural network (NN) to

achieve both parameters and computation load reduction. The weight importance-aware

pruning method in [59] removed the unimportant weights in deep NN, which effectively

reduced the model size incurring only a small performance loss. The random pruning

mechanism in [60] significantly reduced device communication and computation over-

head and avoided model overfitting. In [61], the pruning ratio and bandwidth allocation

scheme improved the convergence speed of FL. However, these unstructured weight prun-

ing approaches may be ineffective in reducing the computation load of the convolution

NN since the pruned weight connections are from the FC layers. In contrast, the compu-

tation overhead is mainly concentrated in convolution layers. For instance, in VGG-16,

the FC layers account for 90% of the total parameters but only occupy less than 1% of

the overall floating point operations [69]. Moreover, the unstructured pruning approach

usually results in irregular weight matrixes in the pruned models that are difficult to

compress. Thus, unstructured pruning-based FL requires specialized hardware and soft-

ware libraries to accelerate the training speed, which may slow its implementation in

practical scenarios [70].

To effectively decrease computation and communication overhead, the structured

model pruning approach [63–65, 71, 72] was developed to prune both filters in con-

volution layers and neurons in FC layers to generate sub-models for devices to train.

Note that in centralized learning, pruning filters in convolution layers have been demon-

strated can effectively accelerate the learning speed without sacrificing too much accu-

racy [70, 73]. The random sub-model generation scheme in [63] effectively decreased

the server-to-client communication and device-side computation costs. The static model

pruning approach in [64, 71] or local model composition approach in [74] distributed

heterogeneous sub-models to devices for training and then aggregated them into a global
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inference model, which effectively reduced resource consumption for FL. The model

shrinking and gradient compression approach in [72] enabled the local model training

with elastic computation and communication overheads. The model pruning method in

[65] that dynamically adjusted the model size for resource-limited devices significantly

improved the cost-efficiency of FL and obtained an approximate accuracy as the orig-

inal model. Although these structured model pruning approaches effectively reduced

the communication and computation overhead for wireless FL, the different parts in the

global model may not be trained evenly across devices. This may induce the differ-

ent parts in the global model to drift toward different devices and degrade the learning

performance of FL.

2.2 Mathematical Preliminaries

For the sake of facilitating convergence analysis throughout this thesis, we introduce two

widely used assumptions, i.e., smooth and convexity, in the following. We also intro-

duce some commonly used equivalent conditions of these two assumptions and provide

their proof. In addition, some widely used inequalities in FL convergence analysis are

presented.

2.2.1 Smooth Functions

Definition 1. (L-smooth [75]): A function F (·) is L-smooth function if it is continuously

differentiable and its gradient ∇F (·) is Lipschitz continuous with Lipschitz constant L,

i.e.,

‖∇f(w)−∇f(v)‖ ≤ L ‖w − v‖ , (2.1)

holds for any w,v ∈ Rn.

For the L-smooth functions, we identify five conditions that can be implied by the

L-smooth in the following lemma. These conditions are usually used in the convergence
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analysis of FL.

Lemma 1. (Implication conditions of smooth): For a L-smooth function F (·) : Rn → R,

the following conditions are all implied by the smooth with parameter L:

Condition (1): H(w) = L
2 ‖w‖

2−F (w) is convex, ∀w ∈ Rn.

Condition (2): F (w) ≤ F (v) + 〈∇F (v),w − v〉+ L
2 ||w − v||

2, ∀w,v ∈ Rn

Condition (3): F (u) ≥ F (w) + 〈∇F (w),u−w〉+ 1
2L‖∇F (u)−∇F (w)‖2.

Condition (4): For all F that are L-smooth with domain Rn, if ∃ infw∈Rn F (w) :=

F (w∗), we have 1
2L ‖∇F (w)‖ ≤ F (w)− F (w∗).

Condition (5): 〈∇F (w)−∇F (v),w − v〉 ≤ L||w − v||2, ∀w,v ∈ Rn.

Proof. In the following, we prove the five conditions one by one from the definition of

L-smooth. Firstly, for Condition (1), the second-order partial derivative of H(w) =

L
2 ‖w‖

2−F (w) is

∂2H(w)

∂w2
= L−∇2F (w). (2.2)

Based on the L-smooth of F (w), ∂2H(w)
∂w2 ≥ 0. Thus, H(w) = L

2 ‖w‖
2−F (w) is a convex

function with respect to w. Thus, Condition (1) is proved.

Secondly, we prove Condition (2) as follows: From the first-order condition of convex

function H(w) = L
2 ‖w‖

2−F (w), we have

H(w) ≥ H(v) + 〈∇H(v),w − v〉 . (2.3)

Substituting H(w) = L
2 ‖w‖

2−F (w) into the (2.3), we obtain the following inequality:

F (w) ≤ F (v) + 〈∇F (v),w − v〉+
L

2
||w − v||2. (2.4)

Thus, Condition (2) is proved.

Thirdly, we prove Condition (3) as follows: For the sake of proof, we define an

auxiliary function Lw(v) = F (v) − 〈∇F (w),v〉, which has a minimizer v∗ = w. In

addition, let Ξ(v) = L
2 ‖v‖

2 − Lw(v) = L
2 ‖v‖

2 − F (v) + 〈∇F (w),v〉. According to
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Condition (1), L
2 ‖v‖

2 − F (v) is a convex function with respect to v. Thus, Ξ(v) is

a convex function with respect to v due to the convexity of 〈∇F (w),v〉. Utilizing the

first-order condition of convex function, i.e., Ξ(v) ≥ Ξ(u) + 〈∇Ξ(u),v − u〉, we have

Lw(v) ≤ Lw(u) + 〈∇Lw(u),v − u〉+
L

2
‖v − u‖2. (2.5)

Taking minimization with v on the both sides of the above inequation,

inf
v
Lw(v) = Lw(w) ≤ inf

v

{
Lw(u) + 〈∇Lw(u),v − u〉+

L

2
‖v − u‖2

}

= inf
‖x‖=1

inf
y

{
Lw(u) + y 〈∇Lw(u),x〉+

L

2
y2

}

= inf
‖x‖=1

{
Lw(u)− ‖〈∇Lw(u),x〉‖2

2L

}

= Lw(u)− ‖∇Lw(u)‖2

2L
. (2.6)

Substituting Lw(w) and Lw(u) into (2.6), we have

F (u) ≥ F (w) + 〈∇F (w),u−w〉+
1

2L
‖∇F (u)−∇F (w)‖2. (2.7)

Thus, Condition (3) is proved.

Fourthly, we prove Condition (4) as follows: Let F (w∗) denote the optimal value,

i.e., F (w∗) ≤ F (w), ∀w ∈ Rn. Based on the L-smooth of F (w), we have

F (w∗) ≤ F
(
w − 1

L
∇F (w)

)
≤ F (w)−

〈
∇F (w),

1

L
∇F (w)

〉
+

1

2L
‖∇F (w)‖2

= F (w)− 1

2L
‖∇F (w)‖2. (2.8)

By rearranging the above inequality, F (w) with L-smooth satisfies

‖∇F (w)‖2 ≤ 2L (F (w)− F (w∗)) . (2.9)

Thus, Condition (4) is proved.

Lastly, we prove Condition (5) as follows: According to the monotone gradient

condition for convexity of H(w) = L
2 ‖w‖

2−F (w), i.e., 〈∇H(w)−∇H(v),w − v〉 ≥ 0,
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we have

(Lw −∇F (w)− Lv +∇F (v))T (w − v) ≥ 0. (2.10)

By rearranging the above inequality, we have

L‖w − v‖2≥ 〈∇F (w)−∇F (v),w − v〉 . (2.11)

Thus, Condition (5) is proved.

2.2.2 Strongly Convex Functions

Definition 2. (µ-strongly convex [76]): A continuously differentiable function F : Rn →

R is called strongly convex if there is µ > 0 such that

F (w) ≥ F (v) + 〈∇F (v),w − v〉+
1

2
µ ‖w − v‖22 (2.12)

holds for any w,v ∈ Rn.

In the following lemma, we identify four conditions that can be implied by the µ-

strongly convex condition. These conditions are commonly used in the convergence

analysis of FL.

Lemma 2. (Implication conditions of strongly convexity): For a strongly convex function

F : Rm → R, the following conditions are all implied by strongly convexity with parameter

µ:

Condition (1): H(w) = F (w)− µ
2‖w‖

2 is convex, ∀w ∈ Rn.

Condition (2): F (αw + (1− α)v) ≤ αF (w) + (1− α)F (v)− α(1−α)µ
2 ‖w − v‖2.

Condition (3): 〈∇F (w)−∇F (v),w − v〉 ≥ µ ‖w − v‖22.

Condition (4): ‖∇F (w)‖2≥ 2µ[F (w)− F ∗].

Proof. In the following, we prove the implication conditions of strongly convexity one by
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one. Firstly, to prove Condition (1), let w,v ∈ Rn, we have

H(w)−H(v) = F (w)− F (v)− µ

2
(‖w‖2−‖v‖2)

(a)

≥ 〈∇F (v),w − v〉+
µ

2
‖w − v‖2−µ

2
(‖w‖2−‖v‖2)

= 〈∇F (v),w − v〉 − µ 〈w,v〉+ µ‖v‖2

= 〈∇F (v)− µv,w − v〉

= 〈∇H(v),w − v〉 , (2.13)

where (a) is due to the µ-strongly convexity of F (·). Based on the first-order condition

of convex function, H(w) = F (w)− µ
2‖w‖

2 is convex. Thus, Condition (1) is proved.

Secondly, we prove Condition (2) as follows: According to the convexity of H(w) =

F (w)− µ
2‖w‖

2, we have H(αw + (1− α)v) ≤ αH(w) + (1− α)H(v). Thus

H(αw + (1− α)v) = F (αw + (1− α)v)− µ

2
‖αw + (1− α)v‖2

≤ αH(w) + (1− α)H(v)

= αF (w)− αµ
2
‖w‖2+(1− α)F (v)− (1− α)

µ

2
‖v‖2. (2.14)

By rearranging the above inequality, we have

F (αw + (1− α)v)

≤ αF (w) + (1− α)F (v)− αµ
2
‖w‖2−(1− α)

µ

2
‖v‖2+

µ

2
‖αw + (1− α)v‖2

= αF (w) + (1− α)F (v)− µ

2
α(1− α)‖w − v‖2. (2.15)

Thus, Condition (2) is proved.

Thirdly, we prove Condition (3) as follows: By using the monotone gradient condi-

tion for convexity of H(w) = F (w) − µ
2‖w‖

2, we have 〈∇H(w)−∇H(v),w − v〉 ≥ 0.

Thus,

〈∇H(w)−∇H(v),w − v〉

= 〈∇F (w)− µw −∇F (v) + µv,w − v〉

= 〈∇F (w)−∇F (v) + µ(v −w),w − v〉
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= 〈∇F (w)−∇F (v),w − v〉 − µ‖w − v‖2

≥ 0. (2.16)

By rearranging the above inequality, we have

〈∇F (w)−∇F (v),w − v〉 ≥ µ‖w − v‖2. (2.17)

Thus, Condition (3) is proved.

Finally, we prove Condition (4) as follows: Taking minimization respect to w on

both sides of (2.12), Condition (4) can be proved. Specifically, for the left-hand-side of

(2.12), we have

min
w
F (w) = F (v∗). (2.18)

For the right-hand-side of (2.12), we have

∂2
(
F (v) + 〈∇F (v),w − v〉+ 1

2µ ‖w − v‖
2
2

)
∂w2

= ∇F (v) + µ(w − v) = 0. (2.19)

Thus,

w = v − 1

µ
∇F (v). (2.20)

Substituting (2.18) and (2.20) into (2.12), the proof of Condition (4) is completed.

2.2.3 Important Inequalities

In this subsection, some widely used inequalities in the FL convergence analysis are

presented.

Inequality 1. (Arithmetic mean-Geometric mean inequality: AM-GM inequality): For

positive real numbers x1, x2, · · · , xn, the following inequality holds:

x1 + x2 + · · ·+ xn
n

≥ n
√
x1x2 · · ·xn, (2.21)

with equality if and only if x1 = x2 = · · · = xn.

There are many existing methods that can be used to prove the AM-GM inequality,
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e.g., forwardbackward induction method [77] and Lagrangian multipliers method [78].

Inequality 2. (Jensen’s inequality): If f is a convex function in [a, b], the following

inequality is true for all xi ∈ [a, b] (i = 1, 2, · · · , n):

f

(
x1 + x2 + · · ·+ xn

n

)
≤ f(x1) + f(x2) + · · ·+ f(xn)

n
. (2.22)

Similarly, if f is concave in [a, b], the sign of the above inequality turns over. The proof

of Jensen’s inequality can be found in [79].

Note that, one special case of Jensen’s inequality that is widely used in the FL

convergence analysis is || 1n
∑n

i=1 xi||2≤
1
n

∑n
i=1||xi||2.

Inequality 3. (Cauchy-Schwarz inequality): For any real numbers xi, yi (i = 1, 2, · · · , n),

the following inequality holds:
n∑
i=1

x2
i ·

n∑
i=1

y2
i ≥ (

n∑
i=1

xiyi)
2, (2.23)

with equality if the sequences are proportional, i.e., x1
y1

= x2
y2

= · · · = xn
yn

. For the proof

of Cauchy-Schwarz inequality, please refer to [80].

Inequality 4. (Young’s inequality for products): For any x ≥ 0 and y ≥ 0 are nonnega-

tive real numbers, if p > 1 and q > 1 are real numbers such that 1
p + 1

q = 1, the following

inequality holds:

xy ≤ xp

p
+
yq

q
, (2.24)

with equality if and only if xp = yq. It can be found the proof of Young’s inequality for

products from [81].

Inequality 5. (Triangle inequality): Let x,y ∈ Rn are two real vectors, then the triangle

inequality states that:

‖x+ y‖≤ ‖x‖+‖y‖. (2.25)

The triangle inequality gets its name from a more geometric interpretation. Two addi-

tional widely used formats of triangle inequalities are given as follows:

• ||y − x||2≥ 1
2 ||y − z||

2−||x− z||2, where x,y, z ∈ Rn are n-dimensional vectors.

• ||x+ y||2≤ (1 + 1
v )||x||2+(1 + v)||y||2, where x,y ∈ Rn are n-dimensional vectors
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and v > 0 is a real number.

Inequality 6. For any real number x > −1 and x 6= 0, the following inequality holds:

ln(1 + x) >
x

1 + x
. (2.26)

Proof. For the sake of proof, let f(x) = x
1+x − ln(1 + x) as an auxiliary function. The

first-order derivative of f(x) is given by

df(x)

dx
= − x

(1 + x)2 . (2.27)

Thus, when x > 0, we have df(x)
dx < 0. That is, f(x) is a decreasing function for all x > 0.

Hence, f(x) < f(0) = 0, ∀x > 0. In addition, when −1 < x < 0, we have df(x)
dx > 0, i.e.,

f(x) is a increasing function for all −1 < x < 0. Hence, f(x) < f(0) = 0, ∀ − 1 < x < 0.

Based on the above analysis, we have:

f(x) =
x

1 + x
− ln(1 + x) < f(0) = 0,∀x > 0. (2.28)

By rearranging the above inequality, we prove that inequality 6 holds when x > 0.

Inequality 7. For any real number x > 0, the following inequality holds:

(1 + x)
1
x ≤ e, (2.29)

where e is Euler’s number.

Proof. For the sake of proof, we introduce f(x) = (1 + x)
1
x and g(x) = ln f(x) =

1
x ln(1 + x) as the auxiliary functions. We have f(x) = eg(x). The first-order derivative

of g(x) is given by

dg(x)

dx
= − 1

x2
ln(1 + x) +

1

x(1 + x)
=

1

x

(
−1

x
ln(1 + x) +

1

1 + x

)
. (2.30)

According to inequality 6, we have dg(x)
dx < 0. Thus,

df(x)

dx
= eg(x)dg(x)

dx
< 0. (2.31)

That is, f(x) is a decreasing function with respect to x when x > 0. Hence,

(1 + x)
1
x < lim

x→0
(1 + x)

1
x = e. (2.32)



Chapter 3

Exploring Representativity in

Device Scheduling

3.1 Introduction

In wireless FL, the main challenge is that the limited communication resource and strin-

gent training latency only allow a small proportion of devices to upload their local

models in each round for aggregation. Thus, it is essential to carefully design the device

scheduling policy for improving the learning performance of FL. However, traditional

device scheduling methods do not utilize computing resources efficiently. Although the

approaches in [27, 30, 31, 36] consider both device importance and communication condi-

tions for device scheduling policy design, they require all devices to perform local training

in each round and upload corresponding indicators, e.g., the gradient norm. This may

produce extra training costs. In addition, the existing scheduling policies that measure

device importance based on gradient norm [31, 36], inner product [27], or the diversity

of local dataset [30] trend to schedule devices with similar gradient information in each

round. This may exacerbate the global model bias toward the scheduled devices and

further degrade the learning performance in heterogeneous data distribution scenarios.

26
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To tackle the above issues, this chapter theoretically analyzes the convergence bound

of FL with partial device participation, revealing that device scheduling policy affects

the convergence through the difference between the aggregated gradient of scheduled

devices and the full participation gradient. Based on this, we attempts to select a

subset of devices to approximate the full devices’ aggregated gradient for accelerating

the FL. Considering the limited bandwidth resources in wireless networks, we propose a

novel latency- and representativity-aware device scheduling algorithm to accelerate the

learning process of FL, in which the heterogeneous communication, computation, and

representativity among devices are all taken into account. The main contributions of

this chapter are summarized as follows:

• To enable effective FL in bandwidth-limited wireless networks, this chapter theo-

retically characterize the convergence bound of the considered FL system under the

general non-convex loss function setting, finding a new metric, i.e., the difference

between the aggregated gradient of scheduled devices and the full participation

gradient, which negatively affect the convergence. By minimizing this metric, the

convergence speed of FL can be improved.

• To minimize the difference between the scheduled devices’ gradient and the full

participation gradient, this chapter aim to find a subset of devices and the cor-

responding pre-device step sizes to approximate the full participation aggregated

gradient. To this end, this chapter characterize the representativity of a device

set as the approximation error of its aggregated gradient for the full participation

gradient. The small approximation error contributes to strong representative. In

addition, this chapter utilize the past gradient information of devices to determine

the scheduling policy in each round, avoiding the unscheduled devices to perform

local training.

• To balance the representativity and latency for the device scheduling policy, this

chapter formulate a problem to minimize the weighted sum of gradient approx-

imation error and latency through jointly optimizing the device scheduling and
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bandwidth allocation policy, which is intractable to solve. The analysis reveals

that the optimal bandwidth allocation policy is optimal when all scheduled devices

have the same latency. Furthermore, by proving the submodularity of the problem,

a double-greedy algorithm is developed to obtain a sub-optimal device scheduling

policy.

• Experiments show that the proposed scheduling algorithm achieves faster con-

vergence speed and higher model accuracy than the benchmarks. Specifically,

compared to other benchmark algorithms, the proposed device representativity-

aware schedule algorithm is able to boost 6.7% and 4.02% accuracies on MNIST

and CIFAR-10 datasets, respectively. The proposed latency- and representativity-

aware scheduling algorithm saves over 16% and 12% training time for MNIST and

CIFAR-10 datasets than the scheduling algorithms based on either latency and

representativity individually.

The remainder of this chapter is organized as follows: Section 3.2 introduces the

FL system and the training latency model. The convergence analysis of the considered

FL algorithm and the problem formulation are illustrated In Section 3.2. Section 3.4

develops three device scheduling algorithms for FL. Section 3.5 verifies the effectiveness

of the proposed device scheduling algorithms by simulation. The summary is drawn in

Section 3.6.

3.2 System Model

We consider a typical wireless FL system, in which one edge server undertakes the role of

the parameter server to coordinate K devices for training a machine learning model. The

server and all devices communicate via bandwidth-limited wireless channels, as shown in

Fig. 3.1. In each global round, the selected devices first perform local training and then

upload their training model parameters to the edge server through the allocated wireless

channels for global model updating. The devices are indexed by K = {1, 2, · · · ,K}. Each
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Figure 3.1: An implementation of FL via FDMA, where the scheduled devices
perform τ local iterations and upload gradients to the edge server.

device k (k ∈ K) has a local dataset Dk with Dk = |Dk| data samples. Without loss of

generality, it is assumed that there is no overlapping for datasets from different devices,

i.e., Dk ∩ Dh = ∅, (∀k, h ∈ K). Thus, the entire dataset is denoted by D = ∪{Dk}Kk=1

with the total number of samples D =
∑K

k=1Dk.

Let ζ = (x, y) denote a data sample in D, where x ∈ Rd is the d-dimensional input

feature vector of the sample, and y ∈ R is the corresponding ground-truth label. For a

machine learning model w, let f(w; ζ) denote its sample-wise loss function on the data

sample ζ, which quantifies the error between the ground-truth label y and its predicted

output of x. Thus, the local loss function of device k that measures the model error on

its local dataset Dk can be defined as

Fk(w)
∆
=

1

Dk

∑
ζ∈Dk

f (w; ζ). (3.1)

Accordingly, the global loss function associated with all distributed local datasets is given

by

F (w)
∆
=

K∑
k=1

pkFk(w), (3.2)

where pk is the weight of device k such that
∑K

k=1 pk = 1. Similar to many existing

works, e.g., [25, 34, 82], this chapter considers a balance device datasets scenario and

sets pk = 1
K .



Chapter 3. Exploring Representativity in Device Scheduling 30

3.2.1 Federated Learning Algorithm

The goal of FL is to train a model w by leveraging the devices’ local datasets. To

preserve the data privacy of devices, the devices collaboratively learnw by only uploading

local gradients to the edge server for periodical aggregation, instead of transmitting the

raw training data. The edge server orchestrates the training process, by repeating the

following steps until the model converge:

1) The edge server selects a subset of devices from K to participate the training in

the current communication round, denoted by St. Let αk,t ∈ {0, 1} denote the schedule

indicator of device k in round t, where αk,t = 1 represents device k is scheduled, and

αk,t = 0 otherwise. Thus, St = {k : αk,t = 1,∀k ∈ K}.

2) The edge server broadcasts the latest global model to the scheduled devices for local

training. It is worth mentioning that only the scheduled devices perform local training

and upload their local gradients to the edge server for the global model update. Thus,

in the FL process, the edge server only broadcasts the latest global model to scheduled

devices instead of all devices. After the FL process, the edge server broadcasts the

trained global model to all devices for serving them.

3) After receiving the global model, each selected device computes the local gradient

gk,t by running τ steps SGD on its local dataset, according to

g̃k,t =
τ−1∑
l=0

∇Fk(wk,t,l;Bk,t,l), (3.3)

where

∇Fk(wk,t,l;Bk,t,l) =
1

Lb

∑
ζ∈Bk,t,l

∇f(wk,t,l; ζ) (3.4)

is the gradient in iteration l (0 ≤ l ≤ τ − 1), Bk,t,l is a local mini-batch data uniformly

sampled from Dk with Lb = |Bk,t,l| data samples.

4) After all selected devices accomplish local gradients computing, they upload their
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gradients to the edge server for aggregation as follows:

g̃t =
1

|St|
∑
k∈St

g̃k,t. (3.5)

Then, the edge server updates the global model as wt+1 = wt−ηg̃t, where η denotes the

learning rate. For ease of comparison in the following discussion, let gt = 1
K

∑
k∈K g̃k,t

denote the aggregated gradient for all devices, namely the full-participation stochastic

gradient (FP-SG).

3.2.2 Latency Model

In the following, the one-round latency for the FL process is analyzed.

1) Computation latency: Denote Ck as the number of float-point operations (FLOPs)

required to process one data sample at device k. Let fk denote the central processing

unit (CPU) frequency of device k. Thus, the local gradient calculation latency of device

k can be expressed as

TL
k,t =

τLbCk
fk

, ∀t. (3.6)

2) Communication latency: Let Q denote the number of elements in each local gradi-

ent. Each element is quantized by q bits. In this work, the frequency division multiple

access (FDMA) technique is deployed in the system with total B Hz wireless bandwidth

for devices to upload their local gradients. Note that, in practical systems using orthogo-

nal frequency-division multiple access (OFDMA), the number of sub-carriers is typically

very large (e.g., thousands in 5G systems), and the bandwidth splitting in an OFDMA-

based system can be considered continuous [83]. Thus, the bandwidth allocation solution

in this chapter based on FDMA can be directly generalised to OFDMA-based systems,

where the derived bandwidth allocation ratios by the proposed scheme can be regarded as

the ratios of sub-carrier numbers allocated to devices. Let pk denote the transmit power

of device k. We assume that the channel gain, including both small-scale fading and path

loss, between device k and the edge server, i.e., hk,t, remains unchanged within one round
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but varies independently and identically over rounds. Let θk,t ∈ [0, 1] denote the fraction

of the overall bandwidth allocated to device k in round t, and θt = (θ1,t, θ2,t, · · · , θK,t).

The uplink rate of device k can be characterized by rk,t = θk,tB log(1 +
pkhk,t
σ2 ), where σ2

is the variance of Gaussian additive noise. Thus, the local gradient uploading latency of

device k is

TC
k,t =

Qq

rk,t
=

Qq

θk,tB log
(

1 +
pkhk,t
σ2

) . (3.7)

According to the above models, the completion time of each participating device

k(k ∈ K) includes the local computation time TL
k,t and communication time TC

k,t, as

shown in Fig. 1. The one round latency determined by the slowest device is given by

Tt(St) = max
k∈St

{
TL
k,t + TC

k,t

}
. (3.8)

The above discussion ignored the global model broadcasting and updating latency,

because the broadcasting process occupies the entire bandwidth and the edge server

has large transmit power, the broadcasting latency is negligible. Moreover, the edge

server is usually computational powerful, and the global model update latency can be

ignored compared to the communication and computation latencies.

In addition, it is worth mentioning that the above-discussed latency is the training

latency for ML models instead of inference latency. In practical applications, the infer-

ence (i.e., data processing) latency requirements are usually stringent. For example, to

make the virtual reality (VR) world realistic, VR systems require a latency of less than

20 milliseconds, with an ideal target of under 7 milliseconds. Similarly, in the world of

autonomous driving, even a 100-millisecond delay can be critical, potentially being the

difference between life and death for a pedestrian or car passenger. The traditional cen-

tralized learning settings make it difficult to satisfy the low latency requirements as the

data processing of one device can affect the whole system in server-dependent systems.

To tackle this issue, FL decouples the latency-sensitive applications from server to local

devices and is able to provide ultra-low latency for data processing. For instance, a self-

driving car (a local device) needs to act as soon as it detects a possible collision. As FL
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suggests, with a local model on a learner, the learner is decoupled from the server. Conse-

quently, the learner does not require the server’s decision, does not need to communicate,

and does not wait for a response from the server [84]. Compared to inference latency,

training latency is less critical in practical applications. However, it remains important

because lower training latency enables more frequent machine learning updates, which

improves adaptation to new environments [85].

3.3 Convergence Analysis and Problem Formulation

This section starts with the convergence analysis of the considered FL system under the

general non-convex loss function setting, finding a metric, i.e., device representativity, to

guide the device scheduling policy design. Then, we formulate an optimization problem

for device scheduling which balance the latency and representative ability in each round.

3.3.1 Convergence Analysis

To develop a concrete metric to evaluate the representativity of each local gradient, we

first analyze the convergence behavior of the FL system. To this end, we make the

following assumptions to the local loss function Fk(·):

Assumption 1. (Lipschitz gradient continuity): Each local loss functions Fk(·)(k ∈ K)

is continously differentiable, and its gradient ∇Fk(w) is L-Lipschitz continuous, that is

‖∇Fk(w)−∇Fk(v)‖ ≤ L ‖w − v‖ . (3.9)

Assumption 2. (Unbiased stochastic gradient): For the mini-batch data samples Bk,t

that uniformly sampled from Dk on device k (k ∈ K), the resulting stochastic gradient is

unbiased and variance bounded, that is

E [∇Fk(wk,t;Bk,t)] = ∇Fk(wk,t), (3.10)
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and

E ‖∇Fk(wk,t;Bk,t)−∇Fk(wk,t)‖2 ≤ G2. (3.11)

Assumption 3. (Bounded stochastic gradient): The expected squared norm of stochastic

gradients is uniformly bounded, i.e., E ‖∇Fk(wk,t;Bk,t)‖2 ≤ χ2.

Assumption 1, 2, and 3 are widely used in the convergence analysis of FL systems and

satisfied by loss functions for widely used learning models, e.g., support vector machines

(SVM), Logistic regression, and most neural networks [86]. In particular, according to

[87], a deep neural network defined by a composition of functions is a Lipschitz neural

network if the functions in all layers are Lipschitz. It has been proved in [88] and

[89] that the convolution layer, linear layer, some nonlinear activation functions (e.g.,

Sigmoid, tanh, Leaky ReLU, and SoftPlus), and the widely used cross-entropy function

have Lipschitz smooth gradients. That is, the loss functions of most neural networks

that are consisted of Lipschitz layers and loss functions are Lipschitz continuous. Based

on this, we provide the one round convergence bound of the considered FL system in

Theorem 1, proved in Appendix A.1.

Theorem 1. Let Assumption 1, 2, and 3 hold, and the learning rate satisfy η ≤ 1
L , we

have

E [F (wt+1)− F (wt)] ≤−
L

2
η2E‖∇F (wt)‖2 + Lη2(τ − 1)2χ2

+ Lη2(2τ2 − 2τ + 1)G2 + Lη2‖−gt + g̃t‖2. (3.12)

According to Theorem 1, the expected gap of the loss function values between two

global round is bounded by four terms: 1) the squared norm of the ground-truth global

gradient ‖∇F (wt)‖2; 2) the expected squared norm of stochastic gradients χ2, 3) the

variance of stochastic gradient G2, 4) the difference between the aggregated gradient of

the scheduled devices and the FP-SG that aggregates all devices’ stochastic gradients,

i.e., ‖−gt + g̃t‖2. The first three terms are independent with the device scheduling

decision. The last term is an explicit form related to the device scheduling policy. Thus,

the learning performance can be improved by minimizing the ‖−gt + g̃t‖2. Based on
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Theorem 1, we further characterize the convergence bound of the considered FL system

after T rounds training in Corollary 1, proved in Appendix A.1.1.

Corollary 1. Let Assumption 1, 2, and 3 hold, and the learning rate satisfy η ≤ 1
L , the

T -round convergence is upper-bounded by

E[F (wT )− F (w∗)] ≤ (1− L2η2)T−1E[F (w0)− F (w∗)]

+
1− L2η2 − (1− L2η2)T

L

(
(2τ2 − 2τ + 1)G2 + (τ − 1)2χ2

)
+
T−1∑
t=1

(1− L2η2)tLη2‖−gt + g̃t‖2. (3.13)

Corollary 1 presents the expected gap between the global loss after T rounds and the

optimal loss training, which is bounded by the expected gap between the initial global loss

and the optimal one, the variance of SGD, the bounded norm of stochastic gradient, and

the cumulative difference of gradient between full participation and partial participation.

By minimizing the difference in gradient between full and partial participation in each

round, the learning performance can be improved.

3.3.2 Device Representativity Measurement

The previous works, e.g., [31, 90], prone to select the devices with maximum gradient

norm to minimize ‖−gt + g̃t‖2. To further minimize the ‖−gt + g̃t‖2 and accelerate

the learning convergence, we aim to find a subset of devices (i.e., St ⊆ K) and the

corresponding pre-device stepsizes γk (∀k ∈ St) in each global round t, such that the

aggregated gradient approximate the FP-SG (i.e., gt) that aggregated by all the K

devices. Toward this end, we define a mapping function ϕ : K → St, which maps

each device k ∈ K to a scheduled device ϕ(k) ∈ St such that the gradient ∇Fk(w)

from device k is approximated by the gradient from ϕ(k). For each device h ∈ St, let

Ch = {k : k ∈ K, ϕ (k) = h} denote the set of devices approximated by device h, and

γh = |Ch|. Thus, we have

K∑
k=1

g̃k,t =
K∑
k=1

(
g̃k,t − g̃ϕ(k),t + g̃ϕ(k),t

)
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=
K∑
k=1

(
g̃k,t − g̃ϕ(k),t

)
+
∑
k∈St

γkg̃k,t. (3.14)

By rearranging (3.14) and then taking the norm of both sides, the approximation

error of the gradient aggregated from St (i.e.,
∑

k∈St γkg̃k,t) on the FP-SG satisfies∥∥∥∥∥∥
K∑
k=1

g̃k,t −
∑
k∈St

γkg̃k,t

∥∥∥∥∥∥ =

∥∥∥∥∥
K∑
k=1

(
g̃k,t − g̃ϕ(k),t

)∥∥∥∥∥
≤

K∑
k=1

∥∥g̃k,t − g̃ϕ(k),t

∥∥ , (3.15)

where the inequality follows from the triangle inequality. The upper-bound in (3.15)

is minimized when ϕ maps each k ∈ K to an device in St with minimum Euclidean

distance between their gradient. That is, ϕ(k) = arg minh∈St ‖g̃k,t − g̃h,t‖. Hence, the

approximation error in (3.15) satisfies∥∥∥∥∥∥
K∑
k=1

g̃k,t −
∑
k∈St

γkg̃k,t

∥∥∥∥∥∥ ≤
K∑
k=1

min
h∈St
‖g̃k,t − g̃h,t‖ . (3.16)

Thus, the approximation error can be minimized by minimizing the right-hand side

of (3.16). Substituting (3.16) into (3.12), the one-round convergence bound can be

expressed as:

E [F (wt+1)− F (wt)] ≤ −
L

2
η2E‖∇F (wt)‖2 + Lη2(τ − 1)2χ2

+ Lη2(2τ2 − 2τ + 1)G2 + Lη2

(
K∑
k=1

min
h∈St
‖g̃k,t − g̃h,t‖

)2

. (3.17)

The convergence bound in (3.17) shows how the device scheduling policy affects the con-

vergence bound. According to (3.17), the learning performance can be improved by min-

imizing the upper bound of the approximation error of the gradient aggregated from St

on the FP-SG, i.e.,
∑K

k=1 min
h∈St
‖g̃k,t − g̃h,t‖. We define H(St) =

∑K
k=1 min

h∈St
‖g̃k,t − g̃h,t‖

to quantify the approximate error of a device scheduling decision St ⊆ K.
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3.3.3 Problem Formulation

To accelerate the learning convergence, one should schedule the devices with the lowest

latency (implemented by good channel conditions and powerful computing capability) as

well as the smallest FP-SG approximation error. However, it rarely happens that a device

always has the lowest latency and smallest FP-SG approximation error simultaneously

in a practical system. Similar to many existing works, e.g., [36, 91], we aim to capture

the trade-offs between device representativity and latency for improving the learning

performance of FL. Towards this end, we define two weight factors ρ1 ≥ 0 and ρ2 ≥ 0

to capture the Pareto-optimal trade-offs among the device representativity and latency,

the values of which depend on specific scenarios. A large ρ1 and small ρ2 emphasis more

on device representativity, while a small ρ1 and large ρ2 pay more attention to devices’

latency. In addition, similar to many existing works, e.g., [27, 30, 31, 36], we optimize the

FL performance in each round since the available bandwidth and devices are independent

among rounds, instead of optimizing the FL performance over all rounds under long-term

resource constraints as the existing paper [23, 24, 92]. Thus, we formulate the problem

as follows:

min
St,θt

ρ1H(St) + ρ2T (St) (3.18)

s. t. αk,t ∈ {0, 1} , (3.18a)∑
k∈St

θk,t ≤ 1, (3.18b)

0 ≤ θk,t ≤ 1. (3.18c)

In problem (3.18), (3.18a) indicates which devices are scheduled in each round. (3.18b)

assures that the wireless bandwidth resource allocated to all devices would not exceed

the total available bandwidth resource. (3.18c) imposes restrictions on the wireless band-

width resource allocated to each device. Notably, similar to [36], we can adapt to the

problem with hard constraints on latency via setting “virtual devices”. According to

Lemma 3 in Section 3.4, the optimal bandwidth allocation policy is achieved when all

scheduled devices have the same latency. Thus, by setting a virtual device whose latency
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is the delay constraint into the scheduled device set, the latency of devices can satisfy

the delay constraint by adjusting the bandwidth allocation policy. There are two major

challenges in solving problem (3.18):

1) Unknown gradient information of devices: Problem (3.18) requires devices’

gradient information that can only be acquired after local gradient computing and

uploading. However, the device scheduling decision should be made before gradient

computation.

2) Non-deterministic polynomial-time hard (NP-Hard): Problem (3.18) involves

a combinatorial optimization over the multi-dimensional discrete and continuous space,

which is challenging to solve. In the following analysis, we show that two special cases of

problem (3.18), i.e., latency-aware device scheduling problem and representativity-aware

device scheduling problem are both submodular maximization problem, which has been

proven to be NP-Hard. Thus, Problem (3.18) is NP-Hard in fact.

3.4 Device Scheduling Policies for Federate Learning

In this section, we develop an efficient algorithm to solve the problem (3.18) within poly-

nomial time complexity. To facilitate the algorithm design, we first focus on analyzing

two special cases of problem (3.18): 1) ρ1 = 0 and ρ2 = 1 for the latency aware device

scheduling problem, 2) ρ1 = 1 and ρ2 = 0 for the device representativity aware scheduling

problem. Then, based on the obtained properties of these two special-case problems, we

prove that problem (3.18) is a non-monotone submodular minimization problem. Finally,

we develop an efficient double greedy algorithm to solve problem (3.18) and obtain the

joint latency and device representativity aware device scheduling policy.
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3.4.1 Optimal Wireless Bandwidth Allocation

In this subsection, we solve the optimal bandwidth allocation policy for any given device

scheduling policy St. Given the scheduled device set St, the optimal bandwidth alloca-

tion problem can be decomposed from (3.18) as follows:

min
θt

max
k∈St

{
TL
k,t + TC

k,t

}
(3.19)

s. t. (3.18b), (3.18c).

Problem (3.19) is a typical convex optimization problem [93], we obtain its optimal

solution by using Lemma 3, proved in Appendix A.1.2.

Lemma 3. The optimal wireless bandwidth allocation solution for problem (3.19) satis-

fies the following condition:

θk,t =
Qq(

T ∗t (St)− τLbCk
fk

)
B log

(
1 +

pkhk,t
σ2

) ,∀k ∈ St, (3.20)

where T ∗t (St) is the optimal latency for device scheduling decision St in round t, its value

is determined by the equation
∑

k∈St θk,t = 1.

In Lemma 3, there is still an unknown variable T ∗t (St) in the optimal expression of

bandwidth allocation policy. Since θk,t(Tt(St)) is a monotonically decreasing function

with respect to Tt(St), the bisection method can be deployed to obtain the optimal

bandwidth allocation policy. To this end, we derive the lower bound and upper bound of

T (St) in the following. To derive the lower bound of Tt(St), we have the minimal fraction

of bandwidth allocated to devices in St should less than 1
|St| , i.e., mink∈St θk,t(Tt(St)) ≤

1
|St| . Hence,

min
k∈St

Qq

B log
(

1+
pkhk,t

σ2

)
max

(
Tt(St)− τLbCk

fk

) ≤ 1

|St|
. (3.21)

Thus, the lower bound of Tt(St) is

Tt,lb(St) = min
k∈St

|St|Qq

B log
(

1 +
pkhk,t
σ2

) + min
k∈St

τLbCk
fk

. (3.22)

Then, to derive the upper bound of Tt(St), we use maxk∈St θk,t(Tt(St)) ≥ 1
|St| . The
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Algorithm 1 Optimal Wireless Bandwidth Allocation
1: Inputs: The scheduled device set St, the CPU frequency, transmit power, and channel gain

of devices in St.
2: Initialize the precision requirement ε > 0, compute the lower bound (Tt,lb(St)) and upper

bound (Tt,ub(St)) of the latency based on (3.22) and (3.23), respectively.
3: repeat
4: Set T = (Tt,lb(St) + Tt,ub(St))/2.
5: For each device k ∈ St, compute the required bandwidth allocation ratio θk,t(T ) based on

(3.20).
6: Compute the summation of required bandwidth allocation ratio

∑
k∈St

θk,t(T ).
7: if

∑
k∈St

θk,t(T ) > 1 then
8: Halve the searching region by setting Tt,lb(St) = T and Tt,ub(St) = Tt,ub(St).
9: else if 0 <

∑
k∈St

θk,t(T ) < 1− ε then
10: Halve the searching region by setting Tt,lb(St) = Tt,lb(St) and Tt,ub(St) = T .
11: else
12: Break the circulation.
13: end if
14: until |Tt,ub(St)− Tt,lb(St)|< ε
15: return The optimal latency T ∗t (St) = T and the optimal bandwith allocation policy θt

derivation of the upper bound is similar to that of lower bound, and thus omitted for

brevity. The upper bound of Tt(St) is

Tt,ub(St) = max
k∈St

|St|Qq

B log
(

1 +
pkhk,t
σ2

) + max
k∈St

τLbCk
fk

. (3.23)

According to the lower and upper bounds above, the bisection method is deployed

to solve the optimal T ∗t (St). For clarity, we summarize the detailed steps for solving

the optimal bandwidth allocation policy in Algorithm 1. The bisection process will

halve the searching region in every iteration and terminate when the given precision

requirement (i.e., ε) is satisfied. Thus, the time complexity of this bisection method is

O
(

log2
Tt,ub(St)−Tt,lb(St)

ε

)
. Based on above analysis, we have the following remark.

Remark 1. From (3.20), the proportion of the wireless bandwidth allocated to device

k (k ∈ K), i.e., θk,t, is monotonically decreasing with its CPU frequency fk and its

channel gain hk,t. That is, more bandwidth should be allocated to the devices with low

computation capability and weak channel conditions.
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3.4.2 Latency-aware Device Scheduling Policy

In this subsection, we investigate a special case of problem (3.18), i.e., the latency-aware

device scheduling problem. By setting ρ1 = 0 and ρ2 = 1 in problem (3.18), we formulate

the latency-aware device scheduling problem as follows:

min
St,θt

T (St) (3.24)

s. t. |St| = N, (3.24a)

(3.18a), (3.18b), (3.18c).

Note that, we add a constraint (3.24a) into problem (3.24) since the objective function is

monotone with respect to device set size (as shown in the following Lemma 4). Without

constraint (3.24a), the solution of problem (3.24) is trivial simply taking the empty device

scheduling set (i.e., St = ∅) as the solution. However, by adding constraint (3.24a), the

device scheduling problem (3.24) is non-trivial.

Problem (3.24) involving wireless bandwidth allocation and device scheduling is a

typical mixed-integer non-linear programming that is generally difficult to solve in poly-

nomial time. Based on the above analysis, the optimal bandwidth allocation policy for

any device scheduling set St can be obtained by using Algorithm 1, the correspond-

ing optimal latency is denoted as T ∗t (St). Substituting T ∗t (St) into problem (3.24), we

transform problem (3.24) into the following equivalent problem:

min
St

T ∗t (St) (3.25)

s. t. (3.18c), (3.24a).

For problem (3.25), an intuitive method to obtain the optimal device scheduling

policy is to compute the optimal latency for all the possible device scheduling policies

and then select the one with minimal latency. However, there are total CNK possible device

scheduling policies. In the practical systems, the overall number of devices (i.e., K) is

large while the participating device number (i.e., N) in each round is small, inducing

a large number of possible scheduling device set. Thus, computing the latency for all
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possible device scheduling policies is impractical due to the high time complexity. In the

following, we prove that problem (3.25) is a submodular set cover problem. Based on

this, we find a near-optimal solution for problem (3.25) by using greedy algorithm with

polynomial time complexity. To this end, we first introduce the definition of submodular

function as follows:

Definition 3. (Submodular function)[94]: A function φ : 2K → R is submodular if for

every S1 ⊆ S2 ⊆ K and h ∈ K\S2, it holds ∆(h |S1 ) ≥ ∆(h |S2 ), where ∆(h |S1 ) =

φ(S1 ∪ {h}) − φ(S1) is the discrete derivative of φ at S1 with respect to h, also named

as marginal gain.

According to Definition 3, we have the following lemma for the optimal latency func-

tion T ∗t (St), proved in Appendix A.1.3.

Lemma 4. The optimal latency function T ∗t (St) is monotonically increasing with respect

to the device set St, i.e., for device set S1 ⊆ S2, we have T ∗t (S1) < T ∗t (S2). Moreover,

the negative of T ∗t (St), i.e., −T ∗t (St), is a monotonically decreasing submodular function

with respect to the device set St. That is, for device set S1 ⊆ S2 ⊆ K and h ∈ K\S2, we

have

T ∗t ({h} ∪ S1)− T ∗t (S1) ≤ T ∗t ({h} ∪ S2)− T ∗t (S2). (3.26)

According to Lemma 4, problem (3.25) is a cardinality constraint submodular max-

imization problem, which is general NP-Hard. Below we find a near-optimal solu-

tion of problem (3.25) by using greedy algorithm [95], which starts from St = ∅, and

adds one client k ∈ K\St with the greatest marginal gain to St in every step, i.e.

k = arg mink∈K\St(T
∗
t (St ∪ {k}) − T ∗t (St)). For clarity, we summarize the detail steps

for latency-aware device scheduling algorithm in Algorithm 2. Note that Algorithm 2

performs optimal bandwidth allocation (i.e., Algorithm 1) at most KN times for select

N devices. Thus, the time complexity of Algorithm 2 is O(KN log2
Tt,ub(St)−Tt,lb(St)

ε ).

Based on the performance analysis in [95], the greedy device scheduling algorithm is able

to achieve a worst-case approximation factor of 1 − 1
e for the optimal solution, where e

is the Euler’s number.
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Algorithm 2 Greedy Algorithm for Latency-aware Device Scheduling

1: Initialize St ← ∅ and T ∗t (St) = 0, the number of selected devices N .
2: while |St|< N do
3: for k ∈ K\St do
4: Compute the optimal latency for device set St∪{k} as T ∗t (St∪{k}) by using Algorithm

1.
5: end for
6: k∗ = arg mink∈K\St

(T ∗t (St ∪ {k})− T ∗t (St)).
7: St ← St ∪ {k∗}.
8: end while
9: return The device scheduling set St.

3.4.3 Device Representativity-aware Scheduling Policy

In this subsection, we investigate another special case of problem (3.18), i.e., the device

representativity-aware scheduling problem which aims to find a subset of devices and the

corresponding pre-device stepsizes to approximate the FP-SG. By setting ρ1 = 1 and

ρ2 = 0 in problem (3.18), the device representativity aware scheduling problem can be

formulated as follows:

min
St

H(St) (3.27)

s. t. |St| = N. (3.27a)

Similar to the formulation of problem (3.24), we also add a scheduled device num-

ber constraint in problem (3.27) since its objective function is monotone with respect

to device set size. Without constraint (3.27a), problem (3.27) is trivial simply taking

all devices (i.e., St = K) to the solution. However, problem (3.27) is still difficult to

solve since the edge server requires the gradient information of all devices. The gra-

dient information can only be obtained after local gradient computing and uploading

by devices. If the edge server collected all the gradient information for devices, it can

directly aggregate all local gradients to minimize the convergence bound in (3.12), and

the device scheduling is meaningless. To tackle this challenge, there are two heuristics

in the following to estimate the gradient information at the start of each global round.

1) Estimating by mini-batch gradient (E-MBG): Compute the gradient of devices with
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a smaller mini-batch data (the batch size is less than Lb), and upload all local gradients

to the edge server. This method can only reduce part of the computation cost compared

to the method of uploading complete gradient information computed by Lb data samples

at each device.

2) Estimate by past gradient information (E-PG): The edge server straightforwardly

uses the most recently received gradients from devices to approximate their current

gradients for solving the problem (3.27) for device scheduling.

In addition to the above two heuristics, there are some neural-network-based methods,

e.g., [27], to predict devices’ local gradients, which require collecting devices’ gradient

information to train extra machine learning models. This may produce extra training

time and energy consumption for the FL system. However, the two heuristics are con-

venient to implement. In particular, the E-PG method simply uses the past gradients

of devices to approximate the current one and does not require extra computation and

communication costs compared to the E-MBG and neural network-based methods. In

addition, the experimental results in Section 3.5 verify that the use of past gradients can

effectively approximate devices’ current gradients.

To evaluate the effectiveness of these two methods, we show in Fig. 3.2 in Section

3.5 the difference between the recently received gradients at the edge server and the

current one of an arbitrary device, under the considered datasets. It is observed that

E-MBG (Lb ∈ {4, 8, 16}) performs not well due to the high variance of the stochastic

gradients, while E-PG has a more accurate estimation of the current one. Note that,

similar to many existing works in [27, 30, 31, 36], the E-MBG method requires all devices

to compute their gradient with mini-bath data samples and upload their gradient to the

edge server. This produces extra computing and transmission costs since the estimated

gradients of devices are not used for the global model aggregation. In contrast, the E-PG

method only requires the edge server to save the past gradients information for devices

and does not require extra computation and transmission. Thus, E-PG is computation

and transmission-free compared to E-MBG.
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In fact, the past gradient information has been successfully used in FL to estimate

the current gradient of devices. For example, replacing the lost gradient (induced by

transmission error) in decentralized SGD with the past gradients is able to achieve the

same asymptotic convergence rate as the decentralized SGD with no transmission error

[57]. Using the most recent `2-norm of the local gradient to estimate the current one

at each device to decide the transmit power has proved to be effective in the over-the-

air FL system [92]. Motivated by this, we apply the most recent gradient information

of devices uploaded to the edge server to compute the device scheduling policy in the

problem (3.27).

For problem (3.27), we have the following lemma, proved in appendix A.1.4.

Lemma 5. The objective function of problem (3.27), i.e., H(St) is monotonically decreas-

ing with respect to the device set St, i.e., for device set S1 ⊆ S2, we have H(S1) ≥ H(S2).

The negative of H(St), i.e., −H(St), is a monotonically increasing submodular function

with respect to the device set St, i.e., for device set S1 ⊆ S2 ⊆ K, and h ∈ K\S2, we

have

H(S1 ∪ {h})−H(S1) ≤ H(S2 ∪ {h})−H(S2). (3.28)

According to Lemma 5, problem (3.27) is also a cardinality constraint submodu-

lar maximization problem. Thus, the greedy algorithm [95] is deployed to obtain a

suboptimal solution in polynomial time complexity. Similarly, the greedy algorithm

starts from St ← ∅, and adds one device k with the maximum marginal gain, i.e.,

k = arg minh∈K\St (H(St ∪ {h})−H(St)) in every iteration, until |St|= N . The detailed

steps for finding the representativity-aware device scheduling policy are similar to Algo-

rithm 2, and thus omitted for brevity.

3.4.4 Latency and Representativity-aware Scheduling Policy

In the above subsections, we develop the latency-aware and representativity-aware device

scheduling policies. However, devices usually have different computing capabilities and
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channel conditions in the practical system, as well as different representativity in the dif-

ferent global rounds. Thus, the device scheduling policy should simultaneously consider

the devices’ latency and gradient representativity for accelerating the learning conver-

gence. In this subsection, by utilizing the properties of latency and device representativ-

ity obtained in the above discussions, we develop an efficient algorithm to solve problem

(3.18), which balances devices’ latency and gradient representativity.

According to Lemma 3, the optimal latency for any device scheduling set St ⊆ K can

be obtained by using Algorithm 1, denoted as T ∗t (St). Substituting T ∗t (St) into problem

(3.18), we transform (3.18) into the following equivalent problem:

min
St

R(St) = ρ1H(St) + ρ2T ∗t (St) (3.29)

s. t. (3.18a).

For problem (3.29), we have the following remark:

Remark 2. According to Lemma 4 and Lemma 5, −T ∗t (St) is a monotonically decreasing

submodular function with respect to the device set St, while −H(St) is a monotonically

increasing submodular function. Consequently, the negative of the objective function

of problem (3.29), i.e., −ρ1T ∗t (St) − ρ2H(St) is a non-monotone submodular function.

Thus, problem (3.29) is an unconstrained non-monotone submodular maximization prob-

lem, which is NP-Hard in general.

Base on Remark 2, we use the double greedy algorithm [96] to find a suboptimal

solution for problem (3.29). With regards to the implementation of the proposed algo-

rithm, the edge server requires to collect devices channel information for computing their

optimal bandwidth allocation policies and latency. After that, the edge server starts by

initializing two device sets, i.e., S1 = ∅ and S2 = K, and then serially passes through the

devices in K. When the algorithm passes device k (k ∈ K), it determines online whether

to add k into S1 or remove k from S2. This decision is based on a probability that trades

off the gains of adding device k to S1 and removing k from S2. For clarity, we summarize

the detailed steps of the double greedy algorithm for solving problem (3.29) in Algorithm
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Algorithm 3 Double Greedy Algorithm for Latency and Representativity-aware Device
Scheduling

1: Initialize S1 ← ∅ and S2 ← K
2: for k ∈ K do
3: Let ak ← (maxR(S1)−R(S1 ∪ {k}), 0)
4: Let bk ← (maxR(S2)−R(S2\{k}), 0)
5: If ak = bk = 0, let ak

ak+bk
= 1

6: With probability ak
ak+bk

do S1 ← S1 ∪ {k} and S2 ← S2

7: Otherwise S1 ← S1 and S2 ← S2\{k}
8: end for
9: Let St = S1 (or St = S2).

10: return The device scheduling set St.

3, which requires solving 2K times bandwidth allocation problem for finding the device

scheduling set. Thus, the time complexity of Algorithm 3 is O(2K log2
Tt,ub(St)−Tt,lb(St)

ε ).

In addition, for any device ordering, many existing works, e.g., [96, 97], have proved

that the double greedy algorithm can achieve a tight 1/2 approximation of the optimal

solution. Note that, the achieved approximation ratio of the double greedy algorithm

is lower than the approximation ratio of Algorithm 2 (i.e., 1 − 1
e ) for the optimal solu-

tion of the two special-case problems, i.e., latency-aware device scheduling problem and

representativity-aware scheduling problem.

3.5 Numerical Results

In this section, we evaluate the proposed device scheduling algorithms for image classifi-

cation tasks. All codes are implemented in python 3.8 and Pytorch, running on a Linux

server.

3.5.1 Experiment Setting

In this subsection, we present the simulation settings. Unless otherwise specified, the

default parameter settings are listed in Table 3-A.

Wireless setting : Unless specified, the default system settings are given as follows:
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Table 3-A: System Parameter Settings

Parameter Value Parameter Value
K 100 pk (∀k ∈ K) 10 dBm
B 10 MHz σ2 10−12 W
Lb 64 h0 -30 dBm
q 16 bits η 0.05
τ 8 m 2
Q(MLP) 550,256 Ck(MLP) 550,256
Q(CNN) 307,842 Ck(CNN) 28,206,904

We consider that K devices are randomly distributed within a 500m × 500m cell, and

the edge server is located at the centre of this cell. The channel gain of device k (∀k ∈ K)

is modelled as hk,t = h0ρk(t)d
−2
k [98], where h0 dBm is the path loss constant; dk is the

distance between device k and the PS; ρk(t) ∼ Exp(1) is exponentially distributed with

unit mean, which represents the small-scale fading channel power gain from the device

k to the PS in round t. The CPU frequency for all devices are random selected from

{0.8, 1.0, 1.2, 1.4, 1.6} GHz.

Datasets and Models: For the exposition, we evaluate the proposed device scheduling

policies under two classification learning tasks, i.e., the handwritten digits classification

task on the MNIST dataset and the image classification task on the CIFAR-10 dataset.

For the MNIST dataset, we train a multi-layer perceptron (MLP) model with a 784-units

input layer, three hidden layers with 512, 256, and 64 units, and a 10-unit softmax output

layer. The input layer and three hidden layers are all activated by the ReLU function.

The MLP possesses 550346 parameters, which equals the number of FLOPs required for

one data sample for gradient calculation. For the CIFAR-10 dataset, we train a CNN with

the following structure: two 5× 5 convolution layers each with 64 channels and followed

by a 2× 2 max-pooling layer; three fully connected layers with 1600, 120, and 64 units,

respectively; and a 10-unit softmax output layer. Each convolution or fully connected

layer is activated by the ReLU function. The CNN possesses 307842 parameters, and the

number of FLOPs required for dealing one data sample is 28206904. For both MLP and

CNN, the learning rate η is set to 0.05, a momentum of 0.9 is adopted, and cross entropy

is adopted as the loss function. Besides, we first classify the training data samples
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Figure 3.2: The `2 norm of the difference between the estimated gradient and
the true gradient of an arbitrary device k (k ∈ K): (a) on MNIST
dataset, (b) on CIFAR-10 dataset.

according to their labels, then randomly split each class of data samples into mK/10

shards, finally randomly distribute m shards of data samples to each device.

3.5.2 Gradient Continuity

In Fig. 3.2, we evaluate the E-MBG and E-PG methods proposed in Section 3.4.3 that

estimate the gradient information of arbitrary device k (k ∈ K). Fig. 3.2 provides the

squared norm of the difference between the estimated gradient (ĝk,t) by E-MBG/E-PG

and the true gradient of device k on MNIST and CIFAR-10 datasets, respectively. The

batch size used to compute the gradient for device k is Lb = 64. In each round, device k

further computes and records its local gradient with smaller batch sizes Lb = 4, 8, and 16,

which is used for E-MBG to estimate its local gradient that is computed by Lb = 64. The

E-PG method adapts the most recently received gradient at the edge server from device k

to estimate the current gradient information of device k. For both MNIST and CIFAR-

10 datasets, it is observed that E-PG outperforms the E-MBG method. In addition,

the gradient estimation errors of E-MBG with different batch sizes are highly varying,

and a smaller batch size produces a larger estimation error. Compared to E-MBG, the
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E-PG is able to achieve more accurate estimation, as well as no extra computation and

communication cost. Thus, the E-PG method is embedded in the device scheduling

algorithms in this work.

3.5.3 Performance of Representativity-aware Device Scheduling

To verify the effectiveness of the device representativity-aware scheduling policy pro-

posed in Section 3.4.3, we compare its performance with the following three benchmark

device scheduling schemes. Note that, we do not consider the computation latency and

communication latency in this subsection.

1) Random scheduling (RS): The edge server uniformly selects a subset of devices from

all devices to participate in the training in each round.

2) Power-of-Choice scheduling (PC) [28]: The edge server schedules a subset of devices

with larger local losses each round. Note that this scheme requires devices to compute

the local loss functions and upload them to the edge server in each round, thus may

result in extra computation and transmission costs.

3) Maximum gradient norm scheduling (Max-GNS): The edge server schedules a sub-

set of devices with the maximum gradient norm in each round. The `2-norm of the

gradients have been widely used in existing works, e.g., [31, 90], to represent the sig-

nificance of local gradients. However, the existing works require all devices to perform

local training and then upload their gradient norm to the edge server for device schedul-

ing. This may result in the unnecessary energy consumption of the unscheduled devices.

Based on the above analysis, we use the past gradient norms of devices in this baseline

to decide which devices are scheduled.

Based on the MNIST dataset, Fig. 3.3 compares the learning performance of the

proposed algorithm with the above-listed three scheduling schemes under different data

heterogeneity and scheduling ratios. In Fig. 3.3(a), we distribute at most two classes of
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data samples to each device. The results show that our proposed algorithm outperforms

the three benchmarks, converges faster, and obtains higher accuracy. Specifically, when

10 devices participate in the learning process in each round, the proposed algorithm

achieves a 6.7% accuracy improvement compared with the random scheduling policy.

Although the proposed algorithm obtains a similar accuracy to the random scheduling

policy when 20 devices participate in each round, it has a faster convergence speed.

Fig. 3.3(b) distributes at most three classes of data samples to each device, in which

the data heterogeneity between devices is lower than Fig. 3.3(a). It is observed that the

learning accuracies of all the scheduling schemes improved compared with Fig. 3.3(a).

This is because high data heterogeneity can weak the generalisation ability of the learned

global model, further resulting in poor learning performance. In addition, it is also

observed that the proposed algorithm obtains high accuracies than the three benchmarks.

Compared with the random scheduling policy, the proposed algorithm obtains a 4.73%

accuracy improvement when |St| = 10 and a 4.4% accuracy improvement when |St| = 20.

In addition, compared to the centralized learning scheme, the proposed approach achieves

lower learning accuracy. The performance drop of the proposed approach is induced by

the partial device participation and data heterogeneity. Specifically, the performance gap

between the proposed approach and centralized learning is reduced from 4.1% (m = 2 in

Fig. 3.3(a)) to 3.4% (m = 3 in Fig. 3.3(b)) along with the decrease of data heterogeneity

degree. Thus, in practice, by increasing the device participation number in each round

and reducing the data heterogeneity among devices, the learning accuracy of the proposed

method can gradually approach centralized learning.

A similar evaluation is conducted on the CIFAR-10 dataset, as shown in Fig. 3.4.

In Fig. 3.4(a), we set the data heterogeneity related control parameter as m = 2.

Compared with the random scheduling policy, the proposed algorithm boosts 4.02%

accuracy when |St| = 10 and improves 1.8% accuracy when |St| = 20. In Fig. 3.4(b),

we set m = 3. A distinct accuracy improvement for all scheduling schemes is observed

compared with m = 2 on this more complicated dataset. In addition, the proposed
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Figure 3.3: Learning performance of different device scheduling algorithms on
MNIST dataset: (a) m = 2, (b) m = 3.
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Figure 3.4: Learning performance of different device scheduling algorithms on
CIFAR-10 dataset: (a) m = 2, (b) m = 3.

algorithm performs well compared to the three benchmarks, obtaining 2.06% and 1.44%

accuracy improvement when |St| = 10 and |St| = 20, respectively.
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Figure 3.5: Learning performance of the latency and representativity-aware
device scheduling algorithms on MNIST dataset, (a) m = 2, (b)
m = 3.

3.5.4 Performance of Latency and Representativity-aware Device Schedul-

ing

In this subsection, we evaluate the performance of the proposed device scheduling poli-

cies, i.e., 1) latency-aware device scheduling (in Section 3.4.2), 2) representativity-aware

device scheduling (in Section 3.4.3), 3) latency- and representativity-aware device schedul-

ing (L&R-aware) (in Section 3.4.4). Note that for both latency-aware scheduling and

representativity-aware scheduling policies, we test their performance on |St| = 0.1K, 0.2K,

· · · , 1.0K and then plot the best two results. For the latency- and representativity-aware

device scheduling scheme, the number of participants is automatically decided by the

algorithm to adapt the parameters ρ1 and ρ2. When ρ1 is large and ρ2 is relatively

small, |St| will increase to reduce the gradient approximation error (H(St)) as much as

possible. In contrast, when ρ1 is small while ρ2 is large, |St| would decrease to reduce

the latency (T (St)). In addition, setting the values of ρ1 and ρ2 will not make the L&R-

aware-aware solution converges to the representativity-aware solution or latency-aware

solution since the constraints are different.

Fig. 3.5 shows the performance of the proposed three device scheduling algorithms
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on the MNIST dataset. For both m = 2 and m = 3, we serially select ρ1 and ρ2 from

{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} and plot the best and worst results. It is

observed that the proposed latency- and representativity-aware device algorithm always

performs better than the other two device scheduling algorithms. In addition, the pro-

posed latency- and representativity-aware device algorithm achieves better performance

by setting ρ1 < ρ2.

Fig. 3.5 shows the performance of the proposed three device scheduling algorithms

on the MNIST dataset. For both m = 2 and m = 3, we set ρ1 = 0.3 and ρ2 = 1. In

Fig. 3.5(a), we evaluate the test accuracy with m = 2 which indicates that each device

possesses at most two classes of the data samples. Specifically, given the target accu-

racy is 80%, the latency- and representativity-aware device scheduling algorithm only

spends 53 seconds for achieving the target, while the representativity-aware scheduling

algorithm takes 81 seconds. That is, compared with the representativity-aware schedul-

ing algorithm, the latency- and representativity-aware algorithm is able to save 34.5%

training time to obtain 80% test accuracy. In addition, when the target accuracy is 85%,

the latency- and representativity-aware algorithm is able to save at least 43% training

time in comparison with other device scheduling algorithms.

Fig. 3.5(b) evaluates the performance of the proposed device scheduling algorithms in

a less heterogeneous scenario, i.e., m = 3. It is observed that all the algorithms perform

well in this situation compared to that in m = 2. Similar to the evaluation in m = 2,

the latency- and representativity-aware algorithm obtains the best learning performance.

Compared to other device scheduling algorithms, the latency- and representativity-aware

algorithm saves 18.8% and 16.3% training time when the target accuracy is 80% and

85%, respectively.

Fig. 3.6 presents the learning performance of the proposed three device schedul-

ing algorithms on the CIFAR-10 dataset. For the latency- and representativity-aware

scheduling algorithm, we evaluate its performance by selecting ρ1 from {0.01, 0.02, 0.03,

0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1} and ρ2 from {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
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Figure 3.6: Learning performance of the latency and representativity-aware
device scheduling algorithms on CIFAR-10 dataset: (a) m = 2,
(b) m = 3.

0.9, 1.0} , then plot the best and worst results. Similar to the results on the MNIST

dataset, the latency- and representativity-aware scheduling algorithm provides a better

learning performance than the other two scheduling policies based only on either of the

two metrics individually. Fig. 3.6(a) presents the learning performance of the device

scheduling algorithms with m = 2. Specifically, when the target accuracy is 60%, the

latency- and representativity-aware scheduling algorithm require at most 88% training

time of the other two scheduling schemes. In Fig. 3.6(b), the data heterogeneity param-

eter is set to m = 3. It is observed that all the scheduling algorithms converge faster in

this situation than that in m = 2. When the target accuracy is 60%, the latency- and

representativity-aware scheduling algorithm is able to reduce 18.5% of the training time

compared to the other two benchmarks and save 18.4% time when the target accuracy

is 65%.

3.6 Summary

In this chapter, we proposed a novel latency- and representativity-aware device schedul-

ing algorithm to accelerate the learning process for FL. We first revealed that the device
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scheduling policies affect learning convergence through the error between the scheduled

devices’ aggregated gradient and full participation aggregated gradient. Then, by prov-

ing the submodularity of both latency and representativity of the scheduled device set,

we developed a double greedy algorithm to capture the trade-off between latency and

representativity in each round. To mitigate the extra costs produced by local training

of unscheduled devices, we utilized the past gradient information to guide the device

scheduling policy design in each round. The experiments verified the effectiveness of

the proposed device scheduling algorithm and the use of past gradient information to

schedule devices.



Chapter 4

Knowledge-aided Federated

Learning over Wireless Networks

4.1 Introduction

The conventional model aggregation-based FL approach requires all local models to have

the same architecture, which fails to support practical scenarios with heterogeneous local

models. Moreover, the frequent model exchange is costly for resource-limited wireless

networks since modern deep neural networks usually have over a million parameters.

Existing works to address the model heterogeneity challenge mainly rely on knowledge

distillation, as illustrated in 2.1.2. Nevertheless, the knowledge distillation-based Feder-

ated Learning (FL) approaches usually necessitate that the edge server and all devices

possess an extra public dataset, which may not be practical for many scenarios. To tackle

these challenges, this chapter proposes a novel knowledge-aided FL (KFL) framework,

which aggregates light high-level data features, namely knowledge, in the per-round

learning process. This framework allows devices to design their learning models inde-

pendently and reduces the communication overhead in the training process. The main

contributions of this paper are summarized as follows:

57
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• We propose a novel KFL framework in which devices collaboratively train models

by uploading their knowledge of different data classes to the edge server for aggre-

gation. This design reduces the transmitted data volume in the wireless channels,

allowing devices to design their machine-learning models independently according

to their computation capabilities and communication conditions.

• We theoretically analyze the convergence bound of the proposed KFL framework

under the general non-convex loss function setting, which indicates that scheduling

more data samples in each round is able to improve the learning performance.

In addition, when the total number of scheduled data volume during the entire

learning course is fixed, more data volume should be scheduled in the early rounds.

• We formulate a long-term device scheduling, bandwidth allocation, and power con-

trol problem under limited devices’ energy budgets with the aid of the convergence

bound. To deal with unpredicted time-varying wireless channels and enable online

device scheduling, we first transform the original problem into a deterministic

problem in each round with the assistance of the Lyapunov optimization frame-

work. Then, we derive the optimal bandwidth allocation and power control through

convex optimization techniques. Finally, we develop an efficient polynomial-time

algorithm to solve the device scheduling policy with O(
√
V , 1/V ) energy-learning

trade-off guarantee, where V is an algorithm-specific parameter.

• We experimentally verify the correctness of our theoretical results, i.e., more data

samples should be scheduled in the early rounds when the total scheduled data

volume in the entire learning course are fixed. Compared with benchmark FL

algorithms, the proposed KFL framework saves 99% communication overhead and

boosts 2.1% and 6.65% accuracy on MNIST and CIFAR-10 datasets, respectively.

In addition, The proposed online device scheduling algorithm achieves a faster

convergence speed than benchmark scheduling approaches.
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Figure 4.1: The illustrated KFL over wireless networks: (a) Federated learn-
ing with knowledge aggregation mechanism, where devices have
different local models, (b) Local training process with the pro-
posed knowledge-aided loss.

The remainder of this chapter is organized as follows: Section 4.2 introduces the

proposed KFL system, learning cost and the global loss minimization problem. The

convergence analysis and problem transformation are illustrated in Section 4.3. The joint

device scheduling, bandwidth allocation, and power control algorithm are developed in

4.4. Section 4.5 verifies the effectiveness of the proposed scheme by simulation. The

conclusion is drawn in Section 4.6.
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4.2 System Model and Learning Mechanism

In the considered KFL system, as shown in Fig. 4.1(a), an edge server coordinates

K different devices to train machine learning models for classification or recognition

tasks. Unlike the conventional FL that requires all devices’ models to be of the same

architecture, the KFL in this work allows devices to be equipped with heterogeneous

models. The devices are indexed by K = {1, 2, · · · ,K}. For the dataset at devices,

the number of data classes in the classification or recognition task is C, indexed by

C = {1, 2, · · · , C}. Each device k (k ∈ K) has a local dataset Dk with Dk = |Dk| data

samples, in which the data samples belong to c-th class (c ∈ C) is denoted as Dk,c with

Dk,c = |Dk,c| data samples. Thus, Dk = ∪{Dk,c}Cc=1. The entire dataset, D = ∪{Dk}Kk=1,

is with total number of samples D =
∑K

k=1Dk. For ease of presentation, we use Dc to

represent all data samples belonging to class c in D. That is, Dc = ∪{Dk,c}Kk=1 with

Dc =
∑K

k=1Dk,c data samples.

4.2.1 Knowledge-aided Loss Function for Local Training

Let ζ = (x, y) denote a data sample in D, where x ∈ Rd is the d-dimensional input

feature vector, y ∈ R is the corresponding ground-truth label. Let z ∈ Rp be the latent

feature vector. As shown in Fig. 4.1(b), the machine learning model parameterized by

w = [u,v] consists of two components: a feature extractor h : x→ z parameterized by

u, and a label predictor g : z → ŷ parameterized by v. Before discussing the knowledge-

aided loss function, we introduce two fundamental loss functions, i.e., empirical loss and

knowledge loss. The empirical loss supervises the local models’ training to minimize the

prediction error, while the knowledge loss achieves knowledge sharing among devices.

1) Empirical loss function for local model update: Let f(x, y;w) denote the

sample-wise empirical loss function, which quantifies the error between the ground-truth

label, y, and the predicted output, ŷ, based on model w. Thus, the local empirical loss

function at device k, which measures the model error on its local dataset Dk, is defined
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as

Fk(wk) = Fk(uk,vk)
∆
=

1

Dk

∑
(x,y)∈Dk

f(x, y;wk), (4.1)

where wk denotes the machine learning model of device k; uk and vk correspond to its

feature extractor and label predictor parts, respectively. For ease of presentation, we use

W = (w1,w2, · · · ,wK) to denote all the devices’ models throughout this paper. The

global loss function associated with all distributed local datasets is given by

F (W ) = F (w1,w2, · · · ,wK)
∆
=

1

D

K∑
k=1

DkFk(wk). (4.2)

The federated learning process is done by solving the following problem:

min
W=(w1,w2,···,wK)

F (W ). (4.3)

To preserve the data privacy of devices, the devices collaboratively learn W without

transmitting the raw training data. Note that the conventional FL algorithms, e.g.,

FedAvg [7], aim to find an optimal shared global model w∗ = w∗1 = · · · = w∗K to

minimize the global loss F (W ). However, this work aims to develop a personalized FL

algorithm which trains personalized models for each device to solve the problem (4.3),

where different local models are used to fit user-specific data and capture the common

knowledge distilled from data of other devices.

2) Knowledge loss function for local feature extractor update: When devices

are equipped with heterogeneous models, the conventional FL algorithms fail to coor-

dinate devices to train models collaboratively. To tackle this issue, we introduce the

knowledge loss function to regularize devices’ feature extractors in the training process,

achieving knowledge sharing between devices. It is worth mentioning that the knowledge

of different devices and classes has the same dimensionality that equals the dimension

of feature extractors’ output, i.e., p. Let Ωk,c denote device k’s knowledge about data

class c, which is defined as the average output of its feature extractor based on the data

samples in Dk,c, that is

Ωk,c =
1

Dk,c

∑
(x,y)∈Dk,c

hk(x;uk,t), (4.4)
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where hk(·) denote the feature extractor of device k. Let Ωc denote the global knowledge

about class c that aggregates all devices’ knowledge of class c, i.e.,

Ωc =
1

Dc

K∑
k=1

Dk,cΩk,c. (4.5)

We use Ω = (Ω1,Ω2, · · · ,ΩC) to denote the aggregated global knowledge. For each data

sample (x, y) ∈ Dk,c (∀k ∈ K, c ∈ C), we define the knowledge loss of device k’s feature

extractor as lk(x;uk) = 1
2‖hk(x;uk)−Ωc‖2, which quantifies the difference between the

extracted feature of device k on data sample (x, y) and the global feature of class c.

Thus, the knowledge loss of device k is

Lk(uk) =
1

Dk

C∑
c=1

∑
(x,y)∈Dk,c

1

2
‖hk(x;uk,t)−Ωc‖2, (4.6)

which measures the difference between local knowledge and global knowledge. According

to (4.6), devices only learn the knowledge of their local data types instead of all the data

types. However, it fits devices’ local models to their specific data and improves the

learning performance on heterogeneous local data scenarios. In addition, devices can

use global knowledge to regularize the local training process when new data classes are

generated and rapidly adapt their local models to these new class data.

In this work, we define a knowledge-aided loss function based on the empirical

and knowledge loss functions, i.e., Fk(uk,vk) + λLk(uk), to guide the feature extractor

training for device k (∀k ∈ K), where λ is a hyperparameter to balance the empirical loss

and knowledge loss for device k. For the label predictor, we still use the conventional

empirical loss function.

4.2.2 Knowledge-aided Federated Learning Mechanism

The conventional FL approaches rely on aggregating devices’ model/gradient parameters

in each round, which induces remarkable communication overhead for wireless networks

and requires all the local models to be of the same architecture. To tackle these issues,

we propose a novel KFL algorithm to enable collaborative training between heteroge-
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neous local models. Specifically, devices upload their lightweight knowledge to the server

for aggregation in the per-round training process instead of the heavy model/gradient

parameters. The learning process repeats the following steps until the devices’ models

converge, as shown in Fig. 4.1(a).

1) Device selection: The edge server selects a subset of devices from K to participate

in the training process in the current round. Let αk,t ∈ {0, 1} denote the scheduling

indicator of device k in round t, where αk,t = 1 indicates that device k is scheduled in

round t, αk,t = 0 otherwise. Thus, the scheduled device set in round t is St = {k : αk,t =

1,∀k ∈ K}.

2) Knowledge broadcast: In each round t, the edge server broadcasts the latest

global knowledge, i.e., Ωt = (Ω1,t,Ω2,t, · · · ,ΩC,t), to all scheduled devices to regularize

their local training process, where Ωc,t is the c-th class knowledge in round t that is

computed in (4.5).

3) Local training: All scheduled devices update their local models after receiving

the global knowledge, Ωt, by performing τ steps gradient descent on its local dataset, as

shown in Fig. 4.1(b). For device k, its local feature extractor in t-th round is updated

as

uk,t,l+1 = uk,t,l − ηu
(
∇uFk(uk,t,l,vk,t,l) + λ∇Lk(uk,t,l)

)
,∀l ∈ {0, 1, · · · , τ − 1}, (4.7)

and its predictor is updated by

vk,t,l+1 = vk,t,l − ηv∇vFk(uk,t,l,vk,t,l), ∀l ∈ {0, 1, · · · , τ − 1}, (4.8)

where ηu and ηv are the learning rate of feature extractor and predictor, respectively, λ

is a hyperparameter to balance the empirical loss and knowledge loss for devices k.

4) Knowledge computing: After finishing the local iterations, all scheduled devices

compute their knowledge for each class c (c ∈ C) as Ωk,c,t+1 = 1
Dk,c

∑
(x,y)∈Dk,c

hk(uk,t+1;x).

The knowledge of device k for all classes is denoted by Ωk,t+1 = (Ωk,1,t+1, · · · ,Ωk,C,t+1).

5) Knowledge aggregation: After finishing the local knowledge computing, all
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Algorithm 4 Knowledge-aided Federated Learning Algorithm
1: Initialization: t = 0, training round T , and each device initials its local model wk,t;
2: Server side:
3: for t = 0, 1, · · · , T − 1 do
4: Select a subset of devices (St) and broadcasts the latest global knowledge, i.e., Ωt, to

them.
5: if Receive the knowledge from the selected devices then
6: Aggregate the global knowledge according to (4.9).
7: end if
8: end for
9: Device side:

10: if Device k is scheduled then
11: Receive the global knowledge, Ωt, from the edge server;
12: for l = 0, 1, · · · , τ − 1 do
13: Update the local feature extractor, uk,t,l+1, based on (4.7);
14: Update the local predictor, vk,t,l+1, based on (4.8);
15: end for
16: Compute their knowledge for each class c (c ∈ C) as Ωk,c,t+1 =

1
Dk,c

∑
(x,y)∈Dk,c

hk(uk,t+1;x).

17: Upload the local knowledge Ωk,t+1 = (Ωk,1,t+1,Ωk,2,t+1, · · · ,Ωk,C,t+1) to the edge server.
18: end if

scheduled devices upload their knowledge to the edge server through wireless channels

for aggregation. Specifically, the edge server computes the global shared knowledge of

c-th class as

Ωc,t+1 =

∑
k∈St

Dk,cΩk,c,t+1∑
k∈St

Dk,c
. (4.9)

The aggregated global knowledge in round (t+1) is Ωt+1 = (Ω1,t+1,Ω2,t+1, · · · ,ΩC,t+1).

To better illustrate the proposed KFL, we summarize the detailed steps of its training

process in Algorithm 4. It is worth mentioning that the proposed KFL requires devices

to upload the knowledge to the edge server for aggregation instead of the entire local

models. Devices’ knowledge is generated by averaging the output of their local feature

extractor on the data samples from the same class, and the process is irreversible [99].

Thus, KFL is more beneficial for privacy preservation than the model aggregation-based

FL algorithms exchanging local models between devices and the edge server. The reason

is that the local models are updated according to the devices’ private data, whose pattern

is encoded into the model parameters. Therefore, if a corresponding decoder could be

constructed, the private data or statistics would be recovered inversely [100].
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4.2.3 Knowledge-aided Federated Learning Cost Model

In the following, we characterize the learning cost model in each KFL round, including

computation cost and communication cost.

1) Computation Cost: We consider the CPU adopted to perform training on each

device. Denote the CPU clock frequency of device k by fk (cycles per second). The

number of FLOPs per cycle is represented by nk. Let Ck denote the required number of

FLOPs to process one data sample at device k. Consequently, the local training latency

of device k is given by

T L
k =

τDkCk
fknk

. (4.10)

The corresponding energy consumption of device k is

EL
k =

κτDkCkf
2
k

nk
, (4.11)

where κ is the power coefficient, depending on the chip architecture.

2) Communication Cost: We consider that the frequency division multiple access is

employed for devices to upload their knowledge. The total available wireless bandwidth

is BHz. Let pk,t denote the transmit power of device k, its maximum value is pk,max. The

channel gain between device k and the edge server is represented by hk,t, which considers

the path loss and Rayleigh fading. In addition, the channel remains unchangeable within

one round but varies independently over rounds. Let θk,t ∈ [0, 1] denote the proportion

of the overall bandwidth allocated to device k in round t, and θt = (θ1,t, θ2,t, · · · , θK,t).

The uplink rate of device k can be described as rk,t = θk,tB log2(1+
pk,thk,t
θk,tBN0

), where N0 is

the power density of noise. Note that the proposed KFL requires that the knowledge of

different devices and classes has the same dimensionality. Thus, the number of parame-

ters in the knowledge of different devices is the same, denoted as Q. Each parameter is

quantized by q bits. Thus, the local knowledge uploading latency of device k is

T U
k,t =

Qq

rk,t
=

Qq

θk,tB log2

(
1 +

pk,thk,t
θk,tBN0

) . (4.12)
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The corresponding energy consumption is

EU
k,t = pk,tT U

k,t =
θk,tBT U

k,tN0

hk,t

(
2

Qq

θk,tBT
U
k,t − 1

)
. (4.13)

According to above modes, the energy consumption of device k in round t is Ek,t =

EL
k,t + EU

k,t. Note that we ignore the global knowledge broadcasting and aggregation

latency in the above discussion because the broadcasting process occupies the entire

bandwidth. The edge server has large transmit power, so the broadcasting latency is

negligible. Moreover, the edge server is usually computationally powerful, and the global

knowledge aggregation latency can be ignored compared to the above computation and

communication latencies.

4.2.4 Problem Formulation

In this work, we aim to improve the learning performance by minimizing the global loss

after T rounds, i.e., F (WT ), under the energy budget constraint of devices, where WT

denote the local models in T -th round. Towards this end, we jointly optimize the device

scheduling, bandwidth allocation, and power control policies. The optimization problem

is given by

min
{St,θt,pt}T−1

t=0

F (WT ) (4.14)

s. t.

T−1∑
t=0

Ek,t ≤ Ek,∀k ∈ K, (4.14a)

T L
k,t + T U

k,t ≤ Tmax, ∀k ∈ K, ∀t, (4.14b)

K∑
k=1

θk,t ≤ 1, ∀t, (4.14c)

0 ≤ θk,t ≤ 1, ∀k ∈ K, ∀t, (4.14d)

αk,t ∈ {0, 1} ,∀k ∈ K,∀t, (4.14e)

0 ≤ pk ≤ pk,max, ∀k ∈ K. (4.14f)
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In problem (4.14), (4.14a) imposes restrictions on the energy consumption of each device

k cannot exceed its budget Ek. (4.14b) stipulates that the completion time of each

round cannot exceed its maximum allowable delay. (4.14c) indicates that the wireless

bandwidth allocated to all devices cannot exceed the total available bandwidth resource.

(4.14d) restricts the wireless bandwidth resource allocated to each device. (4.14e) indi-

cates which devices are scheduled in each round.

Solving problem (4.14) requires the explicit form about how device scheduling policy

affects the final global loss function. Since it is almost impossible to find an exact

analytical expression of F (WT ) with respect to St (t ∈ {0, 1, · · · , T − 1}), we turn to

find an upper bound of F (WT ) and minimize it for the global loss minimization in

Section 4.3.1. Moreover, the optimal solution to problem (4.14) requires the system

state information of all rounds at the beginning of training. However, such information

is unavailable in the practical systems due to the unpredictable time-varying channel

condition. To enable online device scheduling, the device scheduling decision should

be made at the beginning of each round with only the current state. To this end, we

transform the long-term decision problem into a deterministic one with the assistance of

the Lyapunov optimization approach in Section 4.3.2.

4.3 Convergence Analysis and Problem Formulation

In this section, we theoretically analyze the convergence bound of the proposed KFL

under a non-convex loss function setting. The convergence bound reveals that the sched-

uled data volume in each round and different learning rounds significantly affect the

learning performance. Motivated by this, we define a new metric, i.e., the weighted

scheduled data volume, to guide the device scheduling design. Then, we transfer the

original problem to maximize this metric for minimizing the gap between the global loss

function and the optimal loss. To enable the online dynamic device scheduling under

long-term energy budgets constraint, we further transform the problem into a determin-
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istic problem in each round with the assistance of the Lyapunov optimization approach.

4.3.1 Convergence Analysis

In this subsection, we investigate the convergence behavior of the proposed KFL algo-

rithm. To facilitate the analysis, we make the following assumptions on each local loss

function Fk(·).

Assumption 4. All empirical loss functions Fk(uk,vk) (k ∈ K) are continuously differ-

entiable with respect to uk and vk, and there exist constants Lu, Lv, Luv, and Lvu such

that for each Fk(uk,vk):

• ∇uFk(uk,vk) is Lu-Lipschitz continuous with uk and Luv-Lipschitz continuous

with vk, that is, ∥∥∇uFk(uk,vk)−∇uFk(u′k,vk)∥∥ ≤ Lu ∥∥uk−u′k∥∥ , (4.15)

and ∥∥∇uFk(uk,vk)−∇uFk(uk,v′k)∥∥≤Luv ∥∥vk−v′k∥∥ . (4.16)

• ∇vFk(uk,vk) is Lv-Lipschitz continuous with vk and Lvu-Lipschitz continuous with

u.

Assumption 5. The squared norm of gradients is uniformly bounded, i.e., ‖∇uFk(uk,t,vk,t)‖2≤

G2
1 and ‖∇vFk(uk,t,vk,t)‖2≤ G2

2.

Assumption 6. For each local feature extractor hk(·) (∀k ∈ K), its gradient norm

is bounded by ϑ2, i.e., ‖∇hk(uk)‖2≤ ϑ2, and the squared norm of its output vector is

bounded by ‖hk(uk;x)‖2≤ ς2.

Assumption 4 is satisfied by most deep NNs. The modern NNs are usually composed

of multiple layers. Based on [87], a deep NN defined by a composition of functions

is a Lipschitz NN if the functions in all layers are Lipschitz. It has been proved in

[87, 88] that the convolution layer, linear layer, and some nonlinear activation functions

(e.g., Sigmoid and tanh) are Lipschitz functions. Thus, most deep NNs have Lipschitz
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continuous gradients. For a Lipschitz NN in which all layers are Lipschitz functions, both

the feature extractor and predictor composed of Lipschitz layers are Lipschitz functions.

Thus, Assumption 4 is satisfied by assuming the whole NN to be Lipschitz continuous. In

addition, according to Proposition 1 in [87], one can derive that Fk(uk,vk) is (Lu×Lv)-

smooth based on Assumption 4. Assumption 5 is widely used in the existing convergence

analysis works, e.g., [23, 59, 61, 101]. Assumption 6 is inherently satisfied by Assumption

5 since the gradient of a NN is a function of its output vector. To begin with, we first

derive a key lemma to assist our analysis as follows:

Lemma 6. Let Assumption 4 holds, we have

Fk(u
′
k,v
′
k)− Fk(uk,vk) ≤

〈
∇uFk(uk,vk),u′k − uk

〉
+

1 + χ

2
Lu
∥∥u′k − uk∥∥2

+
〈
∇vFk(uk,vk),v′k − vk

〉
+

1 + χ

2
Lv
∥∥v′k − vk∥∥2

, (4.17)

where χ = max {Luv, Lvu} /
√
LuLv, which measures the relative cross-sensitivity of

∇uFk(uk,vk) with respect to vk and ∇vFk(uk,vk) with respect to uk.

Proof. See Appendix B.1.

Lemma 6 reveals the gradient relationships of a NN between its feature extractor

and label predictor part. According to Lemma 6, we derive the one-round convergence

bound of any device k (k ∈ K) in Lemma 7, in which devices utilize the proposed

knowledge-aided loss to update their local models.

Lemma 7. Let Assumption 4, 5, and 6 hold. The learning rates satisfy ηu ≤ 1
4τ(1+χ)Lu

and ηv ≤ 1
2τ(1+χ)Lv

, the one-round convergence bound of device k (k ∈ K) is given by

Fk(uk,t+1,vk,t+1)− Fk(uk,t,vk,t) ≤
(

2(1 + χ)Luη
2
uτ

2 − 1

2
ηuτ

)
‖∇uFk(uk,t,vk,t)‖2

+

(
(1 + χ)Lvη

2
vτ

2 − 1

2
ηvτ

)
‖∇vFk(uk,t,vk,t)‖2 +A1 +

5

4
ηuλ

2
τ−1∑
l=0

‖∇Lk(uk,t,l)‖2

+ 2η2
uλ

2(3ηuL
2
u + 2ηvχ

2LuLv)

τ−1∑
l=0

(τ − l) ‖∇Lk(uk,t,l)‖2 , (4.18)

where A1 = τ(τ + 1)(2τ + 1)
(
η3
uG

2
1L

2
u + 1

3η
3
vG

2
2L

2
v + (2

3ηuG
2
1 + 1

2ηvG
2
2)ηuηvχ

2LuLv
)
.
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Proof. See Appendix B.2.

Based on Lemma 7, we further analyze the convergence behaviour of the proposed

KFL algorithm after T rounds in Theorem 2, which takes into account the knowledge

aggregation between devices.

Theorem 2. Let Assumption 4, 5, and 6 hold, ηu ≤ 1
4τ(1+χ)Lu

and ηv ≤ 1
2τ(1+χ)Lv

, the

gap between the global loss function after T rounds and the optimal loss is bounded by

F (WT )− F (W ∗) ≤ AT3 (F (W0)− F (W ∗))

+
1−AT3
1−A3

(A1 +A2) +A2
CK

D

T−2∑
t=0

AT−2−t
3

K∑
k=1

C∑
c=1

D2
k,c

D2
cDk

K∑
k=1

D2
k,c

−A2
1

DK(T − 1)

1

max1≤k≤K Dk

(
T−2∑
t=0

AT−2−t
3

K∑
k=1

αk,tDk

)2

, (4.19)

where A2 = 10ηuλ
2τϑ2ς2 +8η2

uλ
2ϑ2ς2

(
3ηuL

2
u + 2ηvχ

2LuLv
)
τ(τ +1), A3 = 1+(4L2

uη
2
u+

2L2
vη

2
v)(1 + χ)τ2 − (ηuLu + ηvLv)τ .

Proof. See Appendix B.3.

Theorem 2 reveals how the device scheduling policy affects the convergence bound of

KFL without characterizing the impact of non-IID degrees on the convergence bound. In

general, the non-IID degree is characterized by the difference between the optimal global

loss and the weighted summation of optimal local losses [102]. However, the proposed

KFL is a personalized FL algorithm which trains a personalized model for each device.

Thus, one cannot characterize the impacts of non-IID degree on the convergence bound

in this way due to F (W ∗) − 1
D

∑K
k=1DkFk(w

∗
k) = 0. However, how to characterize

non-IID degrees’ effects on the convergence bound of personalized FL algorithms is a

promising research direction, which will be studied in our future works.

According to Theorem 2, the gap between the global loss after T rounds and the

optimal loss is bounded by four terms, 1) the gap in the initial round, 2) two terms

related to hyperparameters of the learning system, 3) the scheduled data volume in all



Chapter 4. Knowledge-aided Federated Learning over Wireless Networks 71

rounds. It is noted that A3 ≤ 1 due to ηu ≤ 1
4τ(1+χ)Lu

and ηv ≤ 1
2τ(1+χ)Lv

. As T

increases, AT3 approaches to 0. Hence, the first term converges to 0, and the second and

the third terms converge to a constant. The first three terms decided by the system

hyperparameters and initial models of devices are not related to the device scheduling

policies. The last term is an explicit form related to device scheduling. For the last term,

we have the following remark:

Remark 3. Increasing the scheduled data samples in each round is able to narrow the gap

between global loss and optimal loss. In addition, as t increases, AT−1−t
3 also increases

due to A3 < 1. This indicates that more devices should be scheduled in early rounds when

the total number of scheduled devices in the learning process is fixed.

Note that, it has been experimentally observed in [24] that scheduling more devices

in the later rounds is beneficial for the learning performance of the federated averaging

algorithm. However, the proposed KFL that only aggregates devices’ knowledge in each

round achieves better learning performance when scheduling more devices in the earlier

rounds, which is verified by the theoretical analysis in Remark 3 and experimental results

in Section 4.5.

4.3.2 Problem Transformation via Lyapunov Optimization Framework

According to Theorem 2, the gap between the global loss and the optimal loss can be

narrowed by minimizing the last term on the right-hand-side (RHS) of (4.19). However,

it is tractable to directly minimize this term since it involves some unknown parameters,

e.g., the Lipschitz constant Lu and Lv. Based on [88], the exact computation of the

Lipschitz constant of deep learning architectures is intractable, even for two-layer NNs.

Inspired by Remark 3, to enable tractable device scheduling design, we introduce a

variable γt (t = 0, 1, · · · , T − 1) as the weight of scheduled data samples in round t to

capture the varying significance of scheduling devices in different rounds. Based on this,

we define the weighted scheduled data volume as
∑T−1

t=0 γt
∑K

k=1 αk,tDk and maximize

it for the global loss minimization. Thus, we transform problem (4.14) as the following
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problem:

max
{St,θt,pt}T−1

t=0

T−1∑
t=0

γt

K∑
k=1

αk,tDk (4.20)

s. t. (4.14a), (4.14b), (4.14c), (4.14d), (4.14e).

Problem (4.20) involves multi-dimension discrete and continuous variables is a typical

mixed-integer programming problem, which is generally NP-Hard. In addition, solving

the optimal solution of problem (4.20) offline requires optimally dividing the energy of

all devices in each round due to the long-term energy constraints, which is intractable.

The most critical challenge of directly solving problem (4.20) is that it requires channel

information of all devices over all rounds at the beginning of the FL process, which

may unfeasible in practical systems. To enable the online dynamic device scheduling,

we utilize the Lyapunov optimization framework to deal with the correlations among

rounds. To this end, we construct a virtual queue qk(t) for each device k (k ∈ K), which

evolves as

qk(t+ 1) = max

{
qk(t) + αk,tEk,t −

Ek
T
, 0

}
, (4.21)

with the initial value qk(t) = 0 for all devices. Inspired by the drift-plus-penalty algo-

rithm in [103], we transform problem (4.20) as the following problem to enable online

device scheduling

min
{St,θt,pt}T−1

t=0

− V γt
K∑
k=1

αk,tDk +
K∑
k=1

qk(t)αk,tEk,t (4.22)

s. t. (4.14b), (4.14c), (4.14d), (4.14e).

In problem (4.22), V ≥ 0 is a weight factor that balances the energy consumption

of devices and learning performance. A large V emphasises the learning performance

improvement by sacrificing the devices’ energy and vice versa. In addition, from the

objective function (4.22), the unscheduled devices in the former rounds have smaller

qk(t). These devices are encouraged to participate in the current round of training for

minimizing (4.22). Thus, problem (4.22) contributes to a fair scheduling scheme between

devices.
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4.4 Online Device Scheduling and Wireless Resource Allo-

cation

In this section, we propose an energy-aware device scheduling, bandwidth allocation,

and power control algorithm that solves problem (4.22) in an online fashion. We first

derive the optimal bandwidth allocation and power control policies using convex opti-

mization techniques. Then, we propose a polynomial-time algorithm to solve the device

scheduling decision with a O(
√
V , 1/V ) energy-learning trade-off guarantee, where V is

an algorithm-related parameter.

4.4.1 Optimal Power Control and Bandwidth Allocation

For any given scheduled device set St ∈ K, we decompose the bandwidth allocation and

power control problem from (4.22) as follows:

min
{θt,pt}

∑
k∈St

qk(t)Ek,t (4.23)

s. t. (4.14b), (4.14c), (4.14d).

For problem (4.23), we have the following proposition:

Proposition 1. The optimal solution of problem (4.23) satisfies T U
k,t = Tmax − T L

k , and

the optimal transmit power of device k satisfies

pk,t =
θk,tBN0

hk,t

(
2

Qq

(Tmax−T L
k

)θk,tB − 1

)
. (4.24)

Proof. See Appendix B.4.

According to Proposition 1, we substitute (4.24) into problem (4.23), the optimal

bandwidth allocation problem can be formulated as

min
θt

∑
k∈St

θk,tBN0qk(t)(Tmax − T L
k )

hk,t
I(θk,t) (4.25)

s. t. (4.14c), (4.14d),
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θk,tB log

(
1 +

pk,maxhk,t
θk,tBN0

)
≥ Qq

(Tmax − T L
k )
, (4.25a)

where

I(θk,t) = exp

(
Qq ln 2

(Tmax − T L
k )θk,tB

)
− 1. (4.26)

For problem (4.25), we obtain its optimal solution by using the following lemma.

Lemma 8. The optimal bandwidth allocation of problem (4.25) satisfies

θ∗k,t = max
{
θk,t(µ), θmin

k,t

}
, (4.27)

where

θk,t(µ) =
Qq ln 2

(Tmax − T L
k )B

(
W
(

µhk,t
eBN0qk(t)(Tmax−T L

k )
− 1

e

)
+ 1
) , (4.28)

and θmin
k,t satisfies constraint (4.25a), µ is the Lagrange multiplier which satisfies

K∑
k=1

θk,t(µ
∗) =

1. W(·) is the principal branch of the Lambert function, defined as the solution of

W(x)eW(x) = x, in which e is the Euler’s number.

Proof. See Appendix B.5.

Although Lemma 8 provides the optimal condition of bandwidth allocation, there

is still an unknown variable µ. Below we develop a binary search method to solve the

optimal µ. Since the Lagrange multiplier µ ≥ 0, we have
µhk,t

eBN0qk(t)(Tmax−T L
k )
− 1

e ≥ −
1
e .

Moreover, W(x) is a monotonically increasing function when x ≥ −1
e . Thus, θk,t(µ)

is a monotonically decreasing function with respect to µ. To deploy the binary search

method, we derive the lower and upper bound of µ. Since µ ≥ 0, the lower bound of µ

is µlb = 0. For the upper bound, we have maxSt {θk,t(µ)} ≥ 1
|St| . Let ϕk = Qq|St| ln 2

(Tmax−T L
k )B

.

Based on the definition of Lambert function, we have

µ ≤ µub = max
k∈St

{
BN0qk(t)(Tmax − T L

k ) ((ϕk − 1)eϕk + 1)

hk,t

}
. (4.29)

Based on the lower bound µlb and upper bound µub, the optimal Lagrange multiplier

can be obtained by the binary search method. For clarity, we summarize the detailed

steps for solving the optimal bandwidth allocation policy in Algorithm 5. The binary

search method halves the search region at every iteration and terminate when the given
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Algorithm 5 Optimal Bandwidth Allocation Approach
1: Initialize St, the precision requirement ε > 0.
2: Initialize the upper bound of Lagrange multiplier µub based on (4.29), set the lower bound

to µlb = 0.
3: repeat
4: Set µ = (µlb + µub)/2.
5: For each device k ∈ St, compute the required bandwidth allocation ratio θk,t(µ) based on

(4.28).
6: Compute the summation of required bandwidth allocation ratio

∑
k∈St

θk,t(µ).
7: if

∑
k∈St

θk,t(µ) > 1 then
8: Halve the searching region by setting µlb = µ and µub = µub.
9: else if 0 <

∑
k∈St

θk,t(µ) < 1− ε then
10: Halve the searching region by setting µlb = µlb and µub = µ.
11: else
12: Break the circulation.
13: end if
14: until |µub − µlb|< ε
15: Substituting µ into (4.28) for get θk,t(µ), then compute the optimal bandwidth allocation

policy based on (4.27).
16: Substitute the optimal bandwidth allocation policy into (4.24) for obtaining the optimal

power control policy.
17: return The optimal bandwith allocation policy θt, the optimal power control policy pt.

precision (i.e., ε) requirement is satisfied. Thus, the time complexity of this method is

O
(
log2

µub−µlb
ε

)
.

4.4.2 Device Scheduling

Based on the above analysis, the optimal bandwidth allocation and power control pol-

icy for any device scheduling set St can be obtained by using Algorithm 5. For device

scheduling design, an intuitive method is to compute the objective function value for all

possible device scheduling decisions, and select the one with minimal objective function

as the final scheduling decision. However, this intuitive method is infeasible in its imple-

mentation since there are
∑K

n=0C
n
K = 2K possible scheduling decisions, inducing an

exponential time complexity with O
(
2K log2

µub−µlb
ε

)
. In the following part, we develop

an efficient algorithm to solve the device scheduling policy.

According to the objective function (4.22), it is desirable to select devices with small

qk(t) and Ek,t, as well as large data samples. The small Ek,t is achieved by strong



Chapter 4. Knowledge-aided Federated Learning over Wireless Networks 76

channels and low computation energy consumption. To identify these devices, we first

allocate equal bandwidth to all devices (i.e., θ = 1/K), and then substitute T U
k,t =

Tmax − T L
k into (4.13) to compute the estimated energy consumption Ēk,t = EL

k,t +

EU
k,t. Based on the estimated energy consumption for all devices, we sort devices based

on ∆k,t = −V γtDk,c + qk(t)Ēk,t (∀k ∈ K) in the ascending order. Denote K̃ as the

sorted device set. Many sorting algorithms, such as Heapsort or Mergesort, can be

used, with a worst-case complexity O(K logK). Then, we solve the device scheduling

policy by incrementally adding devices into the selection set S from the sorted device

set K̃. For each possible device scheduling set S, we perform Algorithm 5 to obtain the

optimal wireless bandwidth allocation θ∗t (S), power control decisions p∗t (S), as well as

the optimal energy consumption E∗t (S). Substituting E∗t (S) into (4.22), the drift-plus-

penalty value of device scheduling set S can be obtained, denoted as Y(S). Let H denote

the set of all possible device scheduling set S. Finally, we obtain the optimal device

scheduling policy through comparing the drift-plus-penalty value of all possible device

scheduling set S ∈ H, i.e., S∗t = arg minS∈H Y(S). Note that, the energy consumption of

devices with qk(t) = 0 does not affect the objective function value, the minimal required

bandwidth should be allocated to them for saving more bandwidth for other users with

qk(t) > 0. For clarity, we summarize the detail steps of device scheduling algorithm in

Algorithm 6, which obtains the device scheduling policy by performing at most K times

Algorithm 5 and has a polynomial time complexity O
(
K log2

µub−µlb
ε

)
.

For Algorithm 6, we analyze its performance by comparing it with its optimal offline

counterpart which is in fact problem (4.20). The offline algorithm has the channel infor-

mation of all rounds. Let α∗k,t be the offline optimal device scheduling decision obtained

by solving the problem (4.20) with pre-known device information. The performance

guarantee of the proposed device scheduling algorithm is shown in Proposition 2.

Proposition 2. Compared to the offline optimal solution, the cumulative loss of Algo-

rithm 6 is bounded by

T−1∑
t=0

γt

K∑
k=1

αk,tDk,c ≥ −
Tζ0

V
− T (T − 1)

2V

K∑
k=1

ζ2
k +

T−1∑
t=0

γt

K∑
k=1

α∗k,tDk,c, (4.30)
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Algorithm 6 Energy-aware online Device scheduling

1: Input the virtual queue length qk(t) (k ∈ K) and γt, initialize V .
2: Substituting θk,t = 1/K and T U

k,t = Tmax − T L
k into (4.13) to compute the estimated energy

consumption of device k (∀k ∈ K), i.e., Ēk,t = EL
k,t + EU

k,t.

3: Sort devices based on ∆k,t=−V γtDk,c+qk(t)Ēk,t in the ascending order to obtain the sorted

device set K̃.
4: for k = K̃(1), K̃(2), · · · , K̃(K) do
5: Update S = S ∪ {k}
6: Solve the optimal bandwidth allocation and power control policy by Algorithm 5, i.e.,

θ∗t (S) and p∗t (S).
7: Compute the drift-plus-penalty of S, i.e., Y(S) = −V γt

∑
k∈S Dk +

∑
k∈S qk(t)Ek,t

8: if −V Dk + qk(t)Ek,t > 0 then
9: Break the circulation

10: else
11: Add S into H, i.e., H = H ∪ S
12: end if
13: end for
14: Find the optimal device scheduling set S∗t = arg minS∈H Y(S).
15: return The device scheduling set S∗t , wireless bandwidth allocation θ∗t (S∗t ), and power

control policy p∗t (S
∗
t ).

and the total energy consumption of Algorithm 6 is bounded by

T−1∑
t=0

K∑
k=1

αk,tEk,t ≤
K∑
k=1

Ek +

√
2K

(
Tζ0 + V

∑T−1

t=0
γtD

)
, (4.31)

where ζ0 = 1
2

∑K
k=1 ζ

2
k and ζk = maxt

{∣∣∣αk,tEk,t − Ek
T

∣∣∣}.

Proof. See Appendix B.6.

Proposition 2 characterizes the performance of the proposed device scheduling algo-

rithm, which shows that 1) the energy constraints of devices are approximately satis-

fied with the O(
√
V )-bounded factor, and 2) the proposed device algorithm is O(1/V )-

optimal with respect to the performance of its optimal offline counterpart solution. Thus,

the proposed device scheduling algorithm demonstrates an O(
√
V , 1/V ) energy-learning

trade-off. The worst-case performance of Algorithm 6 can be improved by reducing the

upper bound of energy usage bias ζ0. In addition, adjusting the weight parameter V is

able to achieve the balance between the learning performance and energy consumption of

devices. Specifically, with larger V , more emphasis is put on the scheduled data samples
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Table 4-A: Experimental Settings

Parameter Value Parameter Value
K 100 pk,max (∀k ∈ K) 30 dBm
B 5 MHz N0 −174 dBm
q 32 bits h0 -30 dBm
ηu 0.05 ηv 0.05
τ 5 m 2
d0 1 m v 2
dMLP 256 dCNN 128
Ek (MLP) 0.1× T J Tmax (MLP) 1 s
Ek (CNN) 0.5× T J Tmax (CNN) 2 s

to improve the learning performance while more energy is consumed at devices, and vice

versa. In practical systems, one should carefully select the value of V to optimize the

learning performance with energy limits and use the energy in a balanced manner to

avoid large ζk.

4.5 Numerical Results

In this section, we verify the effectiveness of the proposed KFL algorithm. If not spec-

ified, the simulation settings are listed in Table 4-A. We consider K devices randomly

distributed in a cell with a radius of 500m, and the server is located at the centre of the

cell. Similar to [98], the channel gain is modelled as hk,t = h0ρk(t)(d0/dk)
v, where h0dBm

is the path loss constant; dk is the distance between device k and the edge server; d0m

is the reference distance; ρk(t) ∼ Exp(1) is exponentially distributed with unit mean,

which represents the small-scale fading channel power gain from the device k to the edge

server in round t; d0/dk represents the large-scale path loss with v being the path loss

exponent. For all devices in the system, their CPU frequency are randomly selected from

{0.85, 1.12, 1.2, 1.3} GHz [104, 105].

We evaluate the proposed KFL algorithm on two image classification tasks using

MNIST and CIFAR-10 datasets, both of them have 10 classes of data samples. For the

MNIST dataset, we train five-layer MLP models with the following architecture: four
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fully connected layers with 784, 512, dMLP, 64 units, each of these layers is activated by

the ReLU function; and a 10-unit softmax output layer. For the CIFAR-10 dataset, we

train five-layer CNN models with the following structure: two 5 × 5 convolution layers

followed by a 2 × 2 max-pooling layer, in which the first convolution layer possesses

6 channels and the second layer with 16 channels; three fully connected layers with

400, dCNN, and 64 units, respectively; and a 10-unit softmax output layer. The ReLU

function activates each convolution or fully connected layer. When devices are equipped

with homogeneous models, we set dMLP = 256 and dCNN = 128. The number of FLOPs

and parameters of these machine learning models can be estimated using the method in

[106]. Specifically, the MLP with dMLP = 256 possesses 553406 parameters which equal

the FLOPs required to process one data sample. The CNN with dCNN = 128 has 63106

parameters and requires 1245834 FLOPs to process one data sample. When devices have

heterogeneous models, the value of dMLP and dCNN for all devices are randomly selected

from {128, 192, 256, 320, 384}. For both MLP and CNN, a momentum of 0.9 is adopted,

and cross-entropy is adopted as the loss function. In addition, we first classify the training

data samples according to their labels, then split each class of data samples into mK/10

shards, and finally randomly distribute two shards of data samples to each device. That

is, each client has a data distribution corresponding to at most m classes. The data

distributions among devices are more skewed for smaller m. In the simulations, each

device first computes the number of correct predicted data samples on its test dataset

by its local model. Note that the deployed trained models on devices are the same in

FedAvg, while each device has a personalized local model in the proposed KFL. Then,

the test accuracy is computed as the total number of correct predicted test data samples

on all devices divided by the total number of test data samples on all devices.

In the following sections, we verify the theoretical results in Remark 3 on MNIST

and CIFAR-10 datasets by comparing the learning performance of the following three

temporal device scheduling patterns. 1) Uniform Scheduling: Ten devices are randomly

scheduled in each round to participate in the learning process. 2) Ascend Scheduling:
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The number of scheduled devices increases from 1 to 20, with an average number of

10 devices scheduled in each round. 3) Descend Scheduling: The number of scheduled

devices decreases from 20 to 1, with an average number of 10 devices per round.

4.5.1 Performance Evaluation with Homogeneous Models

We evaluate the performance of the proposed KFL algorithm by comparing it with the

following benchmarks. Note that, devices are equipped with homogeneous local models,

and we do not consider the energy and bandwidth limitation in this subsection. 1)

FedAvg [7]: In each round, the scheduled devices upload their model parameters to the

edge server for aggregation. 2) FedRep [107]: The scheduled devices sequentially train the

feature extractor and label predictor parts of their models in each round. Particularly,

the scheduled devices only upload feature extractor part of their models to the edge

server for aggregation. 3) APFL [108]: In each round, each scheduled device trains

its own local model and the received global model from the edge server. Then APFL

incorporates the devices’ locally trained model and the updated global model to achieve a

device-specific model. It is worth mentioning that the proposed KFL algorithm requires

fewer parameters transmission in each round than the benchmarks and thus reduces

the communication cost, as shown in Table 4-B. Specifically, for the MNIST dataset,

the proposed algorithm only requires devices to upload the knowledge of 10 classes,

including 64× 10 = 640 parameters, accounting for 0.1% of the transmitted parameters

by FedAvg or by APFL. For the CIFAR-10 dataset, the KFL algorithm only requires

devices to upload 640 parameters in each round, comprising 1.0% of the total model

parameters.

Fig. 4.2 shows the learning performance of the proposed KFL algorithm and two

benchmarks on MNIST and CIFAR-10 datasets. From Fig. 4.2(a), compared to the

state-of-art FedRep, it is observed that the proposed algorithm achieves 0.96% accuracy

improvement when 50 devices participate in each round learning process and obtains a

2.1% accuracy gain when scheduling 10 devices in each round. In addition, the proposed
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Table 4-B: Communication Overhead of Different FL Algorithms

Dataset Algorithm Number of Transmitted
Parameters

Saved Communication
Overhead

MNIST

Proposed 640 99.9%
FedRep [107] 533248 3.6%
FedAvg [7] 553406 0%
APFL [108] 553406 0%

CIFAR-10

Proposed 640 99%
FedRep [107] 54200 14.1%
FedAvg [7] 63106 0%
APFL [108] 63106 0%
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Figure 4.2: Comparison of learning performance under homogeneous models:
(a) different algorithms on the MNIST dataset; (b) different algo-
rithms on the CIFAR-10 dataset; (c) different scheduling patterns
on MNIST and CIFAR-10 datasets.

algorithm converges faster than the benchmarks. A similar experiment conducted on

the CIFAR-10 dataset is shown in Fig. 4.2(b). Similar to the results on the MINIST

dataset, the proposed algorithm outperforms the benchmarks. Specifically, it improves

6.65% accuracy when 10 devices are scheduled in each round. Although the proposed

algorithm has similar accuracy to the FedRep when scheduling 50 devices in each round,

it converges faster than the latter.

Fig. 4.2(c) presents the test accuracy of the proposed KFL algorithm with different

device scheduling patterns on MNIST and CIFAR-10 datasets. It is observed that the

descend scheduling pattern converges faster than the other two scheduling patterns on

these two datasets. This experimental result verifies the theoretical results in Remark 3,

which indicates that more scheduled data volume should bias to the early rounds if the
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entire scheduled data volume are fixed.

4.5.2 Performance Evaluation with Heterogeneous Models

In this subsection, we verify the effectiveness of the proposed KFL algorithm by com-

paring it with the FedKD [109], which is a knowledge distillation-based FL algorithm.

Note that in this subsection, devices are equipped with heterogeneous local models, and

do not consider the energy and bandwidth limitations. Since the knowledge distillation

process requires aggregating devices’ model output logits on an additional proxy dataset,

we sample 50 data samples from each class (for both MNIST and CIFAR-10) to construct

the proxy dataset with 500 data samples. Note that as stated in the experimental setting,

our proposed algorithm only requires devices to upload 640 parameters in each round,

reducing 87% of transmission costs compared with the knowledge distillation-based algo-

rithm because the latter requires devices to upload 500× 10 = 5000 parameters in each

round.

Fig. 4.3 presents the test accuracy of the proposed KFL algorithm and the knowledge

distillation-based FL algorithm under heterogeneous devices’ models. Fig. 4.3(a) shows

the results of the MNIST dataset. Compared to the FedKD algorithm, the proposed KFL

algorithm achieves a slight test accuracy improvement, i.e., 0.61% when 10 devices and

0.59% when 50 devices participate in the per-round training. In addition, the proposed

KFL algorithm convergences faster than the FedKD algorithm. Fig. 4.3(b) presents

the results of the CIFAR-10 dataset which is more complex than the MNIST dataset.

The proposed KFL algorithm obtains a more distinct learning performance gain on the

CIFAR-10 dataset, i.e., compared to FedKD, improving 4% and 9.35% accuracy when

10 and 50 devices participate in per-round training, respectively. In fact, the learning

performance of FedKD or other knowledge distillation-based FL algorithms heavily relies

on the quality of the proxy dataset. In practical applications, the additional proxy

dataset may not always be available, and its quality is usually not very high. Thus, the

proposed KFL algorithm is flexible for practical scenarios. Fig. 4.3(c) shows a similar
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Figure 4.3: Comparison of learning performance under heterogeneous models
(a) different algorithms on the MNIST dataset; (b) different algo-
rithms on the CIFAR-10 dataset; (c) different scheduling patterns
on MNIST and CIFAR-10 datasets.

result to the experiment under homogeneous models, indicating that more data sample

volume should be scheduled in the earlier rounds when the total scheduled data volume

in the entire learning course are fixed.

4.5.3 Performance of the Proposed Device Scheduling Algorithm

This subsection evaluates the proposed device scheduling algorithm in the wireless net-

work by comparing it with two benchmarks. Note that devices in this subsection are

equipped with heterogeneous models. 1) Round Robin Scheduling Policy [110]: In each

round, the round robin policy selects a set of devices with the size of 5 (for both MNIST

and CIFAR-10 dataset) that have sufficient energy to support its current local training

and knowledge uploading to participate in the training process. This policy contributes

a fairness scheduling among devices. The size of the scheduled device set of the round

robin is determined by the maximum overall scheduled devices of other scheduling algo-

rithms divided by the number of rounds. 2) Myopic Scheduling Policy [111]: For each

device k, the available energy in round t is given by the remaining energy divided by

the remaining number of rounds, i.e.,
Ek−

∑t−1
t′=0

αk,t′Ek,t′

T−t+1 . Note that, in this subsection,

devices are equipped with heterogeneous models. For the proposed algorithm, we set
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Figure 4.4: Comparison of learning performance in different device scheduling
algorithms on the MNIST and CIFAR-10 datasets.

γt = 1
t (∀t ∈ {0, 1, · · · , T − 1}). In addition, to compare the energy usage in the training

process, we define the normalized cumulative energy usage as the maximal value of the

proportion of consumed energy to the overall energy across devices till t-th round, i.e.,

maxk∈K

∑t
t′=1 αk,t′Ek,t′

Ek
.

Fig. 4.4(a) and Fig. 4.4(b) compare the test accuracy and normalized cumulative

energy usage of the scheduling algorithms on the MNIST dataset. It is observed from

Fig. 4.4(a) that the proposed algorithm obtains a faster convergence speed and higher

test accuracy than the benchmarks. From Fig. 4.4(b), we can see that the proposed
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scheduling algorithm with V = 0.01 and V = 0.1 have higher energy usage in the

beginning 30 rounds than benchmarks. This induces a faster convergence speed of the

proposed algorithm. Particularly, the proposed algorithm with V = 0.01 has the same

energy usage as the Adaptive Myopic algorithm. Both satisfy the energy constraints of

devices (at the end of the training process, the normalized cumulative energy usage is

smaller than 1). However, the proposed algorithm with V = 0.01 achieves better learning

performance. This performance gain comes from the proposed algorithm enabling devices

to use energy more flexibly, thus improving the training performance.

Similar comparison is made on CIFAR-10 dataset in Fig. 4.4(c) and Fig. 4.4(d).

It is also observed that the proposed online device scheduling algorithm outperforms

the baselines in accuracy and convergence speed. From Fig. 4.4(d), we can see that

the proposed algorithm enables devices to consume more energy in the earlier rounds

compared to the baselines, which indicates that the proposed algorithm schedules more

data samples in the early rounds. Thus, based on Remark 3, the proposed algorithm

obtains better learning performance than the baselines. Particularly, the proposed algo-

rithm with V = 0.1 enables devices to exhaust their energy in the former 100 rounds

and achieve the best learning performance. The round robin algorithm enables devices

to consume energy uniformly throughout the process. While for the Adaptive Myopic

algorithm, the energy consumption at the former rounds exceeds the budget, and thus no

devices are scheduled. In fact, the proposed algorithm schedules devices in the descend

scheduling pattern, while Adaptive Myopic schedules devices in the ascend scheduling

pattern and Round Robin schedules devices in the uniform scheduling pattern. Thus,

the result in Fig. 4.4(a) and 4.4(c) also verified the correctness of our theoretical analy-

sis in Remark 3, i.e., more data samples should be scheduled in the early rounds under

restricted resources budgets.
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4.6 Summary

In this chapter, we have developed a novel KFL framework which aggregates devices’

knowledge to enable collaborative training between devices. The benefits of this frame-

work are three folds: 1) Allowing devices with heterogeneous models to train machine

learning models collaboratively. 2) Significantly reducing the communication overhead

of devices compared to conventional model aggregation-based FL approaches. 3) Miti-

gating the impact of non-IID data distribution among devices on learning performance.

Experimental results show that compared to conventional model aggregation-based FL

algorithms, the proposed KFL framework is able to reduce 99% communication load

while boosting 2.1% and 6.65% accuracy on MNIST and CIFAR-10 datasets, respec-

tively. In addition, we have theoretically and experimentally revealed that more sched-

uled data samples should be biased to the early rounds if the scheduled data samples

of the entire learning process are fixed. With this insight, we have developed an effi-

cient online device scheduling and resource allocation algorithm to improve learning

performance under devices’ limited energy budgets. Experimental results show that the

proposed online device scheduling algorithm converges faster than the benchmark device

scheduling algorithms. In the future work, we will optimize the local models’ design

according to the devices’ computing capabilities and datasets for further improving the

learning performance of KFL.



Chapter 5

Robust Federated Learning for

Unreliable and Resource-limited

Networks

5.1 Introduction

Most existing FL algorithms assume an error-free wireless channel and ignore the unreli-

able nature of wireless communications [21]. Due to devices’ constrained transmit power

and bandwidth, it is hard to guarantee all the scheduled devices successfully transmit

their parameters to the edge server [22]. This brings a new challenge for FL to enhance

the robustness of the training process and mitigate the impact of erroneous transmission.

An intuitive solution [23] is to discard the devices’ parameter with errors, but it further

reduces the number of participating devices and exacerbates the performance loss of FL.

Thus, it is essential to develop innovative approaches for FL to address the scarcity of

radio resources and the unreliability of wireless transmissions.

To mitigate the adverse impact of unreliable wireless channels and limited resources

87
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on FL, this work aims to jointly design the wireless network and learning mechanism to

enhance the robustness of the training process and improve the learning performance of

FL. Inspired by the success of using stale model parameters to accelerate the training

process in asynchronous FL [104], we propose a novel FL framework which recycles the

latest historical local gradients received at the edge server to update the global model in

each round. It is worth mentioning that unlike [57, 58] that utilize the past local models to

replace the transmission-failure devices’ model for global aggregation, this work recycles

devices’ gradients to update the global model and achieves a better learning performance

which verified in our simulations. In addition, we investigate the effect of partial device

participation and the staleness of local gradients on the convergence bound. The main

contributions of this work are summarized as follows:

• To cope with limited resources and unreliable channels in wireless networks, we

propose a novel FL framework, i.e., FL with gradient recycling (FL-GR), which

recycles the historical gradients of unscheduled and transmission-failure devices for

global model updates. This framework can achieve faster convergence speed and

higher accuracy than the conventional FL that only aggregates the successfully

received local models. In addition, we formulate a joint device scheduling, resource

block (RB) allocation, and power control problem to minimize the global loss, in

which training latency and devices’ energy consumption are considered.

• For the convenience of implementation in practical wireless networks, we propose

a memory-friendly FL-GR that is equivalent to FL-FR, but with low memory

space requirement of the edge server. Then, we theoretically analyze how the

wireless network parameters affect the convergence bound of FL-GR. Based on the

convergence bound, we define a new objective function, i.e., the average staleness of

local gradients, and transform the global loss minimization problem into an explicit

one for device scheduling, RB allocation, and power control.

• To solve the transformed problem, we first find the devices’ optimal transmit power

control policy under any given RB allocation policy. Then, we transform the orig-
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Figure 5.1: Illustration of conventional FL framework and the proposed FL-
GR: (a) Conventional FL only uses the current successfully
received gradients from scheduled devices to update the global
model. (b) The proposed FL-GR recycles the latest historical
successful transmitted gradients of unscheduled and transmission-
failure devices for the global model update. (c) Memory-friendly
FL-GR.

inal global loss minimization problem into a perfect bipartite matching problem.

Through detailed analysis, we further transform the bipartite matching problem

into equivalent linear programming whose optimal solution can be effectively solved

with polynomial time complexity.

• We provide extensive experimental results on real-world datasets (i.e., MNIST,

CIFAR-10, and CIFAR-100) to demonstrate the effectiveness of the proposed FL-

GR and device scheduling algorithm. Compared to the FL algorithm without gra-

dient recycling, FL-GR achieves over 4% accuracy improvement. In addition, the

proposed device scheduling algorithm outperforms the benchmarks in convergence

speed and test accuracy.

This rest of this chapter is organized as follows: Section 5.2 introduces the pro-

posed FL-GR and system model, then formulate a global loss minimization problem. A

memory-friendly implementation of the proposed FL-GR and the convergence analysis

are illustrated in Section 5.3. Section 5.4 illustrates the proposed device scheduling, RB

allocation, and power control algorithm that solves the global loss minimization prob-

lem. Section 5.5 verifies the effectiveness of FL-GR and the proposed device scheduling

algorithm by simulations. The conclusion is drawn in Section 5.6.
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5.2 System Model and Learning Mechanism

In this work, we investigate an FL system under a noisy and resource-limited wireless

network, where the unreliable property of the wireless uplinks, i.e., transmission error, is

considered. To tackle the transmission error effect on FL performance, we propose a new

FL framework in which the edge server recycles the historical latest received gradients

of unscheduled and transmission-failure devices to accelerate the learning process. In

addition, we characterize the learning costs of the proposed FL framework and formulate

an optimization problem to minimize the global loss function.

5.2.1 Federated Learning System

The considered FL system consisting of one edge server and K devices indexed by K =

{1, 2, · · · ,K}. Each device k (k ∈ K) has a local dataset Dk with Dk = |Dk| data

samples. Without loss of generality, we assume that there is no overlapping between

local datasets from different devices, i.e., Dk ∩ Dh = ∅ (∀k, h ∈ K). Thus, the entire

dataset is denoted by D = ∪{Dk}Kk=1 with a total number of samples D =
∑K

k=1Dk.

Given a data sample (x, y) ∈ D, where x ∈ Rd is the d-dimensional input data vector,

y ∈ R is the corresponding ground-truth label. Let f(x, y;w) denote the sample-wise

loss function, which captures the error of the model parameter w on the input-output

data pair (x, y). Thus, the local loss function of device k that measures the model error

on its local dataset is given by

Fk(w) =
1

Dk

∑
(x,y)∈Dk

f (x, y;w) . (5.1)

Accordingly, the global loss function associated with all distributed local datasets is given

by

F (w) =

K∑
k=1

pkFk(w), (5.2)

where pk is the weight of device k such that pk ≥ 0 and
∑K

k=1 pk = 1. Similar to many

existing works, e.g., [25] and [34], we consider a balance size for local datasets and set
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pk = 1
K , ∀k ∈ K.

The objective of the FL system is to train a global model, w, so as to minimize

the global loss, F (w), on the whole dataset, D. The optimization objective of FL

can be expressed as min
w

F (w). To preserve the data privacy of devices, the devices

collaboratively train w by periodically uploading local models or gradient information

to the edge server for aggregation instead of transmitting the raw training data.

5.2.2 FL with Gradient Recycling

To address the unreliable transmissions and limited resources in the FL system, we

propose a new FL framework, namely FL with gradient recycling (FL-GR), in which the

edge server maintains a gradient array {Gk,t : ∀k ∈ K} that caches the latest successfully

received gradients for all devices and uses them for the global model update. Note that,

at the beginning of The FL process, the gradient array is initialized asGk,t = 0 (∀k ∈ K).

The learning process consists of T global rounds and performs the following steps in each

round t (t ∈ {0, 1, · · · , T − 1}.

• Step 1 (Global model broadcast): The edge server selects a subset of devices to

participate in the current round training process and then broadcasts the latest global

model, wt, to the selected devices. Let αk,t ∈ {0, 1} to denote the scheduling indicator

of device k, where αk,t = 1 indicates that device k is scheduled in round t, αk,t = 0

otherwise. We use St = {k : αk,t = 1,∀k ∈ K} to represent the device scheduling

decision in round t.

• Step 2 (Local model training): After receiving the global model from the edge

server, each scheduled device updates its local model by running λ steps SGD on its

local dataset, according to

w
(l+1)
k,t = w

(l)
k,t − η∇̃Fk(w

(l)
k,t),∀l = 0, · · · , λ− 1, (5.3)

where w
(l)
k,t is the local model of device k in the l-th local iteration in round t with
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w
(0)
k,t = wt, and η > 0 is the learning rate. In (5.3), the stochastic gradient ∇̃Fk(w

(l)
k,t) is

given by

∇̃Fk(w
(l)
k,t) =

1

Lb

∑
(x,y)∈B(l)k,t

∇f(x, y;w
(l)
k,t), (5.4)

where B(l)
k,t is a mini-batch data uniformly sampled from Dk with Lb = |B(l)

k,t| data samples.

• Step 3 (Local gradient uploading): After accomplishing local model training,

each scheduled device k (k ∈ K) uploads its cumulative local stochastic gradient g̃k,t to

the edge server. g̃k,t is given by

g̃k,t =

λ−1∑
l=0

∇̃Fk(w
(l)
k,t) =

1

η

(
wt −w(λ)

k,t

)
. (5.5)

Due to the unreliable wireless channels, the local gradient may not be successfully trans-

mitted to the edge server. Let sk,t ∈ {0, 1} denote the successful transmission indicator

of device k in round t, where sk,t = 1 represents the uploaded information of device k is

successfully received at the edge server, sk,t = 0 otherwise.

• Step 4 (Global model update): After the edge server receives the local gradients

from the scheduled devices, the edge server updates the gradient array as

Gk,t =

 g̃k,t, if αk,tsk,t = 1,

Gk,t−1, otherwise,
∀k ∈ K. (5.6)

In (5.6), the edge server only refreshes the scheduled and successfully transmitted devices’

gradient and maintains the latest historical successfully received gradients for unsched-

uled or transmission-failure devices. Then, the edge server updates the global model

as

wt+1 = wt − η
1

K

K∑
k=1

Gk,t

= wt − η
1

K

K∑
k=1

(
αk,tsk,tg̃k,t + (1−αk,tsk,t)Gk,t−1

)
. (5.7)

Note that, in (5.7), the edge server utilizes the successfully received gradient from sched-

uled devices in the current round and the historical latest received gradients of unsched-

uled or transmission-failure devices to update the global model. This differs from the
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existing works in [35, 51–55] that only aggregate the scheduled and successfully trans-

mitted devices’ gradient to update the global model, i.e., wt+1 = wt − η
∑K
k=1 αk,tsk,tg̃k,t∑K
k=1 αk,tsk,t

.

For the proposed FL-GR, we have the following remark:

Remark 4. The recycling of historical local gradients in FL-GR has lower model aggre-

gation error than the approaches in [57, 58] that reusing of historical models. For ease of

comparison, we define the perfect updated global model based on all devices’ local models

as w∗t+1 = 1
K

∑K
k=1wk,t+1 = wt−η 1

K

∑K
k=1 g̃k,t. Note that, in [57, 58], the updated global

model in round (t+1) is wm
t+1 = 1

K

∑K
k=1(αk,tsk,twk,t+1 +(1−αk,tsk,t)wk,t−τk,t+1), where

τk,t is the interval between the current round t and the last round that device k received

global model. Thus, the aggregation model error of reusing local models in [57, 58] is

given by

∆m =
∥∥w∗t+1 −wm

t+1

∥∥2

=

∥∥∥∥∥ 1

K

∑K

k=1
(1− αk,tsk,t)

(
wk,t+1 −wk,t−τk,t+1

) ∥∥∥∥∥
2

=

∥∥∥∥∥ 1

K

∑K

k=1
(1− αk,tsk,t)(wt − ηg̃k,t −wk,t−τk,t + ηg̃k,t−τk,t)

∥∥∥∥∥
2

.

The aggregation model error of reusing gradients is given by

∆g =

∥∥∥∥∥η 1

K

∑K

k=1
(1− αk,tsk,t)

(
g̃k,t−τk,t − g̃k,t

) ∥∥∥∥∥
2

.

Based on the triangle inequality, we have ∆m ≥ ∆g, i.e., the proposed approach that recy-

cles historical local gradients has a smaller model aggregation error than the approaches

in [57, 58] that reuse past local models. Thus, the proposed FL-GR outperforms the

approaches in [57, 58], which is also verified in our simulations in Section 5.5.

In addition, it is worth mentioning that without gradient recycling, our FL-GR

degrades to the FedAvg algorithm [7]. For illustrating this, we rearrange the model
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update rule in (5.7) as

wt+1 = wt − η
1

K

K∑
k=1

Gk,t =
1

K

K∑
k=1

(wt − ηGk,t)

=
1

K

( K∑
k=1

αk,tsk,t (wt − ηGk,t) +
K∑
k=1

(1− αk,tsk,t)(wt − ηGk,t)

)
(a)
=

1

K

( K∑
k=1

αk,tsk,twk,t+1 +

K∑
k=1

(1− αk,tsk,t)wt

)
, (5.8)

where (a) is due to without gradient recycling, the unsuccessful participating devices’

gradients are 0. From (5.8), without gradient recycling, the global model is updated

as averaging all devices’ models, which includes the successful participating devices’

updated models and the unsuccessful participating devices’ models that are replaced

with the current global model. Thus, without gradient recycling, FL-GR will degrade to

FedAvg.

To better explain FL-GR, we illustrate the conventional FL framework and FL-GR in

Fig. 5.1. Assume that one edge server and four devices are in the system to perform three

rounds of the FL process. At the beginning of the FL, the edge server initials the global

model w0 and the gradient array for all devices to 0. Take round 2 as an example, in

which devices 1, 3, and 4 are scheduled to participate in the learning process, and device

1 cannot successfully transmit its gradient. The conventional FL in Fig. 5.1(a) only

aggregates the successfully transmitted devices’ gradients (g̃3,2 and g̃4,2) to update the

global model, i.e., w3 = w2− 1
2η(g̃3,2 + g̃4,2). However, the FL-GR in Fig. 5.1(b) utilizes

the successfully received gradients (g̃3,2 and g̃4,2) and the historical received gradient

of unscheduled or transmission failure devices (G1,2 = g̃1,1 and G2,2 = g̃2,0) to update

the global model, i.e., w2 = w1 − 1
4η(g̃1,1 + g̃2,0 + g̃3,2 + g̃4,2). It is worth mentioning

that although FL-GR recycles the historical local gradients to update the global model,

it differs from the asynchronous FL [104]. The asynchronous FL broadcasts the global

model to all devices at the beginning of FL, while FL-GR only broadcasts the global

to the scheduled devices. In addition, the global model update rule in (5.7) also differs

from the asynchronous FL [104].
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5.2.3 Computation model

Let Ck denotes the number of CPU cycles required for device k (k ∈ K) to process one

data sample, which can be measured offline as a priori knowledge. Let fk represents the

computation capability (CPU cycles per second) of device k. Thus, the computational

time of local training is given by

TCk,t =
λLbCk
fk

. (5.9)

The corresponding energy consumption of device k is

ECk,t = κλLbCk(fk)
2, (5.10)

where κ is the energy coefficient of devices, which depends on the chip architecture.

Note that we have ignored the computation cost of global model update at the edge

server and focused on resource-limited edge devices since the edge server usually has

strong computation capabilities and is supplied by the grid power.

5.2.4 Communication Model

In this work, we consider the orthogonal frequency division multiple access (OFDMA)

withR RBs indexed byR = {1, 2, · · · , R} for devices to upload their local gradients. Each

device can occupy one uplink RB in a communication round to upload its local gradient.

Let zk,t = (z
(1)
k,t , z

(2)
k,t , · · · , z

(R)
k,t ) denote the RB allocation vector for device k in round t,

where z
(r)
k,t ∈ {0, 1}, z

(r)
k,t = 1 indicates that the m-th resource block is allocated to device

k, and z
(r)
k,t = 0 otherwise. For ease of representation, we use Zt = (z1,t, z2,t, · · · , zK,t)

denote the RB allocation decision for all devices in round t. Denote pk,t as the transmit

power of device k in round t, its maximum value is pk,max. The channel gain from

device k to the edge server is modelled as hk,t = ρk(t)d
−v
k , where ρk(t) is the small-scale

fading gain between device k and the edge server, dk is the distance between device k

and the edge server, and v being the path loss exponent. We consider Rayleigh fading,

i.e., ρk(t) ∼ exp(1), and it is independent and identically distributed across devices and
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rounds. Thus, the achievable transmit rate of device k in round t is

rk,t(zk,t, pk,t) =
R∑
r=1

z
(r)
k,tB log2

(
1 +

pk,thk,t
Ir +BN0

)
, (5.11)

where B is the bandwidth of each resource block, N0 is the noise power spectral density,

Ir is the interference caused by the devices that are located in other service areas and

use the same RB [35]. It is noted that each device can only occupy at most one resource

block, and each resource block can be accessed by at most one device. Thus, the RB

allocation policy for devices should satisfy
∑R

r=1 z
(r)
k,t ≤ 1 and

∑K
k=1 z

(r)
k,t ≤ 1.

Let Q denote the size of each gradient, i.e., the number of bits used to quantify the

gradients. If device k is scheduled to participate in the training process of round t, its

transmission time is given by

TU
k,t =

Q

rk,t(zk,t, pk,t)
. (5.12)

The corresponding energy consumption of device k for transmission is

EU
k,t = pk,tT

U
k,t. (5.13)

5.2.5 Successful Transmission Probability

In this work, we consider characterizing the unreliability of uplink transmissions of

devices by the successful transmission probability. Before studying the uplink success

probability, we assume the downlink transmission is always successful, i.e., devices suc-

cessfully receive the global model. It is worth mentioning that this assumption is valid

since the edge server usually has more transmit power and can occupy more RBs for the

global model broadcasting compared to devices.

Let γth denotes the signal to interference plus noise ratio (SINR) threshold for suc-

cessful data decoding. The successful transmission indicator of device k in round t is

sk,t =
∑R

r=1 z
(r)
k,t1

(
SINR

(r)
k,t ≥ γth

)
, where SINR

(r)
k,t =

pk,thk,t
Ir+BN0

is the SINR of device k in

m-th RB. The successful transmission probability of device k through m-th channel in
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round t is given by

Pr
(

SINR
(r)
k,t ≥ γth

)
= Pr

(
pk,thk,t
Ir +BN0

≥ γth

)
= Pr

(
ρk(t) ≥

γth(Ir +BN0)

pk,td
−v
k

)
= e
− γth(Ir+BN0)

pk,td
−v
k , (5.14)

where e refers to the Euler’s number.

5.2.6 Problem Formulation

In this work, we aim to minimize the global loss function after T training rounds in

the resource-limited and unreliable wireless network. To this end, we formulate an

optimization problem to jointly optimize device scheduling, RB allocation, and power

control as follows:

min
{StZt,pt}T−1

t=0

E[F (wT )] (5.15)

s. t. EC
k,t + EU

k,t ≤ Ek,max,∀k ∈ K,∀t, (5.15a)

TC
k,t + TU

k,t ≤ Tmax,∀k ∈ K,∀t, (5.15b)

z
(r)
k,t ∈ {0, 1} ,∀k ∈ K, ∀m ∈ R, ∀t, (5.15c)

R∑
r=1

z
(r)
k,t ≤ 1, ∀k ∈ K, ∀t, (5.15d)

K∑
k=1

z
(r)
k,t ≤ 1, ∀r ∈ R,∀t, (5.15e)

0 ≤ pk,t ≤ pk,max,∀k ∈ K, ∀t, (5.15f)

αk,t ∈ {0, 1} ,∀k ∈ K,∀t, (5.15g)

where (5.15a) stipulates that the energy consumption for each participating device k

(k ∈ K) in each round cannot exceed its budget Ek,max. Tmax in (5.15b) is the maximum

delay of one-round FL training. (5.15c), (5.15d) and (5.15e) correspond to the RB

allocation restrictions, indicating that one device can occupy at most one RB for uplink

transmission, and one RB can only be allocated to one device. (5.15f) is the devices’
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transmit power constraint. (5.15g) indicates which devices are scheduled in each round.

Solving problem (5.15) requires the explicit form of the global loss function related to

the device scheduling, power control, and RB allocation policy. However, the evolution of

machine learning models in the learning process is very complex. It is almost impossible

to find an exact analytical expression of E[F (wT )] with respect to St, Zt, and pt. Thus,

we turn to find an upper bound of E[F (wT )] in Section 5.3.2 and minimize it for the

global loss minimization.

5.3 Memory-friendly FL-GR and Convergence Analysis

In this section, to improve the implementation feasibility of the proposed FL-GR in

practical wireless networks, we first propose a memory-friendly FL-GR that is equiva-

lent to the proposed FL-GR in Section 5.2.2 but with low memory requirements of the

edge server. Then, we theoretically analyze the convergence bound of FL-GR to reveal

how the device scheduling, RB allocation, and power control policies affect its learning

performance. Motivated by this, we define a new objective function, i.e., the average

staleness of local gradients, to transform problem (5.15) into a tractable one for guiding

the wireless network design.

5.3.1 Memory-friendly FL-GR

It is worth mentioning that implementing the proposed FL-GR in Section 5.2.2 requires

the edge server to maintain a huge array to cache the latest gradient information for

each device. Thus, the cache size requirement of the edge server in FL-GR scales with

the model size and the number of devices. This may restrict the scale of the wireless

FL system since the server’s memory may be exhausted when the number of devices is

very large. To address this issue, we propose a memory-friendly FL-GR in which

each device k maintains a gradient array Gk,t to cache its previous latest gradient,

and the edge server maintains a gradient array Ḡt to cache local gradients’ aggregation
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information. Then we replace step 3 and step 4 in Section 5.2.2 with the following steps:

• Replace Step 3 in Section 5.2.2 with: After all selected devices accomplish local

model training, they upload the difference between their current and the previous

latest cumulative gradient, i.e., g̃k,t −Gk,t−1, to the edge server.

• Replace Step 4 in Section 5.2.2 with: The edge server updates Ḡt as Ḡt = Ḡt−1 +

1
K

∑K
k=1 αk,tsk,t(g̃k,t − Gk,t−1), and all devices update their gradient array Gk,t

according to (5.6). Then, the edge server updates the global model as wt+1 =

wt − ηḠt.

By replacing step 3 and step 4 in Section 5.2.2 with the above two steps, the edge

server distribute the memory requirement to the devices and form a memory-friendly

FL-GR algorithm, as shown in Fig. 5.1(c). For this memory-friendly FL-GR algorithm,

we have the following theorem.
Theorem 3. The memory-friendly FL-GR which formed by replacing step 3 and step 4

in Section 5.2.2 with the above two steps is equivalent to the proposed FL-GR in Section

5.2.2.

Proof. We prove Theorem 3 by Mathematical induction. Firstly, the maintained gradient

array Ḡt at the edge server satisfies:

Ḡt = Ḡt−1 +
1

K

K∑
k=1

αk,tsk,t(g̃k,t −Gk,t−1)

= Ḡt−1 +
1

K

K∑
k=1

(Gk,t −Gk,t−1) . (5.16)

Note that at the beginning of the learning process, the devices’ gradient array Gk,−1 and

the server’s gradient array Ḡ−1 are all initialized with 0. Thus, when t = 0, we have

Ḡ0 = Ḡ−1 +
1

K

K∑
k=1

(Gk,0 −Gk,−1)

=
1

K

K∑
k=1

Gk,0. (5.17)

When t = 1,

Ḡ1 = Ḡ0 +
1

K

K∑
k=1

(Gk,1 −Gk,0)
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=
1

K

K∑
k=1

Gk,1 + Ḡ0 −
1

K

K∑
k=1

Gk,0

=
1

K

K∑
k=1

Gk,1. (5.18)

Similarly, we can conclude that for any t, Ḡt = 1
K

∑K
k=1Gk,t is established. Thus, the

updated global model by this memory-friendly FL-GR is wt+1 = wt − ηḠt = wt −

η 1
K

∑K
k=1Gk,t, which is equivalent to update rule of the global model in (5.7) in Section

5.2.2.

According to Theorem 3, one can implement the above memory-friendly FL-GR

to achieve an equivalent learning process with the proposed FL-GR in Section 5.2 in

practical wireless networks. It is worth mentioning that the computation costs, com-

munication costs, and the learned global model of these two algorithms are the same.

The memory-friendly FL-GR only reduces the edge server’s memory requirement com-

pared to FL-GR. For clarity, we summarize the detailed steps of this memory-friendly

implementation of FL-GR in Algorithm 7. In the following, we focus on analyzing the

convergence performance of FL-GR and transform problem (5.15) into an tractable one

for device scheduling, RB allocation, and power control.

5.3.2 Convergence Analysis

For the simplicity of notation, we define the local full gradient on device k in the l-th local

iteration of the t-th round as ∇Fk(w
(l)
k,t) = 1

Dk

∑
x∈Dk ∇f(x, y;w

(l)
k,t). Let F (w∗) denote

the loss function of the optimal global model w∗, and η̃ = ηλ as an auxiliary variable.

In addition, it is worth mentioning that we recycle the latest historical gradients of the

unscheduled and transmission-failure devices to update the global model. To identify the

time information of devices’ gradients, we define the staleness of device k’s local gradient

as τk,t, which evolves as

τk,t =


τk,t−1 + 1, if αk,tsk,t = 0,

0, if αk,tsk,t = 1,

∀k ∈ K. (5.19)
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Algorithm 7 Memory-friendly Implementation of FL-GR

1: Initialization: The edge server initials its gradient array Ḡ−1 = 0 and the global model
w0, each device k (k ∈ K) initial their gradient array as Gk,−1 = 0

2: Server side:
3: for t = 0, 1, · · · , T − 1 do
4: Select a subset of devices and broadcast the latest global model wt to them.
5: if Receive the gradient information from the selected devices then

6: Update the gradient array Ḡt as Ḡt = Ḡt−1 + 1
K

∑K
k=1 αk,tsk,t(g̃k,t −Gk,t−1)

7: Update the global model according to wt+1 = wt − ηḠt.
8: else
9: wt+1 = wt

10: end if
11: end for
12: Device side:
13: if Device k is scheduled then
14: Receive the global model wt from the edge server and initial w

(0)
k,t = wt;

15: for l = 0, 1, · · · , λ− 1 do
16: Update the local model according (5.3)
17: end for

18: Compute the cumulative stochastic gradient g̃k,t = 1
η

(
wt −w(λ)

k,t

)
19: Upload the g̃k,t −Gk,t−1 to the edge server.
20: Update the gradient array Gk,t according to (5.6).
21: end if

Before starting the convergence analysis of FL-GR, we make the following standard

assumptions for the local loss functions, i.e., F1(w), F2(w), · · · , FK(w).

Assumption 7. All the local loss functions, Fk(w) (∀k ∈ K), are L-smooth. That is,

for all v and w,

Fk(v) ≤ Fk(w) + 〈Fk(w),v −w〉+
L

2
‖v −w‖2 . (5.20)

Assumption 8. The stochastic gradient ∇̃Fk(wt) (∀k ∈ K) is an unbiased estimator

of the full gradient ∇Fk(wt), i.e., E[∇̃Fk(wt)] = ∇Fk(wt), and its variance is upper

bounded by a constant σ2, i.e., E‖∇̃Fk(wt)−∇Fk(wt)‖2≤ σ2.

Assumption 9. The expected squared norm of devices’ gradients is uniformly bounded

by G2, i.e., ‖∇Fk(wt)‖2 ≤ G2, for all k = 1, 2, · · · ,K and t = 0, 1, · · · , T − 1.

Assumption 7, 8, and 9 are standard and widely used in the FL literature for conver-

gence analysis, e.g., [27, 31, 112]. These assumptions are satisfied by the loss functions

of widely used learning models, e.g., SVM, Logistic regression, and most neural net-

works [89]. Particularly, a deep neural network defined by a composition of functions is

a Lipschitz neural network if the functions in all layers are Lipschitz [87]. It has been
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proved in [87] and [88] that the convolution layer, linear layer, some nonlinear activation

functions (e.g., Sigmoid, tanh, Leaky ReLU, and SoftPlus), and the widely used cross-

entropy function have Lipschitz smooth gradients. That is, the loss functions of most

neural networks that are consisted of Lipschitz layers are Lipschitz continuous.

Before illustrating the details of convergence bound, we introduce two lemmas based

on the above assumptions to assist our convergence analysis.
Lemma 9. Let Assumption 7, 8, and 9 hold, the learning rate satisfy η ≤ 1

2λL , the drift

of the local model from the global model after l iterations is bounded as

E
∥∥∥w(l)

k,t −wt

∥∥∥2
≤ 4(λ− 1)η̃2

λ

(
2G2 +

σ2

λ

)
. (5.21)

Proof. See Appendix C.1.

Lemma 10. Let Assumption 7, 8, and 9 hold, the learning rate satisfy η ≤ 1
2λL , the

difference between the global models in two different rounds, i.e., t and t′ (t ≥ t′), is

bounded as

E ‖wt −wt′‖2 ≤ 3η̃2(t− t′)2

((
1 +

8η̃2L2(λ− 1)

λ

)
G2 +

(
1 +

4η̃2L2(λ− 1)

λ2

)
σ2

)
.

(5.22)

Proof. See Appendix C.2.

Based on Lemma 9 and Lemma 10, we derive the one-round convergence bound of

the proposed FL-GR in Theorem 4 as follows:

Theorem 4. Let Assumption 7, 8, and 9 hold, the learning rate satisfy η ≤ 1
2λL , the

one-round convergence bound is given by

E [F (wt+1)− F (wt)]

≤
(
− 1

2
η̃ + 3Lη̃

)
‖∇F (wt)‖2 +

(η̃ + 3η̃L)(λ− 1)

λ

(
2G2 +

σ2

λ

)
+

(η̃ + 1)σ2

2

+ c
1

K

K∑
k=1

(τk,t−1 + 1)2

(
1− αk,t

R∑
r=1

z
(r)
k,t Pr(SINR

(r)
k,t ≥ γth)

)
, (5.23)

where c = 9
8(η̃ + 1)

(
(1 + 2(λ−1)

λ )G2 + (1 + (λ−1)
λ2

)σ2
)

.

Proof. See Appendix C.3.
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According to Theorem 4, the summation of the square of local gradients’ staleness,

i.e., the last term on the RHS of (5.23), is a critical factor that negatively affects the

learning convergence rate. By increasing the number of scheduled devices and their

successful transmission probabilities, the expected staleness of local gradients would be

reduced and thus accelerate the learning process. Due to the limited wireless resources,

one should carefully design the device scheduling, RB allocation, and power control to

improve the number of devices with successful transmission while satisfying their energy

and delay constraints.

Based on Theorem 4, the convergence performance of FL-GR after T training rounds

is given by the following corollary.

Corollary 2. Let the assumptions in Theorem 4 hold, the expected gap between the global

loss after T training rounds and the optimal loss is bounded by

E [F (wT )− F (w∗)] ≤ (1− η̃L+ 6η̃L2)TE [F (w0)− F (w∗)]︸ ︷︷ ︸
Initial gap

+ c1
1− (1− η̃L+ 6η̃L2)T

η̃L− 6η̃L2︸ ︷︷ ︸
Constant term

+c

T−1∑
t=1

(1− η̃L+ 6η̃L2)T−1−t 1

K

K∑
k=1

(τk,t−1 + 1)2

(
1− αk,t

R∑
r=1

z
(r)
k,t Pr(SINR

(r)
k,t ≥ γth)

)
︸ ︷︷ ︸

Cumulative staleness of local gradients

,

(5.24)

where c1 = (η̃+3η̃L)(λ−1)
λ (2G2 + σ2

λ ) + (η̃+1)σ2

2 .

Proof. See Appendix C.4.

From Corollary 2, the expected gap between the global loss after T rounds and the

optimal loss is bounded by three terms: 1) the initial gap between the global loss and

the optimal loss. 2) a constant term related to the system hyperparameters caused

by multiple local iterations (λ > 1) and stochastic gradient error. 3) the cumulative

staleness of local gradients over T training rounds. The first two terms determined

by the system hyperparameters and the initial global model are unrelated to device

scheduling, RB allocation, and power control policies. The last term is highly related

to the wireless network design, which indicates that an out-of-date local gradient may
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degrade the learning performance. To minimize the global loss function and improve the

learning performance, one should carefully design the device scheduling, RB allocation,

and power control policy to minimize the average staleness of local gradients (last term

on the RHS of (5.24)) for preventing the over stale local gradients. For the global loss

optimization, we have the following remark:

Remark 5. It is worth mentioning that similar to many existing works, e.g., [36, 92],

the available devices and wireless resources in problem (5.15) are independent across dif-

ferent rounds. Thus, the convergence bound in (24) can be minimized by directly mini-

mizing the average staleness of local gradients in each round, i.e., 1
K

K∑
k=1

(τk,t−1 +1)2

(
1−

αk,t
R∑
r=1

z
(r)
k,t Pr(SINR

(r)
k,t ≥ γth)

)
. Inspired by this, we define a new objective function

based on Theorem 2 and Corollary 1, i.e., 1
K

K∑
k=1

(τk,t−1+1)2

(
1−αk,t

R∑
r=1

z
(r)
k,t Pr(SINR

(r)
k,t ≥

γth)

)
, which directly minimizes the upper bound on E[F (wt+1) − F (wt)] in each round

and achieves the minimization of the T -rounds convergence bound in (5.24).

5.4 Optimal Device Scheduling, Resource Allocation, and

Power Control

In this section, we propose an effective device scheduling, RB allocation, and power con-

trol algorithm that solves problem (5.15). Towards this end, we first transform problem

(5.15) into a tractable one based on the convergence analysis in Section 5.3.2. Then, we

solve the optimal power control and RB allocation policies in an effective manner.

5.4.1 Problem Transformation

The convergence analysis results in Theorem 4 and Corollary 2 reveal how the wireless

network design affects the learning performance of FL-GR. According to Remark 5, we

transform problem (5.15) into minimize 1
K

K∑
k=1

(τk,t−1 +1)2

(
1−αk,t

R∑
r=1

z
(r)
k,t Pr(SINR

(r)
k,t ≥
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γth)

)
in each round through device scheduling, RB allocation, and power control poli-

cies. Since αk,t =
∑R

r=1 z
(r)
k,t ∈ {0, 1}, we have αk,t

∑R
r=1 z

(r)
k,t Pr(SINR

(r)
k,t ≥ γth) =∑R

r=1 z
(r)
k,t Pr(SINR

(r)
k,t ≥ γth). That is, when the RB allocation decision is given, the

device scheduling policy can be directly computed by αk,t =
∑R

r=1 z
(r)
k,t (∀k ∈ K). There-

fore, we transform problem (5.15) into minimizing the average square of local gradients’

staleness in each round as follows:

min
Zt,pt

1

K

K∑
k=1

(τk,t−1 + 1)2

(
1−

R∑
r=1

z
(r)
k,t Pr(SINR

(r)
k,t ≥ γth)

)
(5.25)

s. t. (5.15a)− (5.15f).

Problem (5.25) is a non-convex optimization problem which is difficult to solve. In the

following, we derive the optimal power control policy for each device under any given RB

allocation decision and transform problem (5.25) into an equivalent linear programming

problem that can be effectively addressed.

5.4.2 Optimal Power Control

For any given RB allocation policy Zt, it is straightforward to see that the power control

policies of devices do not affect each other and independently contribute to the objective

function. Therefore, the power control policy for each device can be solely optimized by

itself. With given RB allocation policy Zt, we decompose the power control optimization

problem for each device k (k ∈ K) as follows:

min
pk,t

hk(pk,t) (5.26)

s. t. (5.15a), (5.15f).

where

hk(pk,t) = −(τk,t−1 + 1)2
R∑
r=1

z
(r)
k,t e
− γth(Ir+BN0)

pk,td
−v
k . (5.27)

Problem (5.26) is a non-convex optimization problem. To solve the optimal power

control policy, below we analyze the properties of the objective function and constraints

of problem (5.26). Firstly, the first-order partial derivative of the objective function with
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respect to pk,t is given by

∂hk(pk,t)

∂pk,t
= −(τk,t−1 + 1)2

R∑
r=1

z
(r)
k,t e
− γth(Ir+BN0)

pk,td
−v
k

γth(Ir +BN0)

p2
k,td
−v
k

,∀k ∈ K. (5.28)

It is straightforward to see that
∂hk(pk,t)
∂pk,t

< 0 since pk,t > 0. That is, the objective

function hk(pk,t) is a monotonically decreasing function with the transmit power pk,t

(∀k ∈ K). Thus, the optimal transmit power for each device is its maximum available

power. According to constraint (5.15a), the energy consumption of gradient informa-

tion uploading should satisfy EU
k,t ≤ Ek,max − EC

k,t. In addition, the first-order partial

derivative of EU
k,t with respect to pk,t satisfies

∂EU
k,t

∂pk,t
=

Q
R∑
r=1

z
(r)
k,tB

1(
1+

pk,thk,t
Ir+BN0

)
ln 2

((
1 +

pk,thk,t
Ir+BN0

)
ln

(
1 +

pk,thk,t
Ir+BN0

)
− pk,thk,t

Ir+BN0

)
(

R∑
r=1

z
(r)
k,tB log2

(
1 +

pk,thk,t
Ir+BN0

))2 > 0,

(5.29)

where the inequality is because ln(1 + x) > x
1+x , for x > 0. Therefore, EU

k,t is monotoni-

cally increases with pk,t. Hence, the transmit power of device k should satisfies pk,t ≤ pE
k,t,

where pE
k,t satisfy

pEk,tQ

rk,t(zk,t,p
E
k,t)

= Ek,max− κλLbCkf2
k . Combining with constraint (5.15f),

the optimal power control policy for device k is

p∗k,t = min{pE
k,t, pk,max}, ∀k ∈ K, (5.30)

where pE
k,t satisfy

pEk,tQ

rk,t(zk,t,p
E
k,t)

= Ek,max − κλLbCkf2
k .

5.4.3 Optimal Resource Block Allocation

Up to now, we can compute the optimal power control policy for each device k (k ∈ K)

with any allocated RB m (m ∈ R) based on (5.30), denoted by p∗k,t(r). Thus, we compute

the optimal power control policy for all devices in all RBs (i.e., {p∗k,t(r) : ∀m ∈ R,∀k ∈

K}) and substitute them into problem P̂ to simplify it as the following RB allocation

problem.

max
Zt

1

K

K∑
k=1

R∑
r=1

z
(r)
k,t (τk,t−1 + 1)2e

− γth(Ir+BN0)

p∗
k,t

(r)d−v
k (5.31)
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s. t. (5.15c), (5.15d), (5.15e),

λLbCk
fk

+
Q

rk,t(zk,t, p
∗
k,t(r))

≤ Tk,max, ∀k ∈ K, ∀m ∈ R. (5.31a)

Problem (5.31) is a typical non-linear integer programming problem which is difficult

to solve. Below we transform it into a maximum weight perfect bipartite matching

problem and find its optimal solution within polynomial time.

To transform (5.31) into a bipartite matching problem, we construct a complete and

balanced bipartite graph G = (V, E), where V = K∪R is the vertex set, and E is the set

of edges that connect the vertices in K and R. In G, each vertex k in K corresponds a

device k. R = R∪Rv is an extended set of R, where each vertex r in R corresponds to

RB r. Rv is the virtual vertex set used to construct a balanced bipartite graph G, which

makes the size of R equal to the size of K, i.e., |R|= |K|. The weight of edges in G is

given by:

∆k,r =


(τk,t−1 + 1)2e

− γth(Ir+BN0)

p∗
k,t

(r)d−v
k , if λLbCk

fk
+ Q

rk,t(zk,t,p
∗
k,t(r))

≤ Tk,max, k ∈ K, r ∈ R,

0, else.

(5.32)

Note that this work assumes that the number of devices exceeds the number of RBs.

When the number of RBs exceeds the number of devices, we can introduce a virtual

device set Kv such that the |K|+|Kv|= |R|, and construct a similar graph to the case of

|K|> |R|.

According to the above-defined bipartite graph G, we transform (5.31) into a maxi-

mum weight perfect bipartite matching problem, which aims to find a perfect matching

H of G maximizing
∑

e∈H∆k,r. Let θk,r ∈ {0, 1} be the edge connecting vertex k (k ∈ K)

and vertex r (r ∈ R), where θk,r = 1 denote that RB r is allocated to device k, and

θk,r = 0 otherwise. For the sake of presentation, we use θk = {θk,1, θk,2, · · · , θk,|R|} to

denote the connection indicator of device k to all the RBs. Hence, we formulate the
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bipartite matching problem as the following optimization problem.

max
{θk}Kk=1

K∑
k=1

|R|∑
r=1

θk,r∆k,r (5.33)

s. t.

|R|∑
r=1

θk,r = 1,∀k ∈ K, (5.33a)

K∑
k=1

θk,r = 1,∀r ∈ R, (5.33b)

θk,r ∈ {0, 1} ,∀k ∈ K,∀r ∈ R. (5.33c)

It is worth mentioning that any solution to problem (5.33) corresponds to a perfect

matching of graph G. However, problem (5.33) is a linear integer programming, which is

still difficult to solve. By relaxing the integrality constraint (5.33c), we can obtain the

following linear programming problem:

max
{θk}Kk=1

K∑
k=1

|R|∑
r=1

θk,r∆k,r (5.34)

s. t. (5.33a), (5.33b),

0 ≤ θk,r ≤ 1,∀k ∈ K,∀r ∈ R. (5.34a)

Problem (5.34) is the linear programming relaxation of problem (5.33), which can be

solved by using the current matrix multiplication time algorithm [113] with time com-

plexity of O((K2+1/6)2) since it has K2 variables (i.e., θk,r : k ∈ K, r ∈ R). Note that

in problem (5.34), each row in the coefficient matrix corresponding to (5.33a) and con-

straint (5.33b) only contains a ‘1’. This implements that each square submatrix of this

coefficient matrix has a determinant equal to 0, +1, or -1. Thus, this coefficient matrix

is a totally unimodular matrix. Based on [114], the optimal solution of problem (5.34)

is an integer solution which is equal to the optimal solution of problem (5.33). That is,

the optimal solution of (5.33) can be obtained by directly solving problem (5.34). In the

above analysis, we first transform problem (5.25) into an equivalent maximum weight

perfect bipartite matching problem, i.e., problem (5.33). Then, we further transform

problem (5.33) into its equivalent linear programming (5.34). It is worth mentioning

that these are two equivalent transformations and do not change the optimality of prob-
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lem (5.25). Thus, the optimal solution of problem (5.25) can be addressed by first solving

the optimal solution of problem (5.34). When the optimal solution of problem (5.34)

is found, the optimal RB allocation is determined. Furthermore, the optimal device

scheduling policy can be computed by α∗k,t =
∑R

r=1 z
(r,∗)
k,t (∀k ∈ K), and the optimal

transmit power of each device can be determined by (5.30).

According to the above analysis, we can solve problem (5.25) in an effective manner

to obtain the optimal device scheduling, power control, and RB allocation policies. For

clarity, we summarize the detailed steps of solving problem (5.25) in Algorithm 8. Firstly,

Algorithm 8 requires computing all devices’ optimal power control policies in all RBs

according to (5.30), which requires computingK×R times of power control policy and has

a time complexity of O(KR). Then, we construct a bipartite graph to transform problem

(5.25) into a maximum weight perfect bipartite matching problem, i.e., (5.33). This step

requires calculating the successful transmission probabilities for all devices in all RBs and

judging whether the devices’ delay satisfies the latency constraint. The time complexity

of this step is O(2KR). Finally, we transform problem (5.33) into equivalent linear

programming (i.e., (5.34)) and utilize the current matrix multiplication time algorithm

[113] to solve its optimal solution for obtaining the RB allocation policy. After that, we

find the optimal power control of scheduling devices based on the RB allocation policy

and compute the device scheduling policies as α∗k,t =
∑R

r=1 z
(r,∗)
k,t (∀k ∈ K). Thus, the

overall time complexity of Algorithm 8 is O(3KR+ (K2+1/6)2).

Algorithm 8 requires computing the optimal power control policy and successful trans-

mission probabilities for all devices in all RBs, which has a time complexity of O(2KR).

Then, we construct a bipartite graph and solve the corresponding linear programming,

and the time complexity isO((K2+1/6)2). Thus, the overall time complexity of Algorithm

8 is O(2KR+ (K2+1/6)2).
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Algorithm 8 Optimal Device Scheduling, Power control, and RB allocation

1: Compute the optimal power control policy for each device in all RBs according to (5.30)
2: Compute the successful transmission probabilities for all devices with all RB, i.e.,

Pr(SINR
(r)
k,t ≥ γth) (∀k ∈ K,∀r ∈ R)

3: Construct a bipartite graph G = (V, E) and compute the weight of each edge in E according
to (5.32)

4: Construct the linear programming problem (5.34)
5: Solve problem (5.34) and obtain the optimal bipartite perfect matching {θk}Kk=1

6: Compute the optimal RB allocation policy Z∗t = {z(r,∗)k,t : k ∈ K, r ∈ R}, where z
(r,∗)
k,t = θk,r

7: Compute the optimal device scheduling policy S∗t = {α∗k,t = 1 : ∀k ∈ K}, where α∗k,t =∑R
r=1 z

(r,∗)
k,t (∀k ∈ K)

8: Return the optimal device scheduling policy S∗t , RB allocation policy Z∗t , and power control
policy p∗t

Table 5-A: Network Architecture for the Classification Model

Dataset Model Name Model Architecture
MNIST MLP F: [784, 128, 10]

CIFAR-10 CNN
C: [6, M, 16, M]
F: [1600, 256, 64, 10]

CIFAR-100 VGG-11
C: VGG-11 feature extractor [69]
F: [512, 256, 100]

5.5 Numerical Results

In this section, we evaluate the performance of our proposed FL-GR and the device

scheduling algorithm. All the codes in the simulation are implemented in python 3.8

and Pytorch, running on a Linux server. We first present the evaluation setup and then

show experimental results.

5.5.1 Simulation Settings

For the simulations, we consider a cellular network with a coverage radius of 500m, in

which one base station is located at its centre and K devices are randomly distributed.

The CPU frequency of each device is randomly selected from {0.8, 1.0, 1.2, 1.4} GHz.

We evaluate the proposed algorithm under three classification learning tasks, i.e., the

handwritten digits classification task on the MNIST dataset, as well as the image clas-

sification tasks on the CIFAR-10 and CIFAR-100 datasets. The network architectures

used for the learning tasks on these three datasets are summarized in Table 5-A, where
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Table 5-B: Simulation Parameter Settings

Parameter Value Parameter Value
K 100 R 10
B 1MHz N0 -174dBm
v 2 γth 0dB
κ 5× 10−27 η 0.05
τ 5 Lb 64
pk,max(∀k ∈ K) 30mW Ir(∀m ∈ R)

[
102BN0, 105BN0

]
Q(CNN) 1,962,016 Ck(CNN) 326,338,5
Q(VGG-11) 305,685,860 Ck(VGG-11) 76,421,465
Tmax(CNN) 0.3s Tmax(VGG-11) 35s
Ek,max(CNN) 1.0J Ek,max(VGG-11) 230J

’F’ denotes the fully connected module, ’C’ denotes the convolution module, ’M’ denotes

the 2 × 2 max-pooling layer, and the number indicates the number of neurons in fully

connected layers or filters in convolution layers. Particularly, for the CNN used on the

CIFAR-10 dataset, the size of convolution kernels are all set to be 5 × 5. The input

and hidden layers in all the learning models are all activated by the ReLU function.

For all three datasets, we adopt a typical heterogeneous data-splitting method that is

widely used in the existing FL works, e.g., [36, 92]. We first classify the training data

samples according to their labels, then split the data samples in each class into 2K/N

shards (N = 10 on MNIST and CIFAR-10; N = 100 on CIFAR-100), and finally ran-

domly distribute two shards of data samples to each device. That is, each device has

a data distribution corresponding to at most 2 classes. That is, each device has a data

distribution corresponding to at most 2 classes. For all models, a momentum of 0.9 is

adopted and cross-entropy is adopted as the loss function. In addition, each parameter

of these models is quantitated as 16 bits [34]. For all devices in the system, each CPU

cycle can process 4 FLOPs. Thus, the required CPU cycles to process one data sample

are equal to the number of FLOPs of its model divided by 4. The parameters chosen

in the simulations are based on the parameter settings of a typical wireless FL system

[27, 33, 35, 98, 115]. If not specified, the default system settings are listed in Table 5-B.
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Table 5-C: Required Rounds to Reach a Target Accuracy

Dataset S Target Accuracy Proposed Best Baseline Saved Time

MNIST
5 85% 48 80 (MC) 40%
10 90% 50 233 (MC) 78.5%

CIFAR-10
5 50% 128 318 (W/GR) 59.7%
10 55% 147 376 (W/GR) 60.9%

CIFAR-100
5 65% 457 640 (W/GR) 28.6%
10 70% 509 760 (W/GR) 33%

5.5.2 Effectiveness of Gradient Recycling

To evaluate the effectiveness of the proposed FL-GR, we compare it with the following

benchmarks in terms of test accuracy under different numbers of successful transmission

devices (denoted as S) per round: 1) Without gradient recycling (W/GR): In each round,

the edge server only aggregates the successfully received gradients from the scheduled

devices to update the global model. This scheme is widely used in existing literature, e.g.,

[35, 52–55]. 2) FedProx [116]: FedProx utilizes a proximal term to limit the impact of

local updates for improving model performance under heterogeneous data distributions

among devices. 3) Model compensation (MC) [57, 58]: In each round, the edge server

uses the successfully received local models and the past local models of transmission-

failure or unscheduled devices for global model aggregation.

Fig. 5.2 presents the test accuracy of the proposed FL-GR and two benchmarks. It is

observed that FL-GR outperforms the benchmarks on all three datasets. In addition, the

learning performance of all three FL algorithms improved with the increasing number

of successful-transmission devices, i.e., the test accuracy of S = 10 is greater than that

of S = 5 for all three FL algorithms. Specifically, from the results on the MNIST

dataset in Fig. 5.2(a), when S = 5 devices successfully transmitted their gradients to

the edge server in each round, FL-GR achieved a 1.37% accuracy improvement compared

to the FL algorithms without gradient recycling. Although FL-GR only achieves a slight

performance gain (i.e., 0.89%) when S = 10, its learning process is more stable than the

benchmarks. Fig. 5.2(b) and Fig. 5.2(c) evaluate the learning performance of FL-GR

on CIFAR-10 and CIFAR-100, respectively, drawing a similar conclusion to the MNIST



Chapter 5. Robust Federated Learning for Unreliable and Resource-limited Networks113

(a) (b) (c)

Figure 5.2: Comparison of learning performance of different FL algorithms:
(a) on MNIST dataset; (b) on CIFAR-10 dataset; (c) on CIFAR-
100 dataset.

dataset. In particular, we can observe a more distinct accuracy boosting of FL-GR on

these two complicated datasets than the MNIST dataset. From Fig. 5.2(b), FL-GR

obtains 3.41% and 2.83% accuracy improvement when S = 5 and S = 10, respectively.

Fig. 5.2(c) shows that FL-GR boosts 4.08% and 2.87% accuracy when S = 5 and S = 10,

respectively. In addition, from Fig. 5.2(c), when S = 5, FL-GR spends only 457 rounds

to achieve 65% accuracy, while wGR (the best benchmark) requires 640 rounds. That

is, FL-GR can reduce by 29% training time to obtain 65% test accuracy compared to

the benchmarks. When S = 10, FL-GR is able to save 33% training time to achieve 70%

test accuracy compared to the benchmarks.

In Table 5-C, we present the number of optimization rounds necessary to achieve a

target accuracy for both the proposed approach and the top-performing baseline algo-

rithm. Specifically, on the CIFAR-100 dataset, when S = 5, FL-GR spends only 457

rounds to achieve 65% accuracy, while W/GR (the best benchmark) requires 640 rounds.

That is, FL-GR can reduce by 28.6% training time to obtain 65% test accuracy com-
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pared to the benchmarks. When S = 10, FL-GR is able to save 33% training time to

achieve 70% test accuracy compared to the benchmarks.

It is worth mentioning that the simulation results in Fig. 5.2 show that the proposed

FL-GR outperforms the model compensation approach in [57, 58]. The latent reason is

that the historical gradients of devices are able to approximate their current gradients

with small approximation errors. In contrast, the past local models of devices may not

match their current local models well. In fact, some existing works on FL, e.g., [92, 115],

have shown that the gradients on one device have continuity. Specifically, its shown

in [92] that the `2-norm of the past gradient of a device can effectively approximate

the `2-norm of its current gradient. Moreover, our previous work [115] experimentally

demonstrated that for any device, its past gradient is able to approximate the current

gradient effectively. In addition, although the simulations in [57, 58] demonstrated that

the model compensation approach outperforms the W/GR method under full partici-

pation and small transmission error rates, our simulation results on the CIFAR-10 and

CIFAR-100 datasets show that it does not perform better than W/GR under small suc-

cessful participation ratios (i.e., S = 5 and S = 10 correspond to 5% and 10% successful

participation ratio, respectively).

5.5.3 Comparison of Device Scheduling Policies

In this subsection, we compare the proposed device scheduling algorithm to the fol-

lowing scheduling policies: 1) Random scheduling: In each round, the edge server ran-

domly selects a subset of devices and their corresponding RBs that satisfy the constraint

(5.15a)-(5.15f). 2) Gradient importance-aware scheduling (GI-Scheduling): The edge

server selects a subset of devices with the maximum gradient norm and satisfies the

constraint (5.15a)-(5.15f) in each round. 3) Successful transmission probability-aware

scheduling (STP-Scheduling): The edge server selects a subset of devices with the max-

imum successful transmission probabilities and satisfies the constraint (5.15a)-(5.15f).

Note that all the device scheduling approaches in this subsection serve the proposed FL-
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(a) (b)

Figure 5.3: Comparison of learning performance for different device scheduling
algorithms on the CIFAR-10 dataset.

GR to schedule devices instead of other learning frameworks. In fact, random scheduling

is equivalent to randomly selecting a perfect matching in the constructed bipartite graph

of the proposed device scheduling algorithm instead of the maximum weight perfect

matching to schedule devices. GI-Scheduling and STP-Scheduling both construct a sim-

ilar bipartite graph to the proposed scheduling algorithm and find the maximum weight

perfect matching corresponding to their device scheduling policy. In the graph of GI-

Scheduling, the weight of each edge is equal to the gradient norm times the successful

transmission probability. In the STP-Scheduling, the weight of each edge is the successful

transmission probability.

Fig. 5.3 shows the learning performance of different device scheduling algorithms on

the CIFAR-10 dataset. From Fig. 5.3(a), we can see that the proposed device scheduling

algorithm performs better than the other three device scheduling approaches in terms of

convergence speed and final test accuracy. Specifically, the proposed device scheduling

algorithm achieves around 3.5% accuracy improvement compare to the random schedul-

ing approach. Fig. 5.3(b) presents the average staleness of local gradients for all four

device scheduling algorithms. It is observed that the proposed algorithm possesses the

lowest staleness of local gradients. In addition, for the three benchmarks, the device
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Figure 5.4: Comparison of learning performance for different device scheduling
algorithms on the CIFAR-100 dataset.

scheduling algorithm with lower staleness obtains higher accuracy and faster conver-

gence speed. This verified our theoretical analysis results in Theorem 4 and Corollary 2,

which suggests scheduling the devices with large staleness to reduce the average square

staleness of local gradients in each round.

A similar comparison is made on the CIFAR-100 dataset in Fig. 5.4. We can observe

the same conclusion with the simulation on the CIFAR-10 dataset. Specifically, The

proposed device scheduling algorithm boosts 3.85% accuracy and possesses the lowest

staleness of local gradients compared to the three benchmarks. This simulation further

verifies the effectiveness of our convergence analysis in Theorem 4 and Corollary 2. In

addition, it is worth mentioning that the simulation results on both CIFAR-10 and

CIFAR-100 datasets show that random scheduling performs better than STP-scheduling

and GI-scheduling when they serve FL-GR. This is because STP-scheduling and GI-

scheduling induce higher average staleness of local gradients, as shown in Fig. 5.3(b)

and Fig. 5.4(b). However, when these scheduling approaches serve for FedAvg, some

existing works, e.g., [31, 35], have shown that random scheduling performs worse than

STP-scheduling and GI-scheduling.
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Figure 5.5: Impacts of energy and delay constraints on the learning perfor-
mance on CIFAR-100 dataset.

5.5.4 Impact of Wireless Parameters

This section analyzes the impacts of wireless network parameters on the learning perfor-

mance of the proposed FL-GR, including energy constraint, delay constraint, the number

of RBs, and the successful decode threshold. Note that in this section, the test accuracy

on CIFAR-10 and CIFAR-100 is achieved after 150 and 3.5 × 104 seconds of training,

respectively. Based on our simulation results in Section 5.5.3, FL-GR can converge

within the pre-setting training time.

In Fig. 5.5, we test the impacts of energy and delay constraints on the final test accu-

racy of the proposed FL-GR on CIFAR-100 datasets. From Fig. 5.5(a), with the increase

in energy and delay budgets, we can see that FL-GR achieves higher test accuracy. The

reason is that the large energy and delay budgets can increase the number of successful

participating devices and reduce the average staleness of local gradients, as shown in

Fig. 5.5(b). When the energy and delay budgets are small, the devices with long time

delays and large energy consumption may not satisfy the delay and energy consumption

constraints or cannot successfully upload their gradient information to the edge server.

Thus, the number of successful participants has been restricted, which results in the high

average staleness of local gradients and low test accuracy.
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(a) (b)

Figure 5.6: Impacts of wireless parameters on the learning performance: (a)
Successful decoding threshold; (b) Number of RBs.

Fig. 5.6 evaluates the impacts of wireless network parameters on the learning perfor-

mance of the proposed FL-GR on both CIFAR-10 and CIFAR-100 datasets. From Fig.

5.6(a), we can see the test accuracy of FL-GR on CIFAR-10 and CIFAR-100 decrease

with the increase of γth. This is because the large γth reduces the successful transmis-

sion probabilities of devices, decreasing the number of successful participants. Hence, the

average staleness of local gradients increased. Based on our convergence analysis results,

the learning performance of FL-GR will decrease with the increase of γth. Fig. 5.6(b)

shows how the number of RBs affects the learning performance of FL-GR. It is observed

that the test accuracy on both CIFAR-10 and CIFAR-100 increases with the increase in

the number of RBs. The reason is the rise in RBs improves the number of successful

participants in each round and thus reduces the average staleness of local gradients.

5.6 Summary

In this chapter, we have developed a novel FL framework, namely FL-GR, that recycles

devices’ historical gradients to update the global model in the learning process. This

framework efficiently copes with the scarcity of radio resources and the unreliability of

wireless communications in practical wireless networks. To improve the learning perfor-
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mance of FL-GR, we have formulated an optimization problem to minimize global loss

through device scheduling, RB allocation, and power control. To solve this problem,

we have investigated the convergence bound of FL-GR and transformed the global loss

minimization problem into a tractable one. Then, we derived the optimal power control

for any given RB allocation policy and further transformed the global loss minimization

problem into an equivalent linear programming problem, which can be solved efficiently.

Simulation results on three real-world datasets (i.e., MNIST, CIFAR-10, and CIFAR-100)

have shown that the proposed FL-GR achieves over 4% accuracy gain compared to the

FL algorithms without gradient recycling. In addition, the proposed device scheduling

algorithm outperforms the existing algorithm in accuracy and convergence speed.



Chapter 6

Efficient Wireless Federated

Learning with Adaptive Model

Pruning

6.1 Introduction

Most existing wireless FL studies focused on homogeneous model settings where devices

train identical local models. In this setting, the devices with poor capabilities may delay

the global model update and degrade the learning performance of FL since devices are

usually drastically diverse in computation and communication capabilities. Moreover, in

the homogenous model settings, the scale of the global model is restricted by the device

with the lowest capability. To tackle these challenges, this work proposes an adaptive

model pruning-based FL (AMP-FL) framework, where the edge server dynamically gen-

erates sub-models by pruning the global model for devices’ local training to adapt their

heterogeneous computation capabilities and time-varying channel conditions. Since the

involvement of diverse structures of devices’ sub-models in the global model updating

may negatively affect the training convergence, we propose compensating for the gradi-

120
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ents of pruned model regions by devices’ historical gradients. The main contributions of

this paper are listed as:

• We propose an adaptive model pruning-based FL (AMP-FL) framework, which

dynamically prunes the global model to generate sub-models for adapting devices’

communication and computation capabilities in the learning process. This frame-

work effectively reduces communication and computation overhead for devices at

the same time, enabling efficient FL over heterogeneous devices. To prevent the

diverse sub-model structures from affecting the learning convergence, we propose

compensating for the gradients of pruned regions by devices’ historical gradients.

In addition, we theoretically analyze the relationship between the pruning ratio

and communication & computation load.

• We define an age of information (AoI) metric to characterize local gradients’ stale-

ness and theoretically analyze AMP-FL’s convergence bound. The bound indicates

that scheduling devices with large AoI and pruning the global model regions with

small AoI are able to improve learning performance. Based on this, we define a

new objective function, i.e., the average square of AoI of devices’ gradients, and

transform the inexplicit global loss minimization problem into a tractable one for

guiding device scheduling, model pruning, and resource block allocation design.

• To solve the transformed problem, we first find the optimal model pruning policies

for devices under a given RB allocation policy. On this basis, we transform it

into an equivalent linear programming problem that can be effectively solved with

polynomial time complexity. In addition, to improve the implementation feasibility

of AMP-FL in practical wireless networks, we propose a memory-friendly AMP-FL

equivalent to AMP-FL but with a low memory size requirement of the edge server.

• We conduct extensive simulations on two real-world datasets, i.e., MNIST and

CIFAR-10, to verify the effectiveness of AMP-FL. Specifically, compared to the

FL algorithms with the homogeneous local model settings, the proposed AMP-FL



Chapter 6. Efficient Wireless Federated Learning with Adaptive Model Pruning 122

K

k

k

K

Figure 6.1: Illustration of the considered wireless FL system with adaptive
model pruning.

is able to provide 1.9x and 1.6x speed up on MNIST and CIFAR-10, respectively.

The proposed model pruning and device scheduling approach also obtains higher

learning accuracy and faster convergence speed than the benchmark schemes.

The remainder of this chapter is organized as follow: Section 6.2 introduces the

system model, the proposed AMP-FL framework, and the problem formulation. The

convergence analysis and global loss minimization problem transformation are presented

in Section 6.3. Section 6.4 illustrates the proposed model pruning, device scheduling,

and RB allocation algorithm. Section 6.5 evaluates the effectiveness of the proposed

approaches by simulations. The summary is presented in Section 6.6.

6.2 System Model and Learning Mechanism

This work considers a typical wireless FL system, as shown in Fig. 6.1, where K devices

are orchestrated by an edge server to collaboratively train a shared global machine learn-

ing model, w, by periodically uploading local gradient information to the edge server

for global model update instead of transmitting the raw training data. To mitigate the

negative effect of stragglers on learning performance, this work allows devices to train

heterogeneous local models adapted to their computation and communication capabil-

ities. The local models are obtained by pruning the global model using the proposed
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structured model pruning strategy (in Section 6.4.1) that dynamically adjusts the local

models during the learning process with respect to devices’ individual heterogeneous

computation capabilities and time-varying communication conditions.

We assume that the global model can be partitioned into I disjoint regions indexed

by I = {1, 2, · · · , I}, where each model region i is either one filter in convolution layers

or one neuron in the fully-connected layers. Let w(i) (i ∈ I) denote the i-th region of

the global model. The devices are indexed by K = {1, 2, · · · ,K}. Each device k (k ∈ K)

has a local dataset Dk with Dk = |Dk| data samples. The entire dataset is denoted by

D = ∪Kk=1Dk with D =
∑K

k=1Dk data samples. For any data sample ζ = (x, y) ∈ D,

a loss function f(x, y;w) is utilized to capture the fitting performance of model w on

the input-output data pair (x, y). Thus, the local loss function of device k (k ∈ K),

i.e., Fk(w), is given by Fk(w) = 1
Dk

∑
(x,y)∈Dk f(x, y;w). The global loss function is

given by F (w) =
∑K

k=1 akFk(w), where ak is the weight of device k such that ak ≥ 0

and
∑K

k=1 ak = 1. Similar to many existing works, e.g., [59, 115, 117], we consider a

balanced size of local datasets by setting ak = 1
K , ∀k ∈ K. The goal of the FL system is

to train a shared global model w so as to minimize the global loss F (w) on the whole

dataset D, i.e., min
w

F (w).

6.2.1 Federated Learning with Adaptive Model Pruning

To improve the communication and computation efficiency for wireless FL, this work

proposes a novel AMP-FL framework to adaptively generate sub-models for devices to

train, as shown in Fig. 6.1. In addition, to alleviate the adverse effects of diverse

structures of local models and partial participation in the learning performance, we

propose compensating the gradients of pruned model regions and unscheduled devices by

devices’ historical gradients. The effectiveness of this gradient compensation mechanism

is evaluated in Section 6.5. To this end, the edge server maintains a gradient array

{Gk,t : ∀k ∈ K} that caches the latest received gradients from devices. The learning

process consists of T global rounds and running the following five steps in each round t
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(t ∈ {0, 1, · · · , T − 1}):

1) Device Selection and Model Pruning: The edge server selects a subset of

devices to engage in the current round. Denote αk,t ∈ {0, 1} as the selection indicator

of device k in t-th round, where αk,t = 1 represents device k is selected, αk,t = 0

otherwise. For ease of presentation, let St = {k : αk,t = 1,∀k ∈ K} denote the device

scheduling decision in round t. After device selection, the edge server prunes the global

model to generate sub-models for the scheduled devices according to their computing

and communication capabilities. Let mk,t = {m(i)
k,t : i = 1, 2, · · · , I} denote the pruning

mask of device k in round t, where m
(i)
k,t = 1 represents that the i-th region of the global

model is preserved in device k’s sub-model, m
(i)
k,t = 0 otherwise. Thus, the sub-model of

device k can be denoted as wk,t = wt�mk,t, where � denote the element-wise product.

2) Local Model Downloading: Each selected device downloads its sub-model from

the edge server.

3) Local Model Training: Each selected device trains its sub-model by performing

λ-steps SGD. Specifically, device k (k ∈ St) updates the i-th region (∀i ∈ I,m(i)
k,t = 1)

of its model as

w
(i)
k,t,l+1 = w

(i)
k,t,l − η∇F̃k(w

(i)
k,t,l), l ∈ {0, 1, 2, · · · , λ− 1}, (6.1)

wherew
(i)
k,t,l is the i-th region of device k’s local model in the l-th iteration in round t with

w
(i)
k,t,0 = w

(i)
t , and η is the learning rate. In (6.1), the stochastic gradient ∇F̃k(w

(i)
k,t,l)

is given by ∇F̃k(w
(i)
k,t,l) = 1

Lb

∑
ζ∈Bk,t,l ∇f(w

(i)
k,t,l, ζ), where Bk,t,l is a mini-batch data

uniformly sampled from Dk with Lb = |Bk,t,l| data samples.

4) Local Gradient Uploading: After finishing local training, each scheduled device

k (k ∈ St) uploads its cumulative local gradient, i.e., g̃k,t = {g̃(i)
k,t : ∀i ∈ I,m(i)

k,t = 1}, to

the edge server, where g̃
(i)
k,t is given by g̃

(i)
k,t =

∑λ−1
l=0 ∇F̃k(w

(i)
k,t,l) = 1

η (w
(i)
t −w

(i)
k,t,λ).

5) Global Model Update: After receiving the local gradients from the scheduled
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devices, the edge server updates the gradient array as follows:

G
(i)
k,t =

{
g̃

(i)
k,t, αk,tm

(i)
k,t = 1,

G
(i)
k,t−1, αk,tm

(i)
k,t = 0,

∀i ∈ I, ∀k ∈ K. (6.2)

Then, the edge server updates the global model as w
(i)
t+1 = w

(i)
t − η 1

K

K∑
k=1

G
(i)
k,t, ∀i ∈ I.

6.2.2 Communication and Computation Load Model

Let C represent the number of FLOPs required to process one data sample on the global

model, and Q indicate the number of global model parameters. In each round, devices

train heterogeneous local models generated by pruning the global model to adapt to their

communication and computation capabilities. For any device k (k ∈ K) in round t with

pruning mask mk,t, its pruning ratio is given by

βk,t = 1− 1

I

I∑
i=1

m
(i)
k,t. (6.3)

In fact, (6.3) indicates the ratio of pruned filters and neurons in the global model. To

avoid introducing layer-wise hyperparameters, the proposed AMP-FL uses the same

pruning ratio for every convolution or FC layer. Given the pruning ratio, AMP-FL

removes a corresponding ratio of filters and neurons in each convolutional layer and FC

layer to generate sub-models. In the following, we analyze the number of parameters

and FLOPs for device k’s sub-model from the perspective of convolution and FC layers.

1) For the l-th convolution layer in the global model with Cl filters, the number of

parameters in this layer isQg,l = (K2
c×Cl−1+1)×Cl which contains K2

c×Cl−1×Cl weight

parameters and Cl bias parameters; the number of FLOPs is Cg,l = 2K2
cHWCl−1 × Cl,

where Cl−1 is the number of filters in the (l−1)-th layer, Kc is the filter width (assumed

to be symmetric), H and W are the height and width of the input feature maps [118]. For

device k’s sub-model with pruning ratio βk,t, the number of parameters contained in its

sub-model in this layer is Qk,l = (1−βk,t)2K2
c×Cl−1×Cl+(1−βk,t)×Cl ≈ (1−βk,t)2Qg,l,

and the number of FLOPs is Ck,l = 2(1− βk,t)2Cl−1ClK
2
cWH = (1− βk,t)2Cg,l.
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2) For the l-th FC layer in the global model withNl neurons, the number of parameters

is Qg,l = (Nl−1 + 1) × Nl which contains Nl−1 × Nl weight parameters and Nl bias

parameters; the number of FLOPs is Cg,l = 2Nl−1 × Nl, where Nl−1 is the number of

neurons in the (l− 1)-th FC layer. For device k’s sub-model with pruning ratio βk,t, the

number of parameters contained in its sub-model is Qk,l = (1−βk,t)2×Nl−1×Nl + (1−

βk,t)×Nl ≈ (1−βk,t)2Qg,l, and the number of FLOPs is Ck,l = 2(1−βk,t)2×Nl−1×Nl =

(1− βk,t)2Cg,l.

Note that in the above analysis, we approximate the number of parameters of both

convolution and FC layers in the sub-model to be the ratio, i.e., (1 − βk,t)
2, of that

in the original global model. This is because the number of bias parameters is far less

than that of weight parameters [60]. According to the above analysis, for each device

k with pruning ratio βk, the number of parameters and FLOPs for its sub-model can

be approximately scaled by (1 − βk,t)
2 of the global model. That is, the number of

parameters of device k’s sub-model is

Qk = (1− βk,t)2Q, (6.4)

and the corresponding number of FLOPs required to process one data sample is

Ck = (1− βk,t)2C. (6.5)

6.2.3 Learning Latency Model

In the following, we characterize the per-round learning latency model for the proposed

AMP-FL, including computation and communication latency.

1) Computation Latency: We denote fk as the CPU frequency of device k. Each

CPU cycle can process nk FLOPs. Thus, the computation time of device k is

T L
k,t =

λLbCk
fknk

=
λLb(1− βk,t)2C

fknk
. (6.6)
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2) Communication Latency: This work considers the OFDMA is utilized with R

RBs for devices to transmit their gradient information. The RBs are indexed by R =

{1, 2, · · · , R}. Let zk,t = (z
(1)
k,t , z

(2)
k,t , · · · , z

(R)
k,t ) denote the RB allocation decision of device

k in round t, where z
(r)
k,t ∈ {0, 1}, z

(r)
k,t = 1 represents that the r-th RB is allocated to

device k, z
(r)
k,t = 0 otherwise. For ease of representation, we use Zt = (z1,t, z2,t, · · · , zK,t)

denote the RB allocation decisions for all devices in round t. Denote pk as the transmit

power of device k. Let hk,t represent the channel gain between device k and the edge

server, and it remains unchangeable within one round but varies independently over

rounds. Thus, the transmit rate of device k is rk,t(zk,t) =
∑R

r=1 z
(r)
k,tB log2(1 +

pkhk,t
Ir+BN0

),

where B is the bandwidth of each RB, N0 is the noise power spectral density. Ir is the

interference caused by devices located in other service areas not participating in the FL

process and using the same resource block [27, 35]. We consider that each device can

only occupy at most one RB, and each RB can be accessed by at most one device. Thus,∑R
r=1 z

(r)
k,t ≤ 1 and

∑K
k=1 z

(r)
k,t ≤ 1. Each parameter in devices’ local gradients is quantized

by q bits. Thus, the transmit time of device k to upload its gradient information is

T U
k,t =

Qkq
rk,t(zk,t)

=
(1− βk,t)2Qq
rk,t(zk,t)

. (6.7)

Note that the above analysis ignored the model pruning and global model updating

latencies since the edge server is usually computationally powerful. The model pruning

and updating latencies are negligible in comparison with the above communication and

computation latency. In addition, we assume that the sub-model download latency

is negligible since the edge server usually has more transmit power for the sub-model

distribution compared to devices [13, 59]. The sub-model download latency is far smaller

than the discussed communication and computation latency. It is worth mentioning that

the proposed algorithm in Section 6.4 can be directly generalized in the case with non-

negligible sub-model download latency by simply adding the sub-model download latency

into the time constraint (6.8a).
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6.2.4 Problem Formulation

This work focuses on improving the performance of the proposed AMP-FL by minimizing

the global loss value after T global training rounds, i.e., E[F (wT )], where wT is the

global model in round T . Specifically, we jointly optimize the device scheduling, model

pruning, and RB allocation strategies under latency and wireless resource restrictions.

The optimizing problem is given by

min
{St,Zt,mt}T−1

t=0

E[F (wT )] (6.8)

s. t. T L
k,t + T U

k,t ≤ Tmax,∀k ∈ K,∀t, (6.8a)

R∑
r=1

z
(r)
k,t ≤ 1,∀k ∈ K,∀t, (6.8b)

K∑
k=1

z
(r)
k,t ≤ 1,∀t, (6.8c)

z
(r)
k,t ∈ {0, 1},∀k ∈ K,∀t, (6.8d)

βk,t = 1− 1

I

I∑
i=1

m
(i)
k,t, ∀k ∈ K, ∀t, (6.8e)

0 ≤ βk,t ≤ 1, ∀k ∈ K,∀t, (6.8f)

m
(i)
k,t ∈ {0, 1}, ∀k ∈ K,∀t, (6.8g)

αk,t ∈ {0, 1}, ∀k ∈ K, (6.8h)

where (6.8a) stipulates that the per-round latency cannot surpass its maximum allowed

delay, Tmax. (6.8b), (6.8c), and (6.8d) impose restrictions on the RB allocation decisions,

indicating that one device can occupy at most one RB for uplink transmission and one

RB can only be allocated to one device. (6.8e) characterizes the relationship between

pruning policy and model pruning ratio for devices. (6.8f) prevents the model pruning

ratio from exceeding 1 or lessening 0 since the edge server can prune at most the entire

model or not prune for the global model. (6.8g) and (6.8h) correspond to the constraints

related to the model pruning and device scheduling indicator domains, respectively.

Problem (6.8) is a typical integer programming that involves multi-dimensional dis-
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crete variables and is intractable to solve. In addition, solving problem (6.8) requires an

explicit form of E[F (wT )] with respect to the device selection (St), model pruning (mt),

and RB allocation (Zt) policies, which is almost impossible since the evolution of the

model vector is extremely complex during the training process. To this end, similar to

many existing works, e.g., [12, 27, 33, 35], we turn to find an upper bound of the global

loss function and optimize it for global loss minimization in Section 6.3.

6.3 Convergence Analysis and Problem Transformation

In this section, we theoretically characterize the convergence behaviour of AMP-FL

to explore how the device schedule, model pruning, and RB allocation policies affect

its learning performance. Based on the obtained convergence bound, we define a new

objective function, i.e., the AoI for local gradients, to transform problem (6.8) into a

tractable one for guiding the device selection, model pruning, and RB allocation design.

6.3.1 Convergence Analysis

This subsection analyzes the convergence behaviour of AMP-FL. For the sake of analysis,

we define ∇Fk(wk,t,l) = 1
Dk

∑
(x,y)∈Dk ∇f (x, y;wk,t,l) as the full gradient of device k in

the l-th iteration of round t, and η̃ = ηλ as an auxiliary variable. Denote F (w∗) by

the loss function of the optimal global model w∗. Note that we use the latest received

gradients of the pruned model regions of scheduled devices and unscheduled devices to

update the global model. The staleness of these historical gradients may significantly

affect the learning performance of the proposed AMP-FL. To characterize the impact of

the staleness of devices’ gradients on the learning performance, we define an AoI metric

to identify the staleness of devices’ gradients. Specifically, the AoI of the gradient in the
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i-th region of device k is denoted by τ
(i)
k,t , which evolves as

τ
(i)
k,t =


τ

(i)
k,t−1 + 1, αk,tm

(i)
k,t = 0,

0, αk,tm
(i)
k,t = 1,

∀k ∈ K, ∀i ∈ I. (6.9)

To facilitate the analysis, we make the following standard assumptions which are widely

used in the existing FL literature, e.g., [23, 27, 33, 35].

Assumption 10. All the local loss functions, Fk(w) (∀k ∈ K), are L-smooth. That is,

for all v and w, ‖∇Fk(w)−∇Fk(v)‖ ≤ L ‖w − v‖.

Assumption 11. All the local loss functions, Fk(w) (∀k ∈ K), are µ-strongly convex.

That is, for all v and w, Fk(v) ≥ Fk(w) + 〈Fk(w),v −w〉+ µ
2 ‖v −w‖

2.

Assumption 12. For the mini-batch data samples Bk,t that uniformly sampled from Dk

on device k (k ∈ K), the resulting stochastic gradient ∇̃Fk(wt) is an unbiased estimation

of the full gradient ∇Fk(wt), i.e., E[∇̃Fk(wt)] = ∇Fk(wt), and its variance is bounded

by σ2, i.e., E‖∇̃Fk(wt)−∇Fk(wt)‖2≤ σ2.

Assumption 13. The expected squared norm of devices’ gradients is uniformly bounded

by G2, i.e., ‖∇Fk(wt)‖2 ≤ G2, for all k = 1, 2, · · · ,K and t = 0, 1, · · · , T − 1.

Before illustrating the convergence results of the proposed AMP-FL, we introduce

two lemmas in the following to assist our convergence analysis.

Lemma 11. Let Assumption 10, 12, and 13 hold, and the learning rate satisfies η ≤ 1
2λL ,

the averaged drift of the local models from the global model after l iterations is bounded

as

1

Kλ

K∑
k=1

λ−1∑
l=0

I∑
i=1

E
∥∥∥∥w(i)

k,t−τ (i)k,t
−w(i)

k,t−τ (i)k,t,l

∥∥∥∥2

≤ 4(λ− 1)I(2η2λG2 + η2σ2). (6.10)

Proof. Please see Appendix D.1.

Lemma 12. Let Assumption 10, 12, and 13 hold, the averaged difference between the

global model parameters in two different rounds is bounded as

K∑
k=1

I∑
i=1

E
∥∥∥∥w(i)

t −w
(i)

t−τ (i)k,t

∥∥∥∥2
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≤ 3η2

(
(λ2 + (λ− 1)I)σ2 + (λ2 + 2λ(λ− 1)I)G2

) K∑
k=1

I∑
i=1

(τ
(i)
k,t)

2. (6.11)

Proof. Please see Appendix D.2.

Based on the above two lemmas, the one-round convergence bound of AMP-FL is

derived as:

Theorem 5. Let Assumption 10, 12, and 13 hold, and the learning rate satisfies η ≤ 1
2λL ,

the one-round convergence bound is given by

E[F (wt+1)− F (wt)] ≤ (−1

2
η + Lη2λ)λ‖∇F (wt)‖2+c1

+
15η2Lc2

4K

K∑
k=1

I∑
i=1

(1− αk,tm
(i)
k,t)(τ

(i)
k,t−1 + 1)2, (6.12)

where c1 =4η(λ−1)IG2+
(
4η2L(λ−1)I+ 3

4ηλ
)
σ2, c2 =λ2(σ2+G2)+(λ−1)I(σ2+2λG2).

Proof. Please see Appendix D.3.

According to Theorem 5, the summation of the square of each region’s AoI in the

local gradients, i.e.,
∑K

k=1

∑I
i=1(1− αk,tm

(i)
k,t)(τ

(i)
k,t−1 + 1)2, is a crucial factor that nega-

tively affects the one-round convergence bound of AMP-FL. Minimizing
∑K

k=1

∑I
i=1(1−

αk,tm
(i)
k,t)(τ

(i)
k,t−1 + 1)2 through carefully designing the device scheduling and model prun-

ing strategies is capable of narrowing the convergence bound for improving the learning

performance. We have the following remark for the device scheduling and model pruning

design.

Remark 6. In practical wireless networks, only a small proportion of devices can be

scheduled in each round due to the limited bandwidth resources. For device scheduling,

one should schedule the devices that have a large summation of AoI over their model

regions, i.e.,
∑I

i=1(τ
(i)
k,t−1 + 1)2, since these devices are the main contributors for the

term of
∑K

k=1

∑I
i=1(1 − αk,tm

(i)
k,t)(τ

(i)
k,t−1 + 1)2. In addition, for a scheduled device, one

should preserve the model regions with large AoI while pruning the regions with small

AoI.
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Based on Theorem 5, we further analyze the convergence bound of AMP-FL after

T -rounds as follows:

Corollary 3. Let Assumption 10-13 hold, the T -rounds convergence bound of AMP-FL

is

E[F (wT )− F (w∗)]

≤ (1− ηλµ+ 2Lη2λ2µ)TE[F (w0)− F (w∗)] +
1− (1− ηλµ+ 2Lη2λ2µ)T

ηλµ− 2Lη2λ2µ
c1

+
15

4
η2Lc2

T−1∑
t=0

(1− ηλµ+ 2Lη2λ2µ)T−1−t 1

K

K∑
k=1

I∑
i=1

(1− αk,tm
(i)
k,t)(τ

(i)
k,t−1 + 1)2. (6.13)

Proof. Please see Appendix D.4.

From Corollary 3, the expected gap between F (wT ) and the optimal loss F (w∗) is

bounded by three terms: 1) The initial gap between the global loss and the optimal

loss. 2) A constant term related to the system hyperparameters caused by multiple

local iterations (λ > 1) and stochastic gradient error. 3) The cumulative AoI of local

gradients over T training rounds. The last term is highly related to model pruning, device

scheduling, and wireless resource allocation policies. To minimize the global loss function,

one can minimize the last term on the RHS of (6.13) through jointly designing the model

pruning, device scheduling, and wireless resource allocation strategies. However, directly

minimizing this term is impractical because it requires obtaining devices’ channel state

information during the entire learning course at the start of FL. To minimize the global

loss, we have:

Remark 7. Similar to many existing works, e.g., [27, 33, 35], the available wireless

resource and devices are independent across different rounds in problem (6.8). Based on

Theorem 5 and Corollary 3, we provide a reasonable objective function by decoupling the

long-term problem into the training round level, i.e.,
∑K

k=1

∑I
i=1(1−αk,tm

(i)
k,t)(τ

(i)
k,t−1+1)2,

which directly minimizes the upper bound on E[F (wt+1)−F (wt)] and achieves global loss

minimization.
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6.3.2 Problem Transformation

According to the convergence analysis results in Remark 6 and Remark 7, we transform

problem (6.8) into minimize
∑K

k=1

∑I
i=1(1− αk,tm

(i)
k,t)(τ

(i)
k,t−1 + 1)2 in each round (which

is equivalent to maximize
∑K

k=1

∑I
i=1 αk,tm

(i)
k,t(τ

(i)
k,t−1 + 1)2) for device scheduling, model

pruning, and RB allocation policies design. Since αk,t =
∑R

r=1 z
(r)
k,t ∈ {0, 1}, we have∑K

k=1

∑I
i=1 αk,tm

(i)
k,t(τ

(i)
k,t−1+1)2 =

∑K
k=1

∑I
i=1

∑R
r=1 z

(r)
k,tm

(i)
k,t(τ

(i)
k,t−1+1)2. In other words,

when the RB allocation policy is determined, the device scheduling policy can be directly

computed by αk,t =
∑R

r=1 z
(r)
k,t . Therefore, we transform problem (6.8) into the following

problem:

max
Zt,mt

K∑
k=1

I∑
i=1

R∑
r=1

z
(r)
k,tm

(i)
k,t(τ

(i)
k,t−1 + 1)2 (6.14)

s. t. (6.8a), (6.8b), (6.8c), (6.8d), (6.8e), (6.8f), (6.8g).

Problem (6.14) is a typical integer programming that is challenging to solve. In the

following section, we develop an effective algorithm with polynomial time complexity to

address its optimal solution. Note that problem (6.14) is to maximize the overall AoI

across different devices and model regions. According to the evolution of AoI in Eq.

(6.9), the model regions or devices are less frequently updated in the previous rounds

have large AoI and thus tend to be selected to be updated in the current round. Thus,

problem (6.14) helps regulate the updating frequency of diverse regions across devices,

making each model region evenly trained on different devices and improving the learning

performance.

6.4 Efficient Online Model Pruning and Resource Alloca-

tion

In this section, we develop an effective model pruning and RB allocation algorithm that

solves problem (6.14). To this end, we first derive the optimal model pruning policy for
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devices under any given RB allocation policy. Based on the optimal pruning policy, we

transform problem (6.14) into an equivalent linear programming problem which can be

effectively solved. After that, to improve the implementation feasibility of AMP-FL in

practical wireless networks, we propose a memory-friendly AMP-FL that is equivalent

to the proposed AMP-FL in Section 6.2.1 but with a low memory requirement of the

edge server.

6.4.1 Optimal Model Pruning Policy

For any given RB allocation policy Zt, the model pruning policies of devices do not affect

each other and independently contribute to the objective function. That is, the model

pruning policy of each device can be solely optimized. Motivated by this, we decompose

the model pruning optimization problem for each scheduled device k (k ∈ St) from

problem (6.14) as follows:

max
mk,t

R∑
r=1

z
(r)
k,t

I∑
i=1

m
(i)
k,t(τ

(i)
k,t−1 + 1)2 (6.15)

s. t. (6.8e), (6.8f), (6.8g),

λLb(1− βk,t)2C
fknk

+
(1− βk,t)2Qq
rk,t(zk,t)

≤ Tmax, (6.15a)

where constraint (6.15a) is obtained by rewrite constraint (6.8a). Problem (6.15) is a

typical unweighted knapsack problem. Based on constraint (6.8e) and (6.15a), the prun-

ing policy of device k should satisfy 1
I

∑I
i=1m

(i)
k,t ≤

√
Tmax/(

λLbC
fknk

+ Qq
rk,t(zk,t)

). More-

over, based on constraint (6.8f) and (6.8g), the number of preserved model regions, i.e.,∑I
i=1m

(i)
k,t, should be an integer and not exceed total number regions of the global model,

i.e., I. According to (6.15), one should preserve model regions as much as possible to

increase the objective function value. Thus, the optimal pruning policy of device k

satisfy

1

I

I∑
i=1

m
(i)
k,t = min

√ Tmax

λLbC
fknk

+ Qq
rk,t(zk,t)

 , 1
 , (6.16)
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Algorithm 9 Adaptive Model Pruning Algorithm

1: Inputs: The AoI of device k’s gradients in all model regions, i.e., {τ (i)k,t ,∀i ∈ I}. The
RB allocation policy of device k, zk,t, device k’s CPU frequency fk, channel gain hk,t, and
transmit power pk.

2: Solve the optimal number of preserved model regions β̄k,t =
∑I
i=1m

(i)
k,t based on (6.16).

3: for each layer in the global model do

4: Sort the regions in this layer according to their AoI (i.e., τ
(i)
k,t ,∀i ∈ I) in an descending

order and then preserve the first β̄k,t model regions and prune other regions.
5: end for

where b·c is the floor function which outputs the largest integer that does not exceed

its input. From (6.16), when the RB allocation policy is given, the number of preserved

regions for device k’s sub-model is fixed. For the optimal model pruning policy of device

k, we have the following remark:

Remark 8. The optimal pruning policy for device k (k ∈ St) is to preserve the model

regions with large AoI while pruning the model regions with small AoI for maximizing

the objective function of problem (6.15).

Note that, similar to many existing works, e.g., [63–65], this work adopts the width

scaling approach to prune the global model, which removes a certain number of filters or

neurons in each convolution layer or FC layer to generate a sub-model. To avoid intro-

ducing layer-wise hyperparameters, we use the same pruning ratio for every convolution

or fully-connected layer. For each convolution layer or FC layer, we sort the filters or

neurons based on their AoI in descending way, then gradually select the corresponding

ratio (computed as (6.16)) of regions and remove the remaining regions. Let L denote

the set of layers in the global model. Here, for each layer. many sorting algorithms can

be utilized, e.g., Quicksort and Introsort, with a meagre time complexity of O(Il log Il),

where Il is the number of filters or neurons in l-th layer of the global model. Due to∑
l∈L Il log Il ≤

∑
l∈L Il log(maxl∈L Il) = I log(maxl∈L Il), the model pruning process

has a meagre time complexity of O(I log(maxl∈L Il)). Thus, the proposed model prun-

ing approach is easy to implement in practical wireless networks. We summarize the

detailed steps of model pruning in Algorithm 9.
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6.4.2 Optimal Resource Block Allocation

According to the above analysis, the optimal pruning strategy for each device k (k ∈

K) can be solved when it accesses any RB r (r ∈ R) using Algorithm 9, denoted as

m∗k,t,r = {m(i,∗)
k,t,r : ∀i ∈ I}. Based on this, we compute the optimal model pruning

policies for all devices when they access any RB (i.e., {m∗k,t,r : ∀r ∈ R,∀k ∈ K}) and

then substitute them into problem (6.14). Thus, problem (6.14) can be simplified as the

following equivalent RB allocation problem:

max
Zt

K∑
k=1

R∑
r=1

z
(r)
k,t

I∑
i=1

m
(i,∗)
k,t,r(τ

(i)
k,t−1 + 1)2 (6.17)

s. t. (6.8b), (6.8c), (6.8d).

Problem (6.17) is a typical integer programming which is difficult to solve. Below we

reformulate it as a maximum weight bipartite matching problem and find its optimal

solution. To this end, we construct a complete and balanced bipartite graph G = (V, E),

where V = K∪ R̄ is the vertex set, and E is the set of edges that connect the vertices in

K and R̄. In graph G, each vertex k (k ∈ K) corresponds to a device k. R̄ = R ∪ Rv

is an extended set of R, where each vertex r (r ∈ R) corresponds to r-th RB, Rv is the

virtual vertex set used to construct a balanced bipartite graph. The weight of edges is

given by

Ωk,r =


I∑
i=1

m
(i,∗)
k,t,r(τ

(i)
k,t−1 + 1)2, if k ∈ K, r ∈ R,

0, else.

(6.18)

Based on the above defined bipartite graph G, problem (6.17) can be transformed to find

a maximum weight perfect matching of graph G. Let θk,r ∈ {0, 1} be the edge connecting

vertex k and vertex r, where θk,r = 1 denotes RB r is assigned to device k, and θk,r = 0

otherwise. Denote θk = {θk,1, θk,2, · · · , θk,R} by the edge connection indicator of device

k to all RBs. The bipartite matching problem is given by:

max
θ1,θ2,···,θK

∑K

k=1

∑|R̄|

r=1
θk,rΩk,r (6.19)

s. t.
∑|R̄|

r=1
θk,r = 1, (6.19a)
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∑K

k=1
θk,r = 1, (6.19b)

θk,r ∈ {0, 1},∀k ∈ K, ∀r ∈ R̄. (6.19c)

Note that any solution of problem (6.19) corresponds to a perfect matching of graph

G. The constraints (6.19a), (6.19b), and (6.19c) are corresponding to the constraints

(6.8b), (6.8c), and (6.8d), respectively. To find the optimal solution of problem (6.19),

an intuitive approach is to calculate the objective value of all perfect matching of graph

G, and let the matching with maximum objective value as the final RB allocation policy.

However, this approach may be infeasible in practice since there is a total of K! perfect

matching of graph G, which has an exponential time complexity since K!>
√

2πK(Ke )K .

By relaxing the integrality constraint (6.19c), problem (6.19) can be relaxed as the

following linear programming:

max
θ1,θ2,···,θK

∑K

k=1

∑|R̄|

r=1
θk,rΩk,r (6.20)

s. t. (6.19a), (6.19b),

0 ≤ θk,r ≤ 1,∀k ∈ K, ∀r ∈ R̄. (6.20a)

It is worth mentioning that in problem (6.20), each row in the coefficient matrix corre-

sponding to (6.19a) and (6.19b) only contains a ‘1’. This implements that each square

submatrix of this coefficient has determinant equal to 0, 1, or -1. Thus, this coefficient

matrix is a totally unimodular matrix. Based on [114], the optimal solution of problem

(6.20) is an integer solution. That is, the optimal solution of problem (6.20) equals to

the optimal solution of problem (6.19). Therefore, we directly solve problem (6.20) to

obtain the optimal solution of (6.19). Since problem (6.20) is a linear programming,

we use the current matrix multiplication time algorithm [119] to solve it with a time

complexity of O((K2+1/6)2).

6.4.3 Complexity Analysis and Implementation

In the above analysis, we first transform problem (6.14) into an equivalent maxi-

mum weight perfect bipartite matching problem, i.e., problem (6.19). Then, we further
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Algorithm 10 Efficient Device Scheduling, Model Pruning, and RB Allocation Algo-
rithm

1: Inputs: The AoI of devices’ gradients in all model regions, {τ (i)k,t ,∀i ∈ I,∀k ∈ K}. Device
k’s CPU frequency fk, channel gain hk,t, and transmit power pk.

2: Solve the optimal model pruning policy for each device k (k ∈ K) at each RB r (r ∈ R) using
Algorithm 9.

3: Construct the linear programming problem (6.20).
4: Solve (6.20) by the current matrix multiplication time algorithm [119] and obtain the optimal

solution {θ∗k,r,∀k ∈ K,∀r ∈ R̄}.
5: Compute the RB allocation policy for each device k (k ∈ K) as z∗k,t = {z(r,∗)k,t ,∀r ∈ R} where

z
(r,∗)
k,t = θ∗k,r.

6: Compute the device scheduling policy as S∗t = {α∗k,t = 1,∀k ∈ K} where α∗k,t =
∑R
r=1 z

(r,∗)
k,t .

7: Find the optimal model pruning policies for each scheduled device k ∈ S∗t , denoted as
{m∗k,t,∀k ∈ S∗t }

8:
9: return The device scheduling policy S∗t , model pruning policy m∗k,t, and RB allocation

policy z∗k,t.

transform problem (6.19) into its equivalent linear programming (6.20). It is worth men-

tioning that these are two equivalent transformations and do not change the optimality

of problem (6.14). Thus, the optimal solution of problem (6.14) can be addressed by

first solving the optimal solution of problem (6.20). When the optimal solution of prob-

lem (6.20) is found, the optimal RB allocation is determined. Furthermore, the optimal

device scheduling policy can be computed by α∗k,t =
∑R

r=1 z
(r),∗
k,t (∀k ∈ K), and the opti-

mal model pruning policy of each device can be determined by Algorithm 9. For clarity,

we summarize the detailed steps for solving problem (6.14) in Algorithm 10. In Algo-

rithm 10, constructing the linear programming problem (6.20) requires running K × R

times of Algorithm 9 to calculate the optimal model pruning policy for each device k

(k ∈ K) at each RB r (r ∈ R). Thus the overall time complexity to solve the problem

(6.14) is O
(
KRI log I + (K2+1/6)2

)
.

In practical wireless networks, implementing the proposed AMP-FL in Section 6.2.1

requires the edge server to maintain the gradient information for all devices. Thus, the

memory size requirement of the edge server scales with the model size and the number

of devices. With the increase in device number, the memory space of the edge server

may be exhausted and thus restrict the scale of the FL system and the global model. To

tackle this issue, we distribute the memory requirement to devices for forming a memory-
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friendly AMP-FL which is equivalent to the proposed AMP-FL in Section 6.2.1. As a

result, the edge server only need to maintain a single gradient array, Ḡt, to cache the

aggregated local gradient information, and each device maintains a gradient array Gk,t,

to cache its previous latest gradient. Then we replace step 4) and step 5) in Section 6.2.1

with the following steps:

• Replace step 4) in Section 6.2.1 with: After finishing the local training process,

each scheduled device k (k ∈ St) uploads the difference between its current and

previous gradient, i.e., Ḡ
(i)
k,t = g̃

(i)
k,t −G

(i)
k,t−1, to the edge server.

• Replace step 5) in Section 6.2.1 with: After receiving devices’ gradient infor-

mation, the edge server updates the maintained gradient according to Ḡ
(i)
t =

Ḡ
(i)
t−1 + 1

K

∑K
k=1 Ḡ

(i)
k,t. Then, the edge server updates the global model as w

(i)
t+1 =

w
(i)
t − ηḠ

(i)
t .

By replacing step 4) and step 5) in Section 6.2.1 with the above two steps, the edge

server distributes the memory requirement to the devices. We summarise the steps of

implementing this memory-friendly AMP-FL in Algorithm 11.

In the following theorem, we prove the equivalence of Algorithm 11 and the proposed

AMP-FL in Section 6.2.1.

Theorem 6. Algorithm 11 is equivalent to the proposed AMP-FL in Section 6.2.1.

Proof. We prove Theorem 6 by mathematical induction approach. Firstly, the main-

tained gradient array Ḡt at the edge server satisfies:

Ḡ
(i)
t = Ḡ

(i)
t−1 +

1

K

K∑
k=1

αk,tm
(i)
k,tḠ

(i)
k,t

= Ḡ
(i)
t−1 +

1

K

K∑
k=1

αk,tm
(i)
k,t

(
g̃

(i)
k,t −G

(i)
k,t−1

)
= Ḡ

(i)
t−1 +

1

K

K∑
k=1

(
G

(i)
k,t −G

(i)
k,t−1

)
. (6.21)

Note that at the beginning of the learning process, the devices’ gradient array Gk,−1 and
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Algorithm 11 Memory-friendly AMP-FL

1: Initialization: The edge server initials its gradient array Ḡ−1 = 0 and the global model
w0, each device k (k ∈ K) initial their gradient array as Gk,−1 = 0

2: Server side:
3: for t = 0, 1, · · · , T − 1 do
4: Determine the scheduled devices and generate a sub-model for each scheduled device

through model pruning.
5: if Receive the gradient information from the selected devices then
6: Update the gradient array Ḡt as

Ḡ
(i)
t = Ḡ

(i)
t−1 + 1

K

∑K
k=1 αk,tm

(i)
k,t(g̃

(i)
k,t −G

(i)
k,t−1)

7: Update the global model as w
(i)
t+1 = w

(i)
t − ηḠ

(i)
t .

8: else
9: wt+1 = wt

10: end if
11: end for
12: Device side:
13: if Device k is scheduled then
14: Download its corresponding sub-model from the edge server;
15: for l = 0, 1, · · · , λ− 1 do
16: Perform local training according to (6.1);
17: end for
18: Compute the cumulative stochastic gradient g̃

(i)
k,t = 1

η (w
(i)
t −w

(i)
k,t,λ)

19: Upload the g̃k,t −Gk,t−1 to the edge server.
20: Update the gradient array Gk,t according to (6.2).
21: end if

the server’s gradient array G−1 are all initialized with 0. Thus, when t = 0, we have

Ḡ
(i)
0 = Ḡ

(i)
−1 +

1

K

K∑
k=1

(
G

(i)
k,0 −G

(i)
k,−1

)
=

1

K

K∑
k=1

G
(i)
k,0. (6.22)

When t = 1,

Ḡ
(i)
1 = Ḡ

(i)
0 +

1

K

K∑
k=1

(
G

(i)
k,1 −G

(i)
k,0

)
=

1

K

K∑
k=1

G
(i)
k,1 + Ḡ

(i)
0 −

1

K

K∑
k=1

G
(i)
k,0

=
1

K

K∑
k=1

G
(i)
k,1. (6.23)

Similarly, for t > 1, Ḡ
(i)
t = 1

K

∑K
k=1G

(i)
k,t. Thus, the updated global model through

Algorithm 11 is w
(i)
t+1 = w

(i)
t − ηḠ

(i)
t = w

(i)
t − η 1

K

∑K
k=1G

(i)
k,t, which equals the updated

global model by the proposed AMP-FL in Section 6.2.1. Thus, Algorithm 11 is equivalent

to the AMP-FL algorithm in Section 6.2.1.
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Table 6-A: System Parameters

Parameter Value Parameter Value
K 100 R 10
B 1 MHz N0 -174 dBm/Hz
nk (∀k ∈ K) 4 h0 -30 dBm
q 32 bits η 0.05
τ 8 Lb 64
Q (CNN) 36,758 Ck (CNN) 782,816
Tmax (CNN) 0.1s Q (VGG-11) 9,287,434
Ck (VGG-11) 362,285,568 Tmax (VGG-11) 20 s
pk (∀k ∈ K) 30 dBm s 2

6.5 Simulation Results

In this section, simulations are conducted to evaluate the performance of the proposed

AMP-FL algorithm and device scheduling approach. If not specified, the default system

settings are given as Table 6-A. We consider an edge server situated at the centre of a

circular area with a radius of 500m serving K randomly distributed devices. The channel

gain is modelled as hk,t = h0ρk,td
−2
k , where dk is the distance from device k to the edge

server, ρk,t ∼ Exp(1) is the Rayleigh fading channel gain [12, 98]. For each device, its

CPU frequency is uniformly selected from {0.85, 1.12, 1.2, 1.3}GHz. Similar to [27, 35],

we do not compute the exact value of the interference (Im, ∀r ∈ R) since we mainly

focus on FL system instead of other service areas. The inter-cell interference at each RB

r, i.e., Ir, is randomly selected from the range of
[
102BN0, 105BN0

]
. For each device,

its CPU frequency is uniformly selected from {0.85, 1.12, 1.2, 1.3} GHz, and each CPU

cycle can process 4 FLOPs.

We evaluate the proposed approaches on two typical classification tasks using MNIST

and CIFAR-10 datasets. For the MNIST dataset, we train a CNN with the following

structure: two 5 × 5 convolution layers with 6 and 16 channels, respectively, and each

of them is followed by a 2× 2 max-pooling layer; a 128-neuron FC layer; and a 10-unit

softmax output layer. For CIFAR-10, we train a VGG-11 model [69]. Note that the

original VGG-11 has 1000 output units. To adapt VGG-11 to the CIFAR-10 dataset, we

remove its last max-pooling layer, then replace its FC layers as the following structure:
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two FC layers with 512 and 128 neurons; a 10-unit softmax output layer. We utilize

a typical non-IID data partitioning method for both the above datasets as follows: we

sort all data samples according to the label, then divide them into sK/10 shards and

assign each device with s shard. By this means, each device obtains at most s types of

data in the dataset. If not specified, s = 2. For all the above-illustrated two models,

cross-entropy is used as the loss function.

6.5.1 Comparison of Model Pruning Strategies

In this subsection, we evaluate the proposed model pruning approach by comparing

it with the following approaches under different device schedule numbers and pruning

ratios: 1) The proposed model pruning without gradient compensation (Proposed-wGC):

The edge server utilizes the proposed model pruning approach (i.e., Algorithm 9) to

generate sub-models. However, the server only uses the received sub-model gradients

from devices for global model updating without compensating the pruned model regions’

gradients. The gradients of the pruned model regions of devices are set to zero for

aligning the model architecture. That is, all devices’ gradients have the same structure

as the global model. 2) Importance-aware model pruning: In each round, the edge

server removes the less important filters and neurons in the global model to generate

sub-models. The importance score of each filter in the convolution layers is computed

as the kernel weights summation. The importance score of each neuron in the FC layer

is calculated as its connected input weights summation [120]. 3) Random pruning [60]:

In each round, the server randomly prunes the global model to generate sub-models for

devices based on their pruning ratios.

Fig. 6.2 compares the learning performance of FL with different model pruning

policies on the MNIST dataset. By setting the pruning ratio of all devices to 0.1, Fig.

6.2(a) and Fig. 6.2(b) test the performance of all the model pruning policies under

|St|= 5 and |St|= 10, respectively. Compared to the benchmarks, the proposed approach

improves over 10.9% and 3.3% accuracy when |St|= 5 and |St|= 10, respectively. In
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Figure 6.2: Comparison of the learning performance of FL with different prun-
ing strategies on the MNIST dataset: (a) Test accuracy, |St|= 5,
βk,t = 0.1, (b) Test accuracy, |St|= 10, βk,t = 0.1, (c) Final test
accuracy of FL after 300 rounds of training.
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Figure 6.3: Comparison of the learning performance of FL with different prun-
ing strategies on the CIFAR-10 dataset: (a) Test accuracy, |St|= 5,
βk,t = 0.1, Test accuracy, |St|= 10, βk,t = 0.1, (c) Final test accu-
racy of FL after 1000 rounds of training..

addition, the proposed pruning approach with gradient compensation performs better

than that without gradient compensation. This demonstrates the effectiveness of the

proposed gradient compensation mechanism. Fig. 6.2(c) shows how the pruning ratio

affects the final accuracy of the global model trained under different pruning policies.

Note that all the accuracy results in Fig. 6.2(c) are obtained by training the global

model under corresponding pruning policies with 300 rounds. We can see that the

proposed pruning approach outperforms the benchmarks under different pruning ratios

and participant numbers. Moreover, for all pruning policies, the final accuracy under
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|St|= 10 is higher than that under |St|= 5. This indicates scheduling more devices in

each round improves the learning performance of AMP-FL. In addition, the final model

accuracy under all pruning policies decreases with the increase in the pruning ratio. This

is because a larger pruning ratio induces that the sub-models have fewer parameters, and

more filters and neurons have been trained fewer times.

A similar comparison is conducted on the CIFAR-10 dataset in Fig. 6.3. It is also

observed that the proposed model pruning policy converges faster than the benchmarks.

When the pruning ratios of all approaches are set to be 0.1, the proposed approach is

capable of boosting 5.13% and 3.56% accuracy under |St|= 5 and |St|= 10, respectively.

It is worth mentioning that the proposed approach with gradient compensation outper-

forms that without gradient compensation. In addition, the proposed-wGC approach

remains performs better than the other two benchmarks. This demonstrated the effec-

tiveness of the proposed gradient compensation mechanism and model pruning approach.

6.5.2 Comparison of Device Scheduling Policies

In this section, we evaluate the effectiveness of the proposed device scheduling and

resource allocation approach by comparing it with: 1) Pruning ratio minimization-aware

device scheduling (PR-scheduling) [59, 61]: In each round, the edge server selects a subset

of devices that satisfies the latency constraint and has the minimal sum of the pruning

ratio. 2) Channel gain-aware device scheduling (C-scheduling) [35]: The edge server

schedules the devices with maximal channel gain and satisfies the latency constraint to

perform training in each round. 3) Random scheduling. In each round, the edge server

randomly selects a subset of devices and their corresponding RBs that satisfy the latency

constraint.

Fig. 6.4 compares the proposed scheduling approach with the above three approaches

on MNIST dataset. From Fig. 6.4(a), compared to the benchmarks, the proposed device

scheduling achieves higher accuracy and faster convergence speed. Specifically, the pro-
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(a) (b)

Figure 6.4: Comparison of learning performance for different device scheduling
approaches on MNIST dataset.

(a) (b)

Figure 6.5: Comparison of learning performance for different device scheduling
approaches on CIFAR-10 dataset.

posed device scheduling approach boosts at least 3.97% accuracy than the benchmarks.

Given the target accuracy is 85%, the proposed device scheduling approach only takes

10.42 seconds to achieve the target, while the best benchmark, i.e., the PR-scheduling

scheme, requires 15.3 seconds. Compared to the benchmarks, the proposed approach is

able to save 31.9% training time to obtain 85% test accuracy. The latent reason why the
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proposed device scheduling approach outperforms the benchmarks is illustrated in Fig.

6.4(b), which plots the average AoI of devices’ local gradients. We find that the pro-

posed method possesses the lowest average AoI of local gradients. In addition, for all the

device scheduling algorithms, the one with lower AoI obtains higher learning accuracy.

This phenomenon demonstrated the convergence results in Remark 6, which suggests

minimizing the average AoI of local gradients to enhance the learning performance.

Fig. 6.5 evaluates the learning performance of all the device scheduling approaches

on the CIFAR-10 dataset and shows the same conclusion as MNIST. From Fig. 6.5(a),

the proposed approach achieves 2.1% accuracy improvement after 3 × 104 seconds of

training. Given the target accuracy is 70%, the proposed device scheduling approach

saves at least 15.87% training time compared to the benchmarks. In addition, Fig.

6.5(b) shows that the proposed device scheduling approach has the lowest average AoI

of gradients compared to the benchmarks. This further demonstrated the correctness of

the convergence results in Remark 6.

6.5.3 Overall Effectiveness

This subsection evaluates AMP-FL by comparing it to three FL algorithms as follows:

1) Synchronous FL [27, 33, 35]: The scheduled devices train the entire global model and

upload the trained model to the edge server for aggregation. 2) Regularized FL [121]:

Regularized FL utilizes a weight-based proximal term to limit the impact of local updates

to tackle the data heterogeneity among devices. 3) Adaptive personalized FL (APFL)

[108]: The selected devices train their local models and the received global model. After

that, APFL integrates devices’ local models and global model to create a personalized

model for each device.

Fig. 6.6 shows the learning performance of AMP-FL and three benchmarks on

MNIST dataset. Fig. 6.6(a) sets the data heterogeneity-related parameter to s = 2, i.e.,

each device in the system has at most two types of data samples of the MNIST dataset.
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(a) (b)

Figure 6.6: Learning performance of different FL algorithms on the MNIST
dataset: (a) s = 2, (b) s = 3.

(a) (b)

Figure 6.7: Learning performance for different FL algorithms on the CIFAR-
10 dataset: (a) s = 2, (b) s = 3.

We can see that AMP-FL significantly outperforms Synchronous FL and Regularized

FL, i.e., it improves around 4.3% test accuracy compared to these two benchmarks.

Although AMP-FL only obtains a slight accuracy improvement to the APFL approach,

it converges fast than APFL. AMP-FL only takes 17.5s to achieve 90% accuracy, while
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APFL takes 29.5s. That is, AMP-FL provides a 1.7x speed up compared to APFL. Fig.

6.6(b) compares the learning performance of all the FL algorithms under s = 3, drawing

a similar conclusion to the setting of s = 2. Specifically, AMP-FL boosts 3.63% accuracy

compared to Synchronous FL and Regularized FL and achieves a 1.9x speed up when

the target accuracy is 90% compared to APFL. In addition, for all the FL algorithms,

their learning performance under s = 3 is better than that under s = 2. This is because

the high data heterogeneity would introduce higher variance in the global model update

and degrade the learning performance.

Fig. 6.7 conducts a similar comparison on the CIFAR-10 dataset. From Fig. 6.7(a)

with setting s = 2, when the target accuracy is 70% and 75%, the proposed AMP-FL is

capable of providing a 1.6x and 1.5x speed up compared to the benchmarks, respectively.

In Fig. 6.7(b), we set the data heterogeneity-related parameter to s = 3. It is observed

that AMP-FL achieves a 1.75x and 1.7x speed up when the target accuracy is 70% and

75%, respectively. Moreover, we can see that the learning process of the proposed AMP-

FL is more stable than that of the benchmarks since the shadow band of AMP-FL is

slim than the benchmarks. The benefits come from the proposed gradient compensation

mechanism and model pruning approach, which prevents the global model from being

biased toward devices with high communication and computation capabilities. From

the results in Fig. 6.6 and Fig. 6.7, dynamically adjusting the local models to adapt

devices’ computation and communication capabilities is an efficient approach to mitigate

the straggler effects in practical wireless FL systems.

6.5.4 Impact of Wireless Resource on Learning Performance

In this subsection, we evaluate the impacts of the number of RBs on the learning per-

formance of AMP-FL, including test accuracy and Average AoI of devices’ gradients.

Note that in this section, the results on MNIST and CIFAR-10 are achieved after 50 and

3× 104 seconds of training, respectively.
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Figure 6.8: Learning performance of the proposed AMP-FL under different
number of RBs: (a) on MNIST dataset, (b) on CIFAR-10 dataset.

In Fig. 6.8, we evaluate the effects of the number of RBs on the test accuracy and

average AoI on the MNIST and CIFAR-10 datasets. From the results on MNIST dataset

in Fig. 6.8(a), it is observed that the test accuracy of AMP-FL keeps increasing along

with the increase in the number of RBs. This is because the increasing number of RBs

allows more devices to participate in the learning process in each round. In addition,

the average AoI of devices’ gradients decreases with the increase in the number of RBs.

According to the definition of AoI in (9), the AoI of a model region increases when the

corresponding device is not selected or the model region is pruned. Increasing the number

of resource blocks would increase the number of selected devices in each round, and thus

more model regions are selected in each round. Consequently, the average AoI across

devices would be reduced. The results on the CIFAR-10 dataset in Fig. 6.8(b) show a

similar conclusion to the results in Fig. 6.8(a), indicating that increasing the number

of RBs helps improve test accuracy of reducing the average AoI of devices’ gradients.

These simulation results further verifies our theoretical analysis results in Remark 6,

which suggests minimizing the average AoI of local gradients to enhance the learning

performance.
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6.6 Summary

In this chapter, we developed a novel AMP-FL framework which dynamically prunes

the global model to generate sub-models adapted to devices’ communication and com-

putation capabilities. This framework is capable of simultaneously reducing communica-

tion and computation overhead for devices to enable efficient FL among heterogeneous

devices. To prevent the diverse structures of pruned local models from affecting the

training convergence, we proposed a gradient compensation mechanism to compensate

for the gradients of pruned model regions by devices’ historical gradients. We introduced

an AoI metric to characterize the staleness of local gradients and analyzed the conver-

gence bound of AMP-FL. The convergence bound suggests scheduling devices with large

AoI and pruning the model regions with small AoI for devices in the per-round learning

process. Based on this, we develop an effective device scheduling, model pruning, and

RB allocation approach to enhance the learning performance of AMP-FL in wireless

networks. Experimental results show that compared to the benchmark FL algorithms,

the proposed AMP-FL is capable of achieving 1.9x and 1.6x speed up on MNIST and

CIFAR-10 datasets, respectively.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

This thesis concentrates on the joint design of wireless networks and learning mecha-

nisms to address different challenges that emerged in wireless FL, aiming to improve the

learning performance and enhance the robustness of FL in practical wireless networks.

Specifically, six fundamental challenges under different scenarios are investigated, i.e.,

data heterogeneity, scarce wireless resources, high communication overhead, model het-

erogeneity, device heterogeneity, and unreliable communications. For these challenges,

this thesis proposes four schemes to address them and verifies the effectiveness of the

designed schemes in learning performance.

Chapter 3 started by investigating the origin of learning performance degradation

caused by partial device participation through convergence analysis, which revealed that

the learning convergence declined due to the error between the scheduled devices aggre-

gated gradient and full participation aggregated gradient. In addition, considering the

limited wireless bandwidth, we propose to schedule a subset of representative devices

and the corresponding pre-device stepsizes to approximate the full participation aggre-

gated gradient while capturing the trade-off between learning performance and latency

151
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for FL. Simulation results demonstrated the efficiency of the proposed scheme in terms

of convergence speed and learning accuracy.

Chapter 4 developed a novel KFL framework to address the data heterogeneity, high

communication overhead, and model heterogeneity in wireless FL. Unlike the conven-

tional FL algorithms that aggregate local models, KFL aggregates light high-level data

features, namely knowledge, in the per-round learning process. Compared to the con-

ventional model aggregation-based FL algorithms, KFL possesses three advantages, i.e.,

allowing devices to be equipped with heterogeneous local models, greatly reducing the

communication overhead, and mitigating the data heterogeneity problem. In addition,

when deploying KFL in wireless networks with energy-limited devices, we theoretically

and experimentally demonstrated that scheduling more devices in the early rounds helps

improve learning performance.

Chapter 5 proposed a gradient recycling-based FL framework, i.e., FL-GR, to address

the unreliable communication and scarce resources in wireless FL. FL-GR reuse the

historical gradients of unscheduled and transmission-failure devices to calibrate the global

update and improve the learning performance of FL. On this basis, we theoretically

revealed that minimizing the average square of local gradients staleness in the learning

process helps improve learning performance. Following that, we developed a joint device

scheduling, resource allocation and power control approach to enhance the performance

of FL. Extensive simulations verified the effectiveness of the developed approaches in

unreliable wireless networks.

Chapter 6 proposed an adaptive model pruning-based FL approach to tackle the

device heterogeneity, in which the edge server dynamically generates sub-models by prun-

ing the global model for devices local training to adapt their heterogeneous computation

capabilities and time-varying channel conditions. Since the model pruning produces

diverse structures of devices submodels and negatively affects the learning performance,

we propose compensating for the gradients of pruned model regions by devices historical

gradients. Following that, we introduced an AoI metric to characterize the staleness of
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local gradients and theoretically analyze the convergence behaviour of AMP-FL. Based

on the convergence bound, we further jointly optimized the device scheduling, model

pruning, and resource block (RB) allocation policies to enhance the learning efficiency

of FL.

7.2 Future Directions

In this section, some possible extensions of the current works in this thesis and future

research directions are summarized as follows:

7.2.1 Federated Split Learning

In FL, the devices undertake the overall training computations, and the server is only

responsible for aggregating the local updates uploaded from devices. However, train-

ing and transmitting model updates are prohibitively expensive for resource-constrained

devices, especially when training a large ML model. To relieve the computational bur-

den for devices, federated split learning (FSL) [122, 123] was developed to split the ML

model into two parts so that most computations are offloaded to the server, and devices

only train a small part of the learning model. With the development of machine learning

techniques, one generated insight is that scaling up model size can effectively improve

model accuracy. Under this scope, FSL is a promising technique to enable collaborative

training of large ML models at the wireless networks.

Although FSL is device-friendly, it still suffers from high communication costs due

to the back-and-forth transmission of smash data and gradients of every data sample

in each epoch. In addition, the existing FSL frameworks mainly focused on reducing

the communication cost of homogeneous client-based systems. Most of the practical

system limitations, e.g., device heterogeneity and data heterogeneity, have not been well

investigated. Thus, it is essential to develop innovative FSL frameworks to address
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practical challenges and improve learning efficiency.

7.2.2 Federated Multi-Modal Learning

With the advancement of data collection techniques, end users are interested in how

different types of data can collaborate to improve our life experiences. However, most

existing FL algorithms mainly focused on the single-modal data scenarios, e.g., computer

vision, audio, and natural language processing.

In practical systems, devices may have heterogeneous setups of sensors and their local

data consists of different combinations of modalities. The FL algorithm utilizing multi-

modal data sources remains in its infancy [124, 125]. With the modality incongruity,

devices may solve different tasks on different parameter spaces, which escalates the dif-

ficulties in federated training. In addition, it would be hard to perform accurate model

aggregation across different types of clients. Considering these practical challenges and

applications, developing effective Federated multi-modal learning schemes is still an open

problem.

7.2.3 Federated Continue Learning

In practical systems, the local datasets at devices may dynamically change over time.

For example, a mobile phone user may delete some photos or take some new photos. In

addition, devices may join and depart the training without prior notice. These practi-

cal situations induced the time-varying local datasets in the federated training process.

However, the existing FL research mainly relies on fixed data distribution among devices

throughout the entire learning process, which may confront severe learning performance

degradation under the time-varying local datasets.

To tackle the time-varying data in FL, integrating continual learning [126] into FL is

a promising framework. In fact, continual learning approaches have been widely investi-
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gated in the centralized learning setting to avoid the problem of catastrophic forgetting

in time-varying data. The existing continual learning methods are mainly from the

perspective of regularization [127], experience memory [128], and dynamic architectures

[129]. Directly integrating these continual learning techniques into FL would increase the

memory and computation burdens for the resource-constrained devices. Thus, it is essen-

tial to design novel federated continual learning approaches to enable resource-efficient

learning under time-varying data scenarios.



Appendix A

Proof in Chapter 2

A.1 Proof of Theorem 1

According to the L-Lipschitz continuous of loss gradients ∇Fk(w) in Assumption 1, we

have

Fk(w) ≤ Fk(v)− 〈∇Fk(v),w − v〉+
L

2
‖w − v‖2 (A.1)

For ease of proof, we define ḡt = 1
K

∑K
k=1

∑τ−1
l=0 ∇Fk(wk,t,l). Thus,

E [F (wt+1)− F (wt)]

≤ E [〈∇F (wt),wt+1 −wt〉] +
L

2
E ‖wt+1 −wt‖2

= −ηE [〈∇F (wt), g̃t〉] +
L

2
η2E‖g̃t‖2

= −ηE [〈∇F (wt), g̃t〉] +
L

2
η2E ‖∇F (wt)−∇F (wt) + g̃t‖2

= −L
2
η2E‖∇F (wt)‖2 + (Lη2 − η)E [〈∇F (wt), g̃t〉] +

L

2
η2E‖−∇F (wt) + g̃t‖2

(a)

≤ −L
2
η2E‖∇F (wt)‖2 +

L

2
η2E‖−∇F (wt) + gt − gt + g̃t‖2

(b)

≤ −L
2
η2E‖∇F (wt)‖2 + Lη2E‖−gt + g̃t‖2 + Lη2E‖−∇F (wt) + gt‖2

= −L
2
η2E‖∇F (wt)‖2 + Lη2E‖−gt + g̃t‖2 + Lη2E‖−∇F (wt) + ḡt − ḡt + gt‖2

(c)
= −L

2
η2E‖∇F (wt)‖2 + Lη2E‖−gt + g̃t‖2
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+ Lη2E‖−∇F (wt) + ḡt‖2 + Lη2E‖−ḡt + gt‖2, (A.2)

where (a) derived by Cauchy-Schwarz inequality and η ≤ 1
L , (b) follows the triangle-

inequality, (c) is due to the unbiased stochastic gradient in Assumption 2.

Below we first bound E ‖−∇F (wt) + ḡt‖2.

E ‖−∇F (wt) + ḡt‖2

= E

∥∥∥∥∥ 1

K

K∑
k=1

τ−1∑
l=1

∇F (wk,t,l)

∥∥∥∥∥
2

(a)

≤ 1

K

K∑
k=1

(τ − 1)
τ−1∑
l=1

E‖∇F (wk,t,l)‖2

=
1

K

K∑
k=1

(τ − 1)

τ−1∑
l=1

E
∥∥∥∥∇F (wk,t,l)−∇F (wk,t,l,Bk,t,l) +∇F (wk,t,l,Bk,t,l)

∥∥∥∥2

(b)
=

1

K

K∑
k=1

(τ − 1)
τ−1∑
l=1

{
E‖∇F (wk,t,l)−∇F (wk,t,l,Bk,t,l)‖2 + E‖∇F (wk,t,l,Bk,t,l)‖2

}
(c)

≤ (τ − 1)2(G2 + χ2) (A.3)

where (a) follows Jensen’s inequality, (b) is due to the unbiased gradient in Assumption 2,

(c) follows the Assumption 2 and Assumption 3. In the following, we bound E‖−ḡt + gt‖2

as follows:

E‖−ḡt + gt‖2 = E

∥∥∥∥∥ 1

K

K∑
k=1

τ−1∑
l=0

(∇F (wk,t,l,Bk,t,l)−∇F (wt,l))

∥∥∥∥∥
2

(a)

≤ 1

K

K∑
k=1

τ
τ−1∑
l=0

E‖(∇F (wk,t,l,Bk,t,l)−∇F (wt,l))‖2

(b)

≤ τ2G2 (A.4)

where (a) follows Jensen’s inequality, (b) is due to Assumption 2. Substituting (A.3)

and (A.4) into (A.2), the proof is completed.
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A.1.1 Proof of Corollary 1

By using the L-smooth of loss functions, we have

‖∇F (wt)‖2 ≤ 2L (F (wt)− F (w∗)) . (A.5)

By substracting F (w∗) for both F (wt+1) and F (wt) in the one-round convergence bound

in (3.12),

E(F (wt+1)− F (w∗)) ≤ E(F (wt)− F (w∗))− L

2
η2E ‖∇F (wt)‖2

+ Lη2
(
2τ2 − 2τ + 1

)
G2 + Lη2(τ − 1)2χ2 + Lη2 ‖−gt + g̃t‖2 . (A.6)

Substituting (A.5) into (A.6), we have

F (wt+1)− F (w∗) ≤
(
1− L2η2

)
(F (wt)− F (w∗))

+ Lη2
(
2τ2 − 2τ + 1

)
G2 + Lη2(τ − 1)2ε2 + Lη2 ‖−gt + g̃t‖2 . (A.7)

Telescoping the above equation, the convergence bound after T rounds can be derived

as Corollary 1. The proof is completed.

A.1.2 Proof of Lemma 3

From the definition of TC
k,t in (3.7), it is straightforward to see that TC

k,t is a monotonically

decreasing function with respect to θk,t. For any device that finished the local gradient

computing process earlier than other devices, we can reallocate some of its bandwidth

to other slower devices. As a result, the one-round latency determined by the slowest

device can be reduced. The bandwidth reallocation process will be performed until all

devices simultaneously finish the local gradient computing and uploading. Consequently,

the optimal solution of (3.19) is achieved when the entire bandwidth is allocated to

all scheduled devices to have the same finishing time. Thus, the optimal bandwidth

allocation policy satisfies 
TL
k,t + TC

k,t = T ∗t (St), ∀k ∈ St∑
k∈St θk = 1,

(A.8)
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where T ∗t (St) is the optimal latency in round t. By solving (A.8), the proof is completed.

A.1.3 Proof of Lemma 4

For ease of presentation, we first denote the minimal gradient uploading latency for device

k (k ∈ K) as TC,min
k,t = Qq

B log
(

1+
pkhk,t

σ2

) , which is derived when device k occupies the entire

bandwidth to upload its gradient. Below we first prove that the optimal latency function

T ∗t (S) is a monotonically increasing function with the device set S. Based on Lemma

3, for device set S1 ⊆ S2 ⊆ K, we have∑
k∈S1

TC,min
k,t

T ∗t (S1)− TL
k,t

=
∑
k∈S2

TC,min
k,t

T ∗t (S2)− TL
k,t

= 1, (A.9)

which equivalent to∑
k∈S1

TC,min
k,t

T ∗t (S1)− TL
k,t

=
∑
k∈S1

TC,min
k,t

T ∗t (S2)− TL
k,t

+
∑

k∈S2\S1

TC,min
k,t

T ∗t (S2)− TL
k,t

. (A.10)

By rearranging the above equation, we have∑
k∈S1

(
TC,min
k,t

T ∗t (S1)− TL
k,t

−
TC,min
k,t

T ∗t (S2)− TL
k,t

)
=

∑
k∈S2\S1

TC,min
k,t

T ∗t (S2)− TL
k,t

> 0 (A.11)

Thus, we have T ∗t (S1) ≤ T ∗t (S2). That is, T ∗t (S) is a monotonically increasing function

with the device set S. Similarly, for device h ∈ K\S2, we have∑
k∈S1

(
TC,min
k,t

T ∗t (S1 + h)− TL
k,t

−
TC,min
k,t

T ∗t (S1)− TL
k,t

)
+

TC,min
h,t

T ∗t (S1 + h)− TL
h,t

= 0 (A.12)

By rearranging the above equation, we have

T ∗t (S1 + h)− T ∗t (S1) =
TC,min
h,t

1 +
∑
k∈S1

TC,min
k,t

T ∗t (S1)−TL
k,t

TL
k,t−T

L
h,t

T ∗t (S1+h)−TL
k,t

(A.13)

Since T ∗t (S1 + h) < T ∗t (S2 + h), based on (A.9), we have T ∗t (S1 + h) − T ∗t (S1) ≤

T ∗t (S2 + h)− T ∗t (S2), the proof is completed.
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A.1.4 Proof of Lemma 5

For ease of presentation, we define two device sets, S1 and S2, such that S1 ⊆ S2 ⊆ K,

and a device h ∈ K\S2. Based on the definition of H(St), we have H(S1) ≥ H(S2) and

H(S1 ∪ {h}) ≥ H(S2 ∪ {h}). Moreover, we have

H(S1 ∪ {h})−H(S1)

=

K∑
k=1

min
e∈S1∪{h}

‖∇Fk(wt)−∇Fe(wt)‖ −
K∑
k=1

min
e∈S1

‖∇Fk(wt)−∇Fe(wt)‖

=
K∑
k=1

min

(
0, ‖∇Fk(wt)−∇Fn(wt)‖ − min

h∈S1

‖∇Fk(wt)−∇Fh(wt)‖

)
. (A.14)

Since S1 ⊆ S2, we have min
h∈S1

‖∇Fk(wt)−∇Fh(wt)‖ ≥ min
h∈S2

‖∇Fk(wt)−∇Fh(wt)‖.

Thus, H(S1 ∪ {h})−H(S1) ≤ H(S2 ∪ {h})−H(S2), the proof is completed.
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Proof in Chapter 3

B.1 Proof of Lemma 6

Using Lu smooth of Fk(·,vk) and Lv-smooth of F (uk, ·), we have

Fk(u
′
k,v
′
k)− Fk

(
uk,v

′
k

)
≤
〈
∇uFk

(
uk,v

′
k

)
,u′k − uk

〉
+
Lu
2

∥∥u′k − uk∥∥2
, (B.1)

and

Fk
(
uk,v

′
k

)
− Fk(uk,vk) ≤

〈
∇vFk(uk,vk),v′k − vk

〉
+
Lv
2

∥∥v′k − vk∥∥2
. (B.2)

Summarizing (B.1) and (B.2), we have

Fk(u
′
k,v
′
k)− Fk(uk,vk) ≤

〈
∇uFk

(
uk,v

′
k

)
,u′k − uk

〉
+
Lu
2

∥∥u′k − uk∥∥2

+
〈
∇vFk(uk,vk),v′k − vk

〉
+
Lv
2

∥∥v′k − vk∥∥2
. (B.3)

We now focus on bounding 〈∇uFk (uk,v
′
k) ,u

′
k − uk〉 as follows:〈

∇uFk(uk,v′k),u′k − uk
〉

(a)
=
〈
∇uFk(uk,vk),u′k − uk

〉
+
〈
∇uFk

(
uk,v

′
k

)
−∇uFk(uk,vk),u′k − uk

〉
(b)

≤
〈
∇uFk(uk,vk),u′k − uk

〉
+
∥∥∇uFk (uk,v′k)−∇uFk(uk,vk)∥∥∥∥u′k − uk∥∥

(c)

≤
〈
∇uFk(uk,vk),u′k − uk

〉
+ Luv

∥∥v′k − vk∥∥∥∥u′k − uk∥∥

161
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(c)

≤
〈
∇uFk(uk,vk),u′k − uk

〉
+

1

2
χLv

∥∥v′k − vk∥∥2
+

1

2
χLu

∥∥u′k − uk∥∥2
, (B.4)

where (a) is derived by adding and substracting ∇uFk(uk,vk) into ∇uFk(uk,v′k), (b)

follows the Cauchy-Schwarz inequality, (c) comes from Assumption 4, (d) is due to the

definition of χ. Substituting (B.4) into (B.3), the proof completes.

B.2 Proof of Lemma 7

According to Lemma 6, we have

Fk(uk,t+1,vk,t+1)− Fk(uk,t,vk,t)

≤ 〈∇uFk(uk,t,vk,t),uk,t+1 − uk,t〉+
1 + χ

2
Lu‖uk,t+1 − uk,t‖2

+ 〈∇vFk(uk,t,vk,t),vk,t+1 − vk,t〉+
1 + χ

2
Lv‖vk,t+1 − vk,t‖2. (B.5)

Below we focus on bounding the four terms on the RHS of (B.5). Firstly, we bound

〈∇uFk(uk,t,vk,t),uk,t+1 − uk,t〉 as follows:

〈∇uFk(uk,t,vk,t),uk,t+1 − uk,t〉

= −ηu
τ−1∑
l=0

〈∇uFk(uk,t,vk,t),∇uFk(uk,t,l,vk,t,l) + λ∇Lk(uk,t,l)〉

(a)

≤ −ηuτ
2
‖∇uFk(uk,t,vk,t)‖2

+
ηu
2

τ−1∑
l=0

‖∇uFk(uk,t,l,vk,t,l)−∇uFk(uk,t,vk,t) + λ∇Lk(uk,t,l)‖2

(b)

≤ −ηuτ
2
‖∇uFk(uk,t,vk,t)‖2 + ηuλ

2
τ−1∑
l=0

‖∇Lk(uk,t,l)‖2

+ ηu

τ−1∑
l=0

‖∇uFk(uk,t,l,vk,t,l)−∇uFk(uk,t,vk,t)‖2, (B.6)

where (a) is derived by adding and substracting ∇uFk(uk,t,vk,t) into ∇uFk(uk,t,l,vk,t,l)

and using the triangle inequality, (b) follows the triangle inequality. For the second term

on the RHS of (B.5), we bound ‖uk,t+1 − uk,t‖2 as

‖uk,t+1 − uk,t‖2 = η2
u

∥∥∥∥∥
τ−1∑
l=0

(∇uFk(uk,t,l,vk,t,l) + λ∇Lk(uk,t,l))

∥∥∥∥∥
2
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(a)

≤ η2
uτ

τ−1∑
l=0

‖∇uFk(uk,t,l,vk,t,l) + λ∇Lk(uk,t,l)‖2

(b)

≤ 2η2
uτ

τ−1∑
l=0

‖∇uFk(uk,t,l,vk,t,l)‖2 + 2η2
uτ

τ−1∑
l=0

‖λ∇Lk(uk,t,l)‖2

(c)

≤ 4η2
uτ

2‖∇uFk(uk,t,vk,t)‖2 + 2η2
uτλ

2
τ−1∑
l=0

‖∇Lk(uk,t,l)‖2

+ 4η2
uτ

τ−1∑
l=0

‖∇uFk(uk,t,l,vk,t,l)−∇uFk(uk,t,vk,t)‖2, (B.7)

where (a) is due to Jensen’s inequality, (b) follows the triangle inequality, (c) is derived

by adding and substracting ∇uFk(uk,t,vk,t) into ∇uFk(uk,t,l,vk,t,l). We now focus on

bounding
∑τ−1

l=0 ‖∇uFk(uk,t,l,vk,t,l)−∇uFk(uk,t,vk,t)‖2 which appears in both (B.6) and

(B.7) as

τ−1∑
l=0

‖∇uFk(uk,t,l,vk,t,l)−∇uFk(uk,t,vk,t)‖2

(a)

≤ 2
τ−1∑
l=0

(
‖∇uFk(uk,t,l,vk,t,l)−∇uFk(uk,t,vk,t,l)‖2

+ ‖∇uFk(uk,t,vk,t,l)−∇uFk(uk,t,vk,t)‖2
)

(b)

≤ 2

τ−1∑
l=0

L2
u‖uk,t,l − uk,t‖

2 + 2
τ−1∑
l=0

χ2LuLv‖vk,t,l − vk,t‖2. (B.8)

where (a) derived by adding and substracting ∇uFk(uk,t,vk,t,l) and using the triangle

inequality, (b) follows Assumption 4 and the definition of χ.

For the last two terms on the RHS of (B.5), we have

〈∇vFk(uk,t,vk,t),vk,t+1 − vk,t〉+
1 + χ

2
Lv‖vk,t+1 − vk,t‖2

= −ηv
τ−1∑
l=0

〈∇vFk(uk,t,vk,t),∇vFk(uk,t,l,vk,t,l)〉+
1 + χ

2
Lvη

2
v

∥∥∥∥∥
τ−1∑
l=0

∇vFk(uk,t,l,vk,t,l)

∥∥∥∥∥
2

(a)

≤ −ηv
τ−1∑
l=0

〈∇vFk(uk,t,vk,t),∇vFk(uk,t,l,vk,t,l)〉+
1 + χ

2
Lvη

2
vτ

τ−1∑
l=0

‖∇vFk(uk,t,l,vk,t,l)‖2

(b)

≤ ((1 + χ)Lvη
2
vτ

2 − 1

2
ηvτ)‖∇vFk(uk,t,vk,t)‖2

+ ((1 + χ)Lvη
2
vτ +

1

2
ηv)

τ−1∑
l=0

‖∇vFk(uk,t,l,vk,t,l)−∇vFk(uk,t,vk,t)‖2, (B.9)
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where (a) is due to Jensen’s inequality, (b) is derived by adding and substracting

∇vFk(uk,t,vk,t) into ∇vFk(uk,t,l,vk,t,l) and using the triangle inequality. In (B.9), we

bound
∑τ−1

l=0 ‖−∇vFk(uk,t,vk,t) +∇vFk(uk,t,l,vk,t,l)‖2 as

τ−1∑
l=0

‖∇vFk(uk,t,l,vk,t,l)−∇vFk(uk,t,vk,t)‖2

≤ 2
τ−1∑
l=0

‖∇vFk(uk,t,l,vk,t,l)−∇vFk(uk,t,vk,t,l)‖2

+ 2

τ−1∑
l=0

‖∇vFk(uk,t,vk,t,l)−∇vFk(uk,t,vk,t)‖2

≤ 2

τ−1∑
l=0

χ2LuLv‖uk,t,l − uk,t‖2 + 2
∑τ−1

l=0
L2
v‖vk,t,l − vk,t‖

2. (B.10)

Substituting (B.6), (B.7), (B.8), (B.9), and (B.10) into (B.5), and the learning rates

satisfy ηu ≤ 1
4τ(1+χ)Lu

and ηv ≤ 1
2τ(1+χ)Lv

, we have

Fk(uk,t+1,vk,t+1)− Fk(uk,t,vk,t) ≤
(

2(1 + χ)Luη
2
uτ

2 − 1

2
ηuτ

)
‖∇uFk(uk,t,vk,t)‖2

+

(
(1+χ)Lvη

2
vτ

2− 1

2
ηvτ

)
‖∇vFk(uk,t,vk,t)‖2 +(3ηuL

2
u+2ηvχ

2LuLv)
τ−1∑
l=0

‖uk,t,l − uk,t‖2

+ (3ηuχ
2LuLv + 2ηvL

2
v)

τ−1∑
l=0

‖vk,t,l − vk,t‖2 +
5

4
ηuλ

2
τ−1∑
l=0

‖∇Lk(uk,t,l)‖2. (B.11)

Below we focus on bounding two terms in (B.11), i.e.,
τ−1∑
l=0

‖vk,t,l−vk,t‖2 and
τ−1∑
l=0

‖uk,t,l−

uk,t‖2. Firstly, for
∑τ−1

l=0 ‖vk,t,l − vk,t‖
2, we have

τ−1∑
l=0

‖vk,t,l − vk,t‖2 =
τ−1∑
l=0

η2
v

∥∥∥∥∥
l−1∑
n=0

∇vFk(uk,t,n,vk,t,n)

∥∥∥∥∥
2

(a)

≤
τ−1∑
l=0

η2
v l

l−1∑
n=0

‖∇vFk(uk,t,n,vk,t,n)‖2

(b)

≤ η2
vG

2
2

τ(τ + 1)(2τ + 1)

6
, (B.12)

where (a) comes from the Jensen’s inequality, (b) follows the bounded gradient assump-

tion in Assumption 5. For
∑τ−1

l=0 ‖uk,t,l − uk,t‖
2, we have

τ−1∑
l=0

‖uk,t,l − uk,t‖2
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=
τ−1∑
l=0

η2
u

∥∥∥∥∥
l−1∑
n=0

(∇uFk(uk,t,n,vk,t,n) + λ∇Lk(uk,t,n))

∥∥∥∥∥
2

(a)

≤
τ−1∑
l=0

η2
ul

l−1∑
n=0

‖∇uFk(uk,t,n,vk,t,n) + λ∇Lk(uk,t,n)‖2

(b)

≤
τ−1∑
l=0

η2
ul

l−1∑
n=0

2‖∇uFk(uk,t,n,vk,t,n)‖2 +
τ−1∑
l=0

η2
ul
∑l−1

n=0
2 ‖λ∇Lk(uk,t,n)‖2

(c)

≤ τ(τ + 1)(2τ + 1)

3
η2
uG

2
1 + 2η2

uλ
2
τ−1∑
l=0

l
l−1∑
n=0

‖∇Lk(uk,t,n)‖2, (B.13)

where (a) is due to the Jensen’s inequality, (b) follows the triangle inequlity, (c) is due

to Assumption 5. Substituting (B.12) and (B.13) into (B.11), the proof is completed.

B.3 Proof of Theorem 2

By substituting (4.18) into (4.2), we have the one-round convergence bounded of the

global loss as follows:

F (Wt+1)− F (Wt) ≤
K∑
k=1

Dk

D
(2(1 + χ)Luη

2
uτ

2 − 1

2
ηuτ) ‖∇uFk(uk,t,vk,t)‖2

+
K∑
k=1

Dk

D
((1 + χ)Lvη

2
vτ

2 − 1

2
ηvτ) ‖∇vFk(uk,t,vk,t)‖2 +

5

4
ηuλ

2
K∑
k=1

Dk

D

τ−1∑
l=0

‖∇Lk(uk,t,l)‖2

+A1 + 2η2
uλ

2(3ηuL
2
u + 2ηvχ

2LuLv)

K∑
k=1

Dk

D

τ−1∑
l=0

(τ − l) ‖∇Lk(uk,t,l)‖2 , (B.14)

Below we bound ‖∇Lk(uk,t,l)‖2. For ease of proof, we introduce an auxiliary variable

Ω̄c,t =
∑
k∈KDk,cΩk,c,t∑

k∈KDk,c
, which aggregates all devices’s knowledge about class c (∀c ∈ C).

‖∇Lk(uk,t,l)‖2 =

∥∥∥∥∥∥ 1

Dk

C∑
c=1

∑
(x,y)∈Dk,c

‖hk(uk,t,l;x)−Ωc,t‖∇hk(uk,t,l;x)

∥∥∥∥∥∥
2

(a)

≤ 1

D2
k

C
C∑
c=1

Dk,c

∑
(x,y)∈Dk,c

‖hk(uk,t,l;x)−Ωc,t‖2‖∇hk(uk,t,l;x)‖2

(b)

≤ 1

D2
k

C

C∑
c=1

Dk,c

∑
(x,y)∈Dk,c

‖hk(uk,t,l;x)−Ωc,t‖2 ϑ2
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(c)

≤ 2
1

D2
k

ϑ2C
C∑
c=1

Dk,c

∑
(x,y)∈Dk,c

∥∥hk(uk,t,l;x)− Ω̄c,t

∥∥2
+ 2

1

D2
k

ϑ2C
C∑
c=1

D2
k,c

∥∥Ω̄c,t −Ωc,t

∥∥2
,

(B.15)

where (a) follows Jensen’s inequality, (b) is due to Assumption 6, (c) derived by adding

and substracting Ω̄c,t into Ωc,t and using the triangle inequality.

Below we focus on bounding the two terms on the RHS of (B.15), where the first

term is bounded as

2
1

D2
k

ϑ2C
C∑
c=1

Dk,c

∑
(x,y)∈Dk,c

∥∥hk(uk,t,l;x)− Ω̄c,t

∥∥2

= 2
1

D2
k

ϑ2C
C∑
c=1

Dk,c

∑
(x,y)∈Dk,c

∥∥∥∥∥ 1

Dc

K∑
h=1

∑
(x1,y1)∈Dn,c

(hk(uk,t,l;x)− hn(uh,t;x1))

∥∥∥∥∥
2

≤ 8ϑ2ς2, (B.16)

where the inequality is due to Jensen’s inequality and Assumption 6. For the second

term on the RHS of (B.15), we have

∥∥Ω̄c,t −Ωc,t

∥∥2
=

∥∥∥∥∥
K∑
k=1

∑
(x1,y1)∈Dk,c

hk(uk,t;x1)

Dc
−

K∑
k=1

αk,t−1
∑

(x1,y1)∈Dk,c
hk(uk,t;x1)

K∑
k=1

αk,t−1Dk,c

∥∥∥∥∥
2

=

∥∥∥∥∥∥∥∥
K∑
k=1

(1−αk,t−1)
∑

(x1,y1)∈Dk,c
hk(uk,t;x1)

Dc
−

(Dc−
K∑
k=1

αk,t−1Dk,c)
K∑
k=1

αk,t−1
∑

(x1,y1)∈Dk,c
hk(uk,t;x1)

Dc

K∑
k=1

αk,t−1Dk,c

∥∥∥∥∥∥∥∥
2

≤


K∑
k=1

(1−αk,t−1)
∑

(x1,y1)∈Dk,c
‖hk(uk,t;x1)‖

Dc
+

(Dc−
K∑
k=1

αk,t−1Dk,c)
K∑
k=1

αk,t−1
∑

(x1,y1)∈Dk,c
‖hk(uk,t;x1)‖

Dc
∑K

k=1 αk,t−1Dk,c


2

(a)

≤ 4ς2

(
Dc −

∑K
k=1 αk,t−1Dk,c

Dc

)2

, (B.17)

where (a) is due to Assumption 6. Substituting (B.15), (B.16), and (B.17) into (B.14),

then substracting F (W ∗) into both F (Wt+1) and F (Wt), we have

F (Wt+1)−F (W ∗)
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≤ F (Wt)−F (W ∗)+

(
2(1 + χ)Luη

2
uτ

2 − 1

2
ηuτ

) K∑
k=1

Dk

D
‖∇uFk(uk,t,vk,t)‖2

+

(
(1 + χ)Lvη

2
vτ

2 − 1

2
ηvτ

) K∑
k=1

Dk

D
‖∇vFk(uk,t,vk,t)‖2

+A1 +A2 +A2

K∑
k=1

1

D

1

Dk
C

C∑
c=1

D2
k,c

(Dc −
K∑
k=1

αk,t−1Dk,c

Dc

)2

, (B.18)

where A2 = 10ηuλ
2τϑ2ς2 + 8η2

uλ
2ϑ2ς2

(
3ηuL

2
u + 2ηvχ

2LuLv
)
τ(τ + 1).

By using the L-smooth of loss functions, we have

‖∇uFk(uk,t,vk,t)‖2 ≤ 2Lu (Fk(uk,t,vk,t)− Fk(u∗k,v∗k)) , (B.19)

and

‖∇vFk(uk,t,vk,t)‖2 ≤ 2Lv (Fk(uk,t,vk,t)− Fk(u∗k,v∗k)) . (B.20)

Substituting (B.19) and (B.20) into (B.18), we have

F (Wt+1)− F (W ∗) ≤ A3(F (Wt)− F (W ∗)) +A1 +A2

+A2

K∑
k=1

1

D

1

Dk
C

C∑
c=1

D2
k,c

(
Dc −

∑K
k=1 αk,t−1Dk,c

Dc

)2

, (B.21)

where A3 = 1 + (4L2
uη

2
u + 2L2

vη
2
v)(1 + χ)τ2 − (ηuLu + ηvLv)τ . By telescoping the above

inequality, we have

F (WT )− F (W ∗) ≤ AT3 (F (W0)− F (W ∗)) +
1−AT3
1−A3

(A1 +A2)

+A2

T−1∑
t=1

AT−1−t
3

K∑
k=1

1

D

1

Dk
C

C∑
c=1

D2
k,c

D2
c

(
Dc −

K∑
k=1

αk,t−1Dk,c

)2

. (B.22)

Below we bounding the last term on the RHS of (B.22) as

A2

T−1∑
t=1

AT−1−t
3

K∑
k=1

1

D

1

Dk
C

C∑
c=1

D2
k,c

D2
c

(
Dc −

∑K

k=1
αk,t−1Dk,c

)2

= A2

T−2∑
t=0

AT−2−t
3

K∑
k=1

1

D

1

Dk
C

C∑
c=1

D2
k,c

D2
c

(
Dc −

∑K

k=1
αk,tDk,c

)2

(a)

≤ A2KC

D

T−2∑
t=0

AT−2−t
3

K∑
k=1

C∑
c=1

D2
k,c

DkD2
c

K∑
k=1

(1− αk,t)D2
k,c
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=
A2CK

D

T−2∑
t=0

AT−2−t
3

K∑
k=1

C∑
c=1

D2
k,c

DkD2
c

K∑
k=1

D2
k,c

− A2K

D

T−2∑
t=0

AT−2−t
3

K∑
k=1

C

C∑
c=1

D2
k,c

DkD2
c

K∑
k=1

αk,tD
2
k,c, (B.23)

where (a) is due to Jensen’s inequality and (1 − αk,t)2 = 1 − αk,t. For the last term on

the RHS of (B.23), we have

A2K

D

T−2∑
t=0

AT−2−t
3

K∑
k=1

C
C∑
c=1

D2
k,c

DkD2
c

K∑
k=1

αk,tD
2
k,c

(a)

≥ A2
1

DK(T − 1)

(
T−2∑
t=0

AT−2−t
3

C∑
c=1

K∑
k=1

Dk,c√
DkDc

∑K

k=1
αk,tDk,c

)2

≥ A2
1

DK(T − 1)

1

max1≤k≤K Dk

(
T−2∑
t=0

AT−2−t
3

K∑
k=1

αk,t

C∑
c=1

Dk,c

)2

= A2
1

DK(T − 1)

1

max1≤k≤K Dk

(
T−2∑
t=0

AT−2−t
3

K∑
k=1

αk,tDk

)2

, (B.24)

where (a) follows Jensen’s inequality. Substituting (B.23) and (B.24) into (B.22), the

proof is completed.

B.4 Proof of Proposition 1

The first-order and second-order derivatives of the objective function (4.23) with respect

to T U
k,t are

∂
(∑

k∈St qk(t)Ek,t
)

∂T U
k,t

= qk(t)
θk,tBN0T U

k,t −N0Qq ln 2

hk,tT U
k,t

2

Qq

θk,tBT
U
k,t −

qk(t)θk,tBN0

hk,t
, (B.25)

and

∂2
(∑

k∈St qk(t)Ek,t
)

∂(T U
k,t)

2
=
qk(t)Q

2q2N0(ln 2)2

θk,tBhk,t

(
T U
k,t

)3 2

Qq

θk,tBT
U
k,t ≥ 0. (B.26)

Thus,
∂
(∑

k∈St
qk(t)Ek,t

)
∂T U
k,t

is an increasing function with respect to T U
k,t. Since lim

T U
k,t→∞

dEU
k,t

dT U
k,t

=

0, we have
∂
(∑

k∈St
qk(t)Ek,t

)
∂T U
k,t

≤ 0. That is, the objective function (4.23) is an non-

increasing function with respect to the communication time T U
k,t. The optimal completion

time of device k is T U
k,t = Tmax−T L

k . Thus, the optimal transmit power of device k satisfy



Appendix B. Proof in Chapter 3 169

(4.24).

B.5 Proof of Lemma 8

Problem (4.25) is a typical convex optimization problem, its proof is similar to the proof

of Proposition 1, and thus omitted for brevity. By using KKT conditions, the Lagrange

function of problem (4.25) is

L(θt, µ) =
∑
k∈St

qk(t)
θk,tBN0(Tmax − T L

k )

hk,t
I(θk,t) + µ

(
K∑
k=1

θk,t − 1

)
, (B.27)

where µ is the Lagrange multiplier associated with constraint (4.14c). The first-order

derivative of L(θt, µ) is

∂L(θt, µ)

∂θk,t
=
BN0qk(t)(Tmax − T L

k )

hk,t

(
I(θk,t) + θk,tI ′(θk,t)

)
+ µ. (B.28)

Let ∂L(θt,µ)
∂θk,t

= 0, we have

I(θk,t) + θk,tI ′(θk,t) =
−µhk,t

BN0qk(t)(Tmax − T L
k )
. (B.29)

Its inverse function is shown to be (4.28). Given constraint (4.25a), the optimal band-

width allocation policy is given as (4.27). In addition, similar to the proof of Proposition

1, one can prove that the objective function (4.25) is a decreasing function of θk,t. Thus,∑K
k=1 θ

∗
k,t = 1 always holds for the optimal solution.

B.6 Proof of Proposition 2

For the ease of presentation, we define the Lyapunov function as V(t) =
∑K

k=1
1
2q

2
k,t, the

Lyapunov drift of round t as ∆1(t) = V(t+ 1)−V(t). According to the evolution of the

virtual queue defined in (4.21), we have q2
k,t+1 ≤

(
qk,t + αk,tEk,t − Ek

T

)2
. For ∆1(t), we

have

∆1(t) =
1

2

K∑
k=1

(q2
k,t+1 − q2

k,t) ≤
K∑
k=1

(
1

2
(qk,t + αk,tEk,t −

Ek
T

)2 − 1

2
q2
k,t

)
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≤ ζ0 +
K∑
k=1

qk,t

(
αk,tEk,t −

Ek
T

)
, (B.30)

where ζ0 = 1
2

∑K
k=1 ζ

2
k , ζk = maxt

{∣∣∣αk,tEk,t − Ek
T

∣∣∣}. By adding −V γt
∑K

k=1 αk,tDk on

both sides of (B.30), an upper bound of the one-round drift-plus-penalty function is

given by

∆1(t)− V γt
K∑
k=1

αk,tDk ≤ ζ0 +

K∑
k=1

qk,t(αk,tEk,t −
Ek
T

)− V γt
K∑
k=1

αk,tDk. (B.31)

The drift-plus-penalty algorithm of Lyapunov optimization aims to minimize the upper

bound of ∆1(t)−γtV
∑K

k=1 αk,tDk. Define the T -round drift as ∆T = V(T −1)−V(0) =∑K
k=1

1
2q

2
k,T−1. Then, the T -round drift-plus-penalty function can be bounded by

∆T − V
T−1∑
t=0

γt

K∑
k=1

αk,tDk ≤ Tζ0 +
T−1∑
t=0

(
K∑
k=1

qk,t(αk,tEk,t −
Ek
T

)− V γt
K∑
k=1

αk,tDk

)
.

(B.32)

Based on the above analysis, we first prove the feasibility of the proposed algorithm. We

use superscript * to denote the optimal offline solution of problem (4.22), superscript

† to represent the solution of the proposed drift-plus-penalty algorithm. For a feasible

solution with αk,t = 0 and Ek,t = 0, we have

∆T =
∑K

k=1

1

2
q2
k,T−1 ≤ Tζ0 + V

∑T−1

t=0
γtD. (B.33)

Thus, we have (
K∑
k=1

qk,T−1

)2

≤ K
K∑
k=1

q2
k,T−1 ≤ 2K

(
Tζ0 + V

T−1∑
t=0

γtD

)
, (B.34)

where the first inequation comes from Jensen’s inequality. According to the evolution of

the virtual queue defined in (4.21), we have αk,tEk,t − Ek
T ≤ qk,t+1 − qk,t, summing this

inequation over T rounds, we have

T−1∑
t=0

K∑
k=1

(
αk,tEk,t −

Ek
T

)
≤

T−1∑
t=0

K∑
k=1

(qk,t+1 − qk,t) ≤

√√√√2K

(
Tζ0 + V

T−1∑
t=0

γtD

)
. (B.35)

By rearranging the above inequation, the energy consumption bound in (4.31) is derived.

Below we analyze the optimality of the proposed drift-plus-penalty algorithm, which
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minimize the RHS in (B.32). Since ∆T is positive, based on (B.32), we have

−V
T−1∑
t=0

γt

K∑
k=1

α†k,tDk,c ≤ Tζ0 +
T−1∑
t=0

K∑
k=1

qk,t

(
α∗k,tEk,t −

E∗k
T

)
− V

T−1∑
t=0

γt

K∑
k=1

α∗k,tDk,c,

(B.36)

Next, we bound the second term in the RHS of (B.36) as

T−1∑
t=0

K∑
k=1

qk,t

(
α∗k,tEk,t −

Ek
T

)
=

T−1∑
t=0

K∑
k=1

(qk,t − qk,0)

(
α∗k,tEk,t −

Ek
T

)

≤ T (T − 1)

2

K∑
k=1

ζ2
k . (B.37)

Substituting (B.37) into (B.36), the inequation (4.30) is derived, and the proof is com-

pleted.
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Proof in Chapter 4

C.1 Proof of Lemma 9

For λ = 1, the bound trivially holds since w
(0)
k,t = wt. For λ ≥ 2, we have

E‖w(l)
k,t −wt‖2 = E‖w(l−1)

k,t −wt − η∇̃Fk(w
(l−1)
k,t )‖2

(a)
= E

∥∥∥w(l−1)
k,t −wt − η∇Fk(w

(l−1)
k,t )

∥∥∥2
+ η2E

∥∥∥∇Fk(w(l−1)
k,t )− ∇̃Fk(w

(l−1)
k,t )

∥∥∥2

(b)

≤ E
∥∥∥w(l−1)

k,t −wt − η∇Fk(w
(l−1)
k,t )

∥∥∥2
+ η2σ2

= E
∥∥∥w(l−1)

k,t −wt

∥∥∥2
+ η2E

∥∥∥∇Fk(w(l−1)
k,t )

∥∥∥2

− 2E
〈

1√
λ− 1

(w
(l−1)
k,t −wt), η

√
λ− 1∇Fk(w

(l−1)
k,t )

〉
+ η2σ2

(c)

≤ (1 +
1

λ− 1
)E
∥∥∥w(l−1)

k,t −wt

∥∥∥2
+ λη2E

∥∥∥∇Fk(w(l−1)
k,t )

∥∥∥2
+ η2σ2

(d)

≤ (1 +
1

λ− 1
)E
∥∥∥w(l−1)

k,t −wt

∥∥∥2
+ 2λη2E

∥∥∥∇Fk(w(l−1)
k,t )−∇Fk(wt)

∥∥∥2

+ 2λη2‖∇Fk(wt)‖2 + η2σ2

(e)

≤
(

1 +
1

λ− 1
+ 2λη2L2

)
E
∥∥∥w(l−1)

k,t −wt

∥∥∥2
+ 2λη2‖∇Fk(wt)‖2 + η2σ2, (C.1)

where (a) is derived by adding and subtracting ∇Fk(w
(l−1)
k,t ) into ∇̃Fk(w

(l−1)
k,t ) and using

the unbiased stochastic gradient in Assumption 8, (b) is due to the bounded variance of

stochastic gradient in Assumption 8, (c) comes from the triangle inequality, (d) is derived

172
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by adding and subtracting ∇Fk(wt) into ∇Fk(w
(l−1)
k,t ) and using the triangle inequality,

(e) is due to the L-smooth of local loss functions in Assumption 7. Let η ≤ 1
2λL , we have

2λη2L2 ≤ 1
2λ ≤

1
2(λ−1) . Thus, we have

E
∥∥∥w(l)

k,t −wt

∥∥∥2

︸ ︷︷ ︸
yl

≤
(

1 +
3

2(λ− 1)

)
︸ ︷︷ ︸

c1

E
∥∥∥w(l−1)

k,t −wt

∥∥∥2

︸ ︷︷ ︸
yl−1

+ 2λη2 ‖∇Fk(wt)‖2 + η2σ2︸ ︷︷ ︸
c2

. (C.2)

By telescoping the above inequation, we have yl = c2
1−cl1
1−c1 ≤ c2

cλ−1
1 −1
c1−1 . That is,

E
∥∥∥w(l)

k,t −wt

∥∥∥2
≤
(

2λη2 ‖∇Fk(wt)‖2 + η2σ2
) (1 + 3

2(λ−1)

)λ−1
− 1

3
2(λ−1)

. (C.3)

In (C.3), we have
(

1 + 3
2(λ−1)

)λ−1
=
(

1 + 3
2(λ−1)

) 2(λ−1)
3

3
2 ≤ e

3
2 ≤ 5 and 2(λ−1)

3 ≤ (λ−1).

Thus,

E
∥∥∥w(l)

k,t −wt

∥∥∥2
≤ 4(λ− 1)

(
2λη2 ‖∇Fk(wt)‖2 + η2σ2

)
(a)

≤ 4(λ− 1)(2λη2G2 + η2σ2), (C.4)

where (a) follows Assumption 9. Let η = η̃
λ , the proof is completed.

C.2 Proof of Lemma 10

For any two round t and t′ that satisfies t ≥ t′, we have

E‖wt −wt′‖2 = E

∥∥∥∥∥∥
t−1∑
j=t′

(wj+1 −wj)

∥∥∥∥∥∥
2

= η̃2E

∥∥∥∥∥∥
t−1∑
j=t′

1

λK

K∑
k=1

λ−1∑
l=0

∇̃Fk
(
w

(l)
k,j−τk,j

)∥∥∥∥∥∥
2

(a)

≤ η̃2(t− t′)
t−1∑
j=t′

E

∥∥∥∥∥ 1

λK

K∑
k=1

λ−1∑
l=0

∇̃Fk
(
w

(l)
k,j−τk,j

)∥∥∥∥∥
2

(b)

≤ 3η̃2(t− t′)
t−1∑
j=t′

E

∥∥∥∥∥ 1

λK

K∑
k=1

λ−1∑
l=0

(
∇̃Fk

(
w

(l)
k,j−τk,j

)
−∇Fk

(
w

(l)
k,j−τk,j

))∥∥∥∥∥
2

+ 3η̃2(t− t′)
t−1∑
j=t′

E

∥∥∥∥∥ 1

λK

K∑
k=1

λ−1∑
l=0

(
∇Fk

(
w

(l)
k,j−τk,j

)
−∇Fk

(
wj−τk,j

))∥∥∥∥∥
2
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+ 3η̃2(t− t′)
t−1∑
j=t′

E

∥∥∥∥∥ 1

K

K∑
k=1

∇Fk
(
wj−τk,j

)∥∥∥∥∥
2

(c)

≤ 3η̃2(t− t′)
t−1∑
j=t′

1

λK

K∑
k=1

λ−1∑
l=0

E
∥∥∥∇̃Fk (w(l)

k,j−τk,j

)
−∇Fk

(
w

(l)
k,j−τk,j

)∥∥∥2

+ 3η̃2(t− t′)
t−1∑
j=t′

1

λK

K∑
k=1

λ−1∑
l=0

E
∥∥∥∇Fk (w(l)

k,j−τk,j

)
−∇Fk

(
wj−τk,j

)∥∥∥2

+ 3η̃2(t− t′)
t−1∑
j=t′

1

K

K∑
k=1

E
∥∥∇Fk (wj−τk,j

)∥∥2

(d)

≤ 3η̃2(t− t′)
t−1∑
j=t′

1

λK

K∑
k=1

λ−1∑
l=0

L2E
∥∥∥w(l)

k,j−τk,j−wj−τk,j

∥∥∥2
+ 3η̃2(t− t′)2(σ2 +G2), (C.5)

where (a) is due to Jensen’s inequality, (b) is derived by adding and subtracting both

∇Fk(wl
k,j−τk,j ) and ∇Fk(wj−τk,j ) into ∇̃Fk(wl

k,j−τk,j ), then using the triangle inequality,

(c) follows the Jensen’s inequality, (d) comes from the Assumption 7, 8, and 9. According

to Lemma 9, we have

E
∥∥∥wl

k,j−τk,j −wj−τk,j

∥∥∥2
≤ 4(λ− 1)η̃2

λ
(2G2 +

σ2

λ
). (C.6)

Substituting (C.6) into (C.5), the proof is completed.

C.3 Proof of Theorem 4

By using the L-smooth of the loss functions, we have

F (wt+1)− F (wt) ≤ 〈∇F (wt),wt+1 −wt〉+
L

2
‖wt+1 −wt‖2 . (C.7)

Thus, we have

E [F (wt+1)− F (wt)]

≤ E

[
−η̃

〈
∇F (wt),

1

Kλ

K∑
k=1

λ−1∑
l=0

∇̃Fk(w
(l)
k,t−τt,k)

〉]
+
Lη̃

2
E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇̃Fk(w
(l)
k,t−τt,k)

∥∥∥∥∥
2

= E

[
−η̃

〈
∇F (wt),

1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇̃Fk(w

(l)
k,t−τt,k)−∇Fk(w

(l)
k,t−τt,k)

)〉]
︸ ︷︷ ︸

A1
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+ E

[
−η̃

〈
∇F (wt),

1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(l)
k,t−τt,k)

〉]
︸ ︷︷ ︸

A2

+
Lη̃

2
E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇̃Fk(w
(l)
k,t−τt,k)

∥∥∥∥∥
2

︸ ︷︷ ︸
A3

. (C.8)

Below we focus on bounding the three terms in (C.8). Due to reuse of noisy gradient, the

stochastic gradient noise ∇̃Fk(w
(l)
k,t−τt,k) − ∇Fk(w

(l)
k,t−τt,k) is correlated with wt. Thus,

A1 6= 0. For A1, we have

A1 = E

[
−η̃

〈
∇F (wt),

1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇̃Fk(w

(l)
k,t−τt,k)−∇Fk(w

(l)
k,t−τt,k)

)〉]

= E

[
−η̃

〈
∇F (wt)−∇F (wt−τt,k),

1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇̃Fk(w

(l)
k,t−τt,k)−∇Fk(w

(l)
k,t−τt,k)

)〉]
︸ ︷︷ ︸

B1

− E

[
η̃

〈
∇F (wt−τt,k),

1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇̃Fk(w

(l)
k,t−τt,k)−∇Fk(w

(l)
k,t−τt,k)

)〉]
︸ ︷︷ ︸

B2

. (C.9)

Since wt−τt,k is independent with ∇̃Fk(w
(l)
k,t−τt,k)−∇Fk(w

(l)
k,t−τt,k), we have B2 = 0. For

B1, we have:

B1 = −η̃ 1

Kλ

K∑
k=1

λ−1∑
l=0

E
[〈
∇F (wt)−∇F (wt−τt,k), ∇̃Fk(w

(l)
k,t−τt,k)−∇Fk(w

(l)
k,t−τt,k)

〉]
(a)

≤ 1

2
η̃

1

K

K∑
k=1

E
∥∥∇F (wt)−∇F (wt−τt,k)

∥∥2

+
1

2
η̃

1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∇̃Fk(w(l)

k,t−τt,k)−∇Fk(w
(l)
k,t−τt,k)

∥∥∥2

(b)

≤ 1

2
η̃

1

K

K∑
k=1

E
∥∥∇F (wt)−∇F (wt−τt,k)

∥∥2
+

1

2
η̃σ2

(c)

≤ 1

2
η̃L2 1

K

K∑
k=1

E
∥∥wt −wt−τt,k

∥∥2
+

1

2
η̃σ2, (C.10)

where (a) follows the triangle inequality, (b) is due to Assumption 8, (c) comes from the

L-smooth of the loss function. According to the above analysis, we have

A1 ≤
1

2
η̃L2 1

K

∑K

k=1
E
∥∥wt −wt−τt,k

∥∥2
+

1

2
η̃σ2. (C.11)
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For A2, we have

A2 = −η̃E

[〈
∇F (wt),

1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(l)
k,t−τt,k)

〉]

= −η̃‖∇F (wt)‖2 + η̃E

[〈
∇F (wt),∇F (wt)−

1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(l)
k,t−τt,k)

〉]

= −η̃‖∇F (wt)‖2 + η̃E

[〈
∇F (wt),

1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(wt)−∇Fk(w

(l)
k,t−τt,k)

)〉]

≤ −1

2
η̃‖∇F (wt)‖2 +

1

2
η̃E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(wt)−∇Fk(w

(l)
k,t−τt,k)

)∥∥∥∥∥
2

≤ −1

2
η̃‖∇F (wt)‖2 + η̃E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(wt)−∇Fk(wt−τt,k)

)∥∥∥∥∥
2

+ η̃E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(wt−τt,k)−∇Fk(w

(l)
k,t−τt,k)

)∥∥∥∥∥
2

≤ −1

2
η̃ ‖∇F (wt)‖2 + η̃

1

K

K∑
k=1

L2E
∥∥wt −wt−τt,k

∥∥2

+ η̃
1

Kλ

K∑
k=1

λ−1∑
l=0

L2E
∥∥∥wt−τt,k−w

(l)
k,t−τt,k

∥∥∥2
. (C.12)

For A3, we have

A3 =
Lη̃

2
E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇̃Fk(w
(l)
k,t−τt,k)

∥∥∥∥∥
2

(a)

≤ Lη̃E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇̃Fk(w

(l)
k,t−τt,k)−∇Fk(w

(l)
k,t−τt,k)

)∥∥∥∥∥
2

+ Lη̃E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(l)
k,t−τt,k)

∥∥∥∥∥
2

(b)

≤ Lη̃
1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∇̃Fk(w(l)

k,t−τt,k)−∇Fk(w
(l)
k,t−τt,k)

∥∥∥2

+ Lη̃E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(l)
k,t−τt,k)

∥∥∥∥∥
2

(c)

≤ Lη̃σ2 + Lη̃E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(l)
k,t−τt,k)

∥∥∥∥∥
2

, (C.13)

where (a) is derived by adding and subtracting ∇Fk(w
(l)
k,t−τt,k) into ∇̃Fk(w

(l)
k,t−τt,k) and

using the triangle inequality, (b) follows Jensen’s inequality, (c) is due to the bounded
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variance of stochastic gradient in Assumption 8. Below we bound

∥∥∥∥ 1
Kλ

∑K
k=1

∑λ−1
l=0

∇Fk(w
(l)
k,t−τt,k)

∥∥∥∥2

in (C.13) as:

E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(l)
k,t−τt,k)

∥∥∥∥∥
2

(a)

≤ 3E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(w

(l)
k,t−τt,k)−∇Fk(wt−τt,k)

)∥∥∥∥∥
2

+3E

∥∥∥∥∥ 1

K

K∑
k=1

(
∇Fk(wt−τt,k)−∇Fk(wt)

)∥∥∥∥∥
2

+ 3 ‖∇F (wt)‖2

(b)

≤ 3

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∇Fk(w(l)

k,t−τt,k)−∇Fk(wt−τt,k)
∥∥∥2

+
3

K

K∑
k=1

E
∥∥∇Fk(wt−τt,k)−∇Fk(wt)

∥∥2
+ 3 ‖∇F (wt)‖2

(c)

≤ 3
1

Kλ

K∑
k=1

λ−1∑
l=0

L2E
∥∥∥w(l)

k,t−τt,k −wt−τt,k

∥∥∥2

+ 3
1

K

K∑
k=1

L2E
∥∥wt−τt,k −wt

∥∥2
+ 3‖∇F (wt)‖2. (C.14)

Substituting (C.14) into (C.13), we have

A3 ≤ Lη̃σ2 + 3Lη̃
1

Kλ

K∑
k=1

λ−1∑
l=0

L2E
∥∥∥w(l)

k,t−τt,k −wt−τt,k

∥∥∥2

+3Lη̃
1

K

K∑
k=1

L2E
∥∥wt−τt,k −wt

∥∥2
+ 3Lη̃ ‖∇F (wt)‖2 . (C.15)

Substituting (C.11), (C.12), and (C.15) into (C.8), we have:

E [F (wt+1)− F (wt)] ≤
(
−1

2
η̃ + 3Lη̃

)
‖∇F (wt)‖2 + (

1

2
+ L)η̃σ2

+ (
3

2
+ 3L)η̃L2 1

K

K∑
k=1

E
∥∥wt −wt−τt,k

∥∥2

+ (1 + 3L)η̃L2 1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥wt−τt,k −w

(l)
k,t−τt,k

∥∥∥2
. (C.16)

According to Lemma 9 and Lemma 10, as well as η̃ ≤ 1
2L we have
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E [F (wt+1)− F (wt)]

≤
(
−1

2
η̃ + 3Lη̃

)
‖∇F (wt)‖2 +

(η̃ + 3η̃L) (λ− 1)

λ

(
2G2 +

σ2

λ

)
+

(η̃ + 1)σ2

2

+
9

8
(η̃ + 1)

((
1 +

2(λ− 1)

λ

)
G2 +

(
1 +

(λ− 1)

λ2

)
σ2

)
E
[

1

K

∑K

k=1
τ2
k,t

]
. (C.17)

According to the evolution of devices’ staleness in (5.19), we have τk,t = (1−αk,tsk,t)(τk,t−1+

1). Note that αk,tsk,t ∈ {0, 1}, which induces (1 − αk,tsk,t)2 = (1 − αk,tsk,t). Thus, we

have

E

[
1

K

K∑
k=1

τ2
k,t

]
= E

[
1

K

K∑
k=1

(1− αk,tsk,t)2(τk,t−1 + 1)2

]

= E

[
1

K

K∑
k=1

(1− αk,tsk,t) (τk,t−1 + 1)2

]
(a)
=

1

K

K∑
k=1

(τk,t−1 + 1)2

(
1− αk,t

R∑
r=1

z
(r)
k,t Pr(SINR

(r)
k,t ≥ γth)

)
, (C.18)

where the last inequality is due to E [sk,t] =
∑R

r=1 z
(r)
k,t Pr(SINR

(r)
k,t ≥ γth). By substituting

(C.18) into (C.17), the proof is completed.

C.4 Proof of Corollary 2

To prove Corollary 2, we first prove a key property of smooth functions. Let F (w∗)

denote the optimal global loss, i.e., F (w∗) ≤ F (w),∀w. Based on the L-smooth of

F (w), we have

F (w∗) ≤ F
(
w − 1

L
∇F (w)

)
≤ F (w)−

〈
∇F (w),

1

L
∇F (w)

〉
+

1

2L
‖∇F (w)‖2

= F (w)− 1

2L
‖∇F (w)‖2. (C.19)

By rearranging the above inequality, the global loss function F (w) with L-smooth sat-

isfies

‖∇F (w)‖2 ≤ 2L (F (w)− F (w∗)) . (C.20)
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Let F (wt+1) and F (wt) in (C.17) subtract F (w∗), then utilizing the property of L-

smooth in (C.20), we have

E [F (wt+1)− F (w∗)]

≤ (1− η̃L+ 6η̃L2)E [(F (wt)− F (w∗))] +
(η̃ + 3η̃L) (λ− 1)

λ
(2G2 +

σ2

λ
)

+
(η̃ + 1)σ2

2
+ c

1

K

K∑
k=1

(τk,t−1 + 1)2

(
1− αk,t

R∑
r=1

z
(r)
k,t Pr(SINR

(r)
k,t ≥ γth)

)
, (C.21)

By telescoping the above inequality, the proof is completed.
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Proof in Chapter 5

D.1 Proof of Lemma 11

If λ = 1, the inequality is trivially satisfied since w
(i)
k,t,0 −w

(i)
k,t. For λ > 1, we have

E‖w(i)
k,t,l −w

(i)
t ‖2= E

∥∥∥w(i)
k,t,l−1 − η∇F̃k(w

(i)
k,t,l−1)−w(i)

t

∥∥∥2

≤ E
∥∥∥w(i)

k,t,l−1 −w
(i)
t − η∇Fk(w

(i)
k,t,l−1)

∥∥∥2
+ η2σ2, (D.1)

where the inequality is by subtracting ∇Fk(w
(i)
k,t,l−1) into ∇F̃k(w

(i)
k,t,l−1)−w(i)

t , then using

the triangle inequality and Assumption 12. Below we bound the first term in the above

inequaltion as

E
∥∥∥w(i)

k,t,l−1 −w
(i)
t − η∇Fk(w

(i)
k,t,l−1)

∥∥∥2

= E‖w(i)
k,t,l−1 −w

(i)
t ‖2+η2E‖∇Fk(w

(i)
k,t,l−1)‖2

− 2E

〈
1√
λ− 1

(w
(i)
k,t,l−1 −w

(i)
t ), η

√
λ− 1∇Fk(w

(i)
k,t,l−1)

〉
(a)

≤ (1 +
1

λ− 1
)E
∥∥∥w(i)

k,t,l−1 −w
(i)
t

∥∥∥2
+ η2λE

∥∥∥∇Fk(w(i)
k,t,l−1)

∥∥∥2

≤ (1 +
1

λ− 1
)E
∥∥∥w(i)

k,t,l−1 −w
(i)
t

∥∥∥2
+ 2η2λE

∥∥∥∇Fk(w(i)
k,t)
∥∥∥2

+ 2η2λE
∥∥∥∇Fk(w(i)

k,t,l−1)−∇Fk(w
(i)
k,t)
∥∥∥2

180
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(b)

≤ (1 +
1

λ− 1
+ 2η2λL2)E

∥∥∥w(i)
k,t,l−1 −w

(i)
t

∥∥∥2
+ 2η2λE

∥∥∥∇Fk(w(i)
k,t)
∥∥∥2

(c)

≤ (1 +
3

2(λ− 1)
)E
∥∥∥∥w(i)

k,t,l−1 −w
(i)
t

∥∥∥∥2

+ 2η2λE
∥∥∥∇Fk(w(i)

k,t)
∥∥∥2
, (D.2)

where (a) comes from the triangle inequality, (b) comes from the L-smooth of loss func-

tions, (c) is due to η < 1
2λL . Thus, we have

E
∥∥∥w(i)

k,t,l −w
(i)
t

∥∥∥2
≤ (1 +

3

2(λ− 1)
)E
∥∥∥w(i)

k,t,l−1 −w
(i)
t

∥∥∥2

+ 2η2λE‖∇Fk(w
(i)
k,t)‖

2+η2σ2. (D.3)

By telescoping the above inequality, we have

E
∥∥∥w(i)

k,t,l −w
(i)
t

∥∥∥2
≤
(

2η2λE‖∇Fk(w
(i)
t )‖2+η2σ2

) (1 + 3
2(λ−1))λ−1 − 1

3
2(λ−1)

. (D.4)

Since (1 + 3
2(λ−1))λ−1 = (1 + 3

2(λ−1))
2(λ−1)

3
3
2 ≤ e

3
2 < 5 and 2(λ−1)

3 < λ− 1, we have

E‖w(i)
k,t,l −w

(i)
t ‖2≤ 4(λ− 1)(2η2λG2 + η2σ2). (D.5)

By substituting the above inequality into the left-hand-side of (6.10), the proof is com-

pleted.

D.2 Proof of Lemma 12

For t1 > t2, we have

E
∥∥∥w(i)

t1
−w(i)

t2

∥∥∥2
= E

∥∥∥∑t1−1

t=t2
(w

(i)
t+1 −w

(i)
t )
∥∥∥2

= η̃2E
∥∥∥∥∑t1−1

t=t2

1

Kλ

∑K

k=1

∑λ−1

l=0
∇F̃k(w

(i)

k,t−τ (i)k,t,l
)

∥∥∥∥2

(a)

≤ 3η̃2(t1 − t2)

t1−1∑
t=t2

1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∥∇F̃k(w(i)

k,t−τ (i)k,t,l
)−∇Fk(w

(i)

k,t−τ (i)k,t,l
)

∥∥∥∥2

+ 3η̃2(t1 − t2)

t1−1∑
t=t2

1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∥∇Fk(w(i)

k,t−τ (i)k,t,l
)−∇Fk(w

(i)

k,t−τ (i)k,t
)

∥∥∥∥2

+ 3η̃2(t1 − t2)
∑t1−1

t=t2
E
∥∥∥∥∇F (w

(i)

t−τ (i)k,t
)

∥∥∥∥2
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(b)

≤ 3η̃2(t1 − t2)

t1−1∑
t=t2

1

Kλ

K∑
k=1

λ−1∑
l=0

L2E‖w(i)

k,t−τ (i)k,t,l
−w(i)

k,t−τ (i)k,t
‖2

+ 3η̃2(t1 − t2)2(σ2 +G2), (D.6)

where (a) is adding and subtracting∇Fk(w
(i)

k,t−τ (i)k,t,l
) and∇Fk(w

(i)

k,t−τ (i)k,t
) into∇F̃k(w

(i)

k,t−τ (i)k,t,l
),

(b) is due to Assumption 12 and 13. Based on Lemma 11, by substituting (6.10) into

the above inequality, we have

E
∥∥∥∥w(i)

t −w
(i)

t−τ (i)k,t

∥∥∥∥2

≤ 3η2(τ
(i)
k,t)

2

(
(λ2 + (λ− 1)I)σ2 + (λ2 + 2λ(λ− 1)I)G2

)
. (D.7)

Substituting the above inequation into the left-hand-side of (6.11), the proof is com-

pleted.

D.3 Proof of Theorem 5

Using the L-smooth property of local loss function, we have E[F (wt+1) − F (wt)] ≤

E〈∇F (wt), wt+1 −wt〉+ L
2 E ‖wt+1 −wt‖2. It is worth mentioning that both the inner

product and norm can be broken down and reformulated as the sum of inner products

and norms over all parameter regions, respectively. Thus, we have

E [F (wt+1)− F (wt)] ≤
I∑
i=1

E
〈
∇F (w

(i)
t ),w

(i)
t+1 −w

(i)
t

〉
+
L

2

I∑
i=1

E‖w(i)
t+1 −w

(i)
t ‖2

= −η̃
I∑
i=1

E
〈
∇F (w

(i)
t ),

1

Kλ

K∑
k=1

λ−1∑
l=0

∇F̃k(w
(i)

k,t−τ (i)k,t,l
)

〉

+
L

2
η̃2

I∑
i=1

E
∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇F̃k(w
(i)

k,t−τ (i)k,t,l
)

∥∥∥∥2

= −η̃
I∑
i=1

E
〈
∇F (w

(i)
t ),

1

Kλ

K∑
k=1

∑λ−1

l=0
∇Fk(w

(i)

k,t−τ (i)k,t,l
)

〉
︸ ︷︷ ︸

A1

+
L

2
η̃2

I∑
i=1

E
∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇F̃k(w
(i)

k,t−τ (i)k,t,l
)

∥∥∥∥2

︸ ︷︷ ︸
A2
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−η̃
I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

E
〈
∇F (w

(i)
t ),∇F̃k(w

(i)

k,t−τ (i)k,t,l
)−∇Fk(w

(i)

k,t−τ (i)k,t,l
)

〉
︸ ︷︷ ︸

A3

, (D.8)

where the last step is derived by adding and subtracting∇Fk(w
(i)

k,t−τ (i)k,t,l
) into∇F̃k(w

(i)

k,t−τ (i)k,t,l
).

Below we bound the three terms in (D.8). For A1,

A1 = −η̃
I∑
i=1

E
〈
∇F (w

(i)
t ),∇F (w

(i)
t )−∇F (w

(i)
t ) +

1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(i)

k,t−τ (i)k,t,l
)

〉
(a)
= −η̃E ‖∇F (wt)‖2 + η̃

I∑
i=1

E
〈
∇F (w

(i)
t ),∇F (w

(i)
t )− 1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(i)

k,t−τ (i)k,t,l
)

〉
(b)

≤ −1

2
η̃E ‖∇F (wt)‖2 +

1

2
η̃

I∑
i=1

E

∥∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(w

(i)
t )−∇Fk(w

(i)

k,t−τ (i)k,t,l
)

)∥∥∥∥∥
2

,

(D.9)

where (a) is due to ‖∇F (wt)‖2=
∑I

i=1‖∇F (w
(i)
t )‖2, (b) follows the triangle inequality.

For the last term on the RHS of (D.9), we have

1

2
η̃

I∑
i=1

E
∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(w

(i)
t )−∇Fk(w

(i)

k,t−τ (i)k,t,l
)

)∥∥∥∥2

(a)

≤ 1

2
η̃

I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∥∇Fk(w(i)

t )−∇Fk(w
(i)

k,t−τ (i)k,t,l
)

∥∥∥∥2

(b)

≤ η̃
∑I

i=1

1

K

∑K

k=1
E
∥∥∥∥∇Fk(w(i)

t )−∇Fk(w
(i)

k,t−τ (i)k,t
)

∥∥∥∥2

+ η̃
I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∥∇Fk(w(i)

k,t−τ (i)k,t
)−∇Fk(w

(i)

k,t−τ (i)k,t,l
)

∥∥∥∥2

(c)

≤ η̃

I∑
i=1

1

K

K∑
k=1

L2E
∥∥∥∥w(i)

t −w
(i)

k,t−τ (i)k,t

∥∥∥∥2

+ η̃

I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

L2E
∥∥∥∥w(i)

k,t−τ (i)k,t,l
−w(i)

k,t−τ (i)k,t

∥∥∥∥2

, (D.10)

where (a) follows Jensen’s inequality, (b) comes from adding and subtracting∇Fk(w
(i)

k,t−τ (i)k,t
)

into ∇Fk(w
(i)
t ), (c) is due to the L-smooth of loss functions in Assumption 10. Substi-

tuting (D.10) into (D.9), we have

A1 ≤ −
1

2
η̃E ‖∇F (wt)‖2 + η̃L2

I∑
i=1

1

K

K∑
k=1

E
∥∥∥∥w(i)

t −w
(i)

k,t−τ (i)k,t

∥∥∥∥2
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+ η̃L2
I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∥w(i)

k,t−τ (i)k,t,l
−w(i)

k,t−τ (i)k,t

∥∥∥∥2

. (D.11)

Now we focus on bounding A2 as follows:

A2 =
L

2
η̃2

I∑
i=1

E
∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇F̃k(w

(i)

k,t−τ (i)k,t,l
)−∇Fk(w

(i)

k,t−τ (i)k,t,l
) +∇Fk(w

(i)

k,t−τ (i)k,t,l
)

)∥∥∥∥2

(a)

≤ L

2
η̃2

I∑
i=1

E
∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

∇Fk(w
(i)

k,t−τ (i)k,t,l
)

∥∥∥∥2

+
L

2
η̃2σ2

(b)

≤ Lη̃2
I∑
i=1

E‖∇F (w
(i)
t )‖2+

L

2
η̃2σ2

+ Lη̃2
I∑
i=1

E
∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(w

(i)

k,t−τ (i)k,t,l
)−∇Fk(w

(i)
k,t)

)∥∥∥∥2

︸ ︷︷ ︸
A2,2

, (D.12)

where (a) follows the triangle inequality and the bounded noise of SGD in Assumption

12, (b) is derived by adding and subtracting ∇F (w
(i)
t ) into ∇Fk(w

(i)

k,t−τ (i)k,t,l
), then using

the triangle inequality. Now we bound the second term on the RHS of (D.12) as

A2,2

(a)

≤ 2Lη̃2
I∑
i=1

E
∥∥∥∥ 1

Kλ

K∑
k=1

λ−1∑
l=0

(
∇Fk(w

(i)

k,t−τ (i)k,t,l
)−∇Fk(w

(i)

k,t−τ (i)k,t
)

)∥∥∥∥2

+ 2Lη̃2
I∑
i=1

E
∥∥∥∥ 1

K

K∑
k=1

(
∇Fk(w

(i)

k,t−τ (i)k,t
)−∇Fk(w

(i)
k,t)

)∥∥∥∥2

(b)

≤ 2η̃2L3
I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∥w(i)

k,t−τ (i)k,t,l
−w(i)

k,t−τ (i)k,t

∥∥∥∥2

+ 2η̃2L3
I∑
i=1

1

K

K∑
k=1

E‖w(i)

k,t−τ (i)k,t
−w(i)

t ‖2, (D.13)

where (a) is derived by adding and subtracting ∇Fk(w
(i)

k,t−τ (i)k,t
) into ∇Fk(w

(i)

k,t−τ (i)k,t,l
), (b)

follows Assumption 10. Thus, we have

A2 ≤ Lη̃2
I∑
i=1

E‖∇F (w
(i)
t )‖2+2η̃2L3

I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

E

∥∥∥∥∥w(i)

k,t−τ (i)k,t,l
−w(i)

k,t−τ (i)k,t

∥∥∥∥∥
2

+ 2η̃2L3
I∑
i=1

1

K

K∑
k=1

E‖w(i)

k,t−τ (i)k,t
−w(i)

t ‖2+
L

2
η̃2σ2. (D.14)

For A3, we have

A3
(a)
= −η̃

I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

E
〈
∇F (w

(i)
t )−∇F (w

(i)

k,t−τ (i)k,t
),



Appendix D. Proof in Chapter 5 185

∇F̃k(w
(i)

k,t−τ (i)k,t,l
)−∇Fk(w

(i)

k,t−τ (i)k,t,l
)

〉
(b)

≤ 1

2
η̃
∑I

i=1

1

K

∑K

k=1
E
∥∥∥∥∇F (w

(i)
t )−∇F (w

(i)

k,t−τ (i)k,t
)

∥∥∥∥2

+
1

2
η̃σ2

(c)

≤ 1

2
η̃L2

∑I

i=1

1

K

∑K

k=1
E
∥∥∥∥w(i)

t −w
(i)

k,t−τ (i)k,t

∥∥∥∥2

+
1

2
η̃σ2, (D.15)

where (a) is derived by adding and subtracting ∇F (w
(i)

k,t−τ (i)k,t
) into ∇F (w

(i)
t ), then using

Assumption 12, (b) follow the triangle inequality and the bounded noise of SGD, (c) is

due to the L-smooth of loss functions. Substituting (D.11), (D.14), (D.15) into (D.8),

and let η̃ < 1
2L , we have

E [F (wt+1)− F (wt)] ≤
(
− 1

2
η̃ + Lη̃2

)
E ‖∇F (wt)‖2

+
5

2
η̃L2

I∑
i=1

1

K

K∑
k=1

E
∥∥∥∥w(i)

t −w
(i)

k,t−τ (i)k,t

∥∥∥∥2

+
3

4
η̃σ2 + 2η̃L2

I∑
i=1

1

Kλ

K∑
k=1

λ−1∑
l=0

E
∥∥∥∥w(i)

k,t−τ (i)k,t,l
−w(i)

k,t−τ (i)k,t

∥∥∥∥2

. (D.16)

Based on Lemma 11 and Lemma 12, by substituting (6.10) and (6.11) into the above

inequality and assuming η̃ < 1
2L ,

E[F (wt+1)−F (wt)] ≤ (−1

2
η+Lη2λ)λ ‖∇F (wt)‖2+4η(λ−1)IG2+(4η2L(λ−1)I+

3

4
ηλ)σ2

+
15η2L

4

(
λ2(σ2 +G2) + (λ− 1)I(σ2 + 2λG2)

)
1

K

K∑
k=1

I∑
i=1

(τ
(i)
k,t)

2. (D.17)

According to the evolution of the AoI of local gradients, we have

(τ
(i)
k,t)

2 = (1− αk,tm
(i)
k,t)

2(τ
(i)
k,t−1 + 1)2 = (1− αk,tm

(i)
k,t)(τ

(i)
k,t−1 + 1)2. (D.18)

Substituting the (D.18) into (D.17), the proof is completed.

D.4 Proof of Corollary 3

By the µ-strongly convex of loss functions, we have ‖∇F (wt)‖2 ≥ 2µ(F (wt)−F (w∗)).

Substituting this inequality into (6.12), then adding and subtracting F (w∗) into (6.12),
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we have

E[F (wt+1)− F (w∗)] ≤ (1− ηλµ+ 2Lη2λ2µ)E[F (wt)− F (w∗)] + c1

+
15

4
η2Lc2

1

K

∑K

k=1

∑I

i=1
(τ

(i)
k,t)

2, (D.19)

where c1 = 4η(λ−1)IG2 +
(
4η2L(λ− 1)I + 3

4ηλ
)
σ2 and c2 = λ2(σ2 +G2)+(λ−1)I(σ2 +

2λG2). By telescoping the above inequality, the proof is completed.
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[128] F. M. Castro, M. J. Maŕın-Jiménez, N. Guil, C. Schmid, and K. Alahari, “End-to-

end incremental learning,” in Proc. European conf. on computer vision (ECCV),

2018, pp. 233–248.

[129] D. Maltoni and V. Lomonaco, “Continuous learning in single-incremental-task sce-

narios,” Neural Networks, vol. 116, pp. 56–73, 2019.


	Acknowledgments
	Abstract
	Table of Contents
	List of Figures
	List of Tables
	List of Abbreviations
	List of Notation
	Introduction
	Overview
	Motivation of Federated Learning
	A Typical Federated Learning Framework
	Research Challenges

	Outline and Contributions
	Author's Publications

	Literature Review and Mathematical Preliminaries
	Review of Related Works
	Device Scheduling and Resource Allocaton
	FL Framework to Address Model Heterogeneity
	FL Algorithms for Tackling Unreliable Communication
	Model Pruning-Based FL Algorithms

	Mathematical Preliminaries
	Smooth Functions
	Strongly Convex Functions
	Important Inequalities


	Exploring Representativity in Device Scheduling
	Introduction
	System Model
	Federated Learning Algorithm
	Latency Model

	Convergence Analysis and Problem Formulation
	Convergence Analysis
	Device Representativity Measurement
	Problem Formulation

	Device Scheduling Policies for Federate Learning
	Optimal Wireless Bandwidth Allocation
	Latency-aware Device Scheduling Policy
	Device Representativity-aware Scheduling Policy
	Latency and Representativity-aware Scheduling Policy

	Numerical Results
	Experiment Setting
	Gradient Continuity
	Performance of Representativity-aware Device Scheduling
	Performance of Latency and Representativity-aware Device Scheduling

	Summary

	Knowledge-aided Federated Learning over Wireless Networks
	Introduction
	System Model and Learning Mechanism
	Knowledge-aided Loss Function for Local Training
	Knowledge-aided Federated Learning Mechanism
	Knowledge-aided Federated Learning Cost Model
	Problem Formulation

	Convergence Analysis and Problem Formulation
	Convergence Analysis
	Problem Transformation via Lyapunov Optimization Framework

	Online Device Scheduling and Wireless Resource Allocation
	Optimal Power Control and Bandwidth Allocation
	Device Scheduling

	Numerical Results
	Performance Evaluation with Homogeneous Models
	Performance Evaluation with Heterogeneous Models
	Performance of the Proposed Device Scheduling Algorithm

	Summary

	Robust Federated Learning for Unreliable and Resource-limited Networks
	Introduction
	System Model and Learning Mechanism
	Federated Learning System
	FL with Gradient Recycling
	Computation model
	Communication Model
	Successful Transmission Probability
	Problem Formulation

	Memory-friendly FL-GR and Convergence Analysis
	Memory-friendly FL-GR
	Convergence Analysis

	Optimal Device Scheduling, Resource Allocation, and Power Control
	Problem Transformation
	Optimal Power Control
	Optimal Resource Block Allocation

	Numerical Results
	Simulation Settings
	Effectiveness of Gradient Recycling
	Comparison of Device Scheduling Policies
	Impact of Wireless Parameters

	Summary

	Efficient Wireless Federated Learning with Adaptive Model Pruning
	Introduction
	System Model and Learning Mechanism
	Federated Learning with Adaptive Model Pruning
	Communication and Computation Load Model
	Learning Latency Model
	Problem Formulation

	Convergence Analysis and Problem Transformation
	Convergence Analysis
	Problem Transformation

	Efficient Online Model Pruning and Resource Allocation
	Optimal Model Pruning Policy
	Optimal Resource Block Allocation
	Complexity Analysis and Implementation

	Simulation Results
	Comparison of Model Pruning Strategies
	Comparison of Device Scheduling Policies
	Overall Effectiveness
	Impact of Wireless Resource on Learning Performance

	Summary

	Conclusion and Future Work
	Conclusion
	Future Directions
	Federated Split Learning
	Federated Multi-Modal Learning
	Federated Continue Learning


	Appendix Proof in Chapter 2
	Proof of Theorem 1
	Proof of Corollary 1
	Proof of Lemma 3
	Proof of Lemma 4
	Proof of Lemma 5


	Appendix Proof in Chapter 3
	Proof of Lemma 6
	Proof of Lemma 7
	Proof of Theorem 2
	Proof of Proposition 1
	Proof of Lemma 8
	Proof of Proposition 2

	Appendix Proof in Chapter 4
	Proof of Lemma 9
	Proof of Lemma 10
	Proof of Theorem 4
	Proof of Corollary 2

	Appendix Proof in Chapter 5
	Proof of Lemma 11
	Proof of Lemma 12
	Proof of Theorem 5
	Proof of Corollary 3
	References


