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This work focuses on the re-imagination of the process of creating multiple 

choice questions by augmenting the skills academic bring, with Generative 

Artificial Intelligence (GenAI) tools such as ChatGPT. Multiple choice 

questions can help students practise and internalise concepts and help staff 

in making classrooms interactive and knowing where their students are in 

their learning journey and provide remedial support. However, the design 

process can be challenging, time consuming and rely on the knowledge and 

experience of staff, in particular their knowledge of any relevant cognitive 

conflicts or common misconceptions students harbour in a topic. This paper 

presents some initial results from a study on the integration of GenAI in the 

design of multiple-choice questions in mathematics within STEM 

disciplines. The paper shares some pedagogically inspired prompts used 

with GenAI to co-produce outputs. The paper concludes with 

recommendations for future research and ethical considerations, 

particularly concerning copyright issues.  

Multiple-choice question design, ChatGPT, Generative AI, human in 

the loop. 

Introduction  

Generative Artificial Intelligence (GenAI) tools have proliferated practices within 

many industries and within a short space of time (Gupta, Ding, Guan, and Ding, 2024). 

These include, studies exploring the capabilities of ChatGPT within the area of human 

genetics (Duong and Solomon, 2023), and report writing within radiology (Jeblick et. 

al, 2023) and comparing creative outputs of ChatGPT, apla.ai, Copy.ai and YouChat 

with human outputs (Haase and Hanel, 2023) and likewise within many more 

disciplines (Gupta et al., 2024). A common thread in all such developments is the use 

of GenAI to augment humans, which encourages us to ascertain what it means for 

higher education and the role of academics. Many academics engage in the 

development of multiple-choice questions (MCQs). MCQs are useful in many different 

pedagogical settings such as formative self-assessment, aiding reflective learning 

through feedback, peer instruction, summative assessments, diagnostic tests and 

concept inventories for research as well as tailoring teaching methods for students 

(Nicol, 2007; Little and Bjork, 2015; Crouch and Mazur, 2001; Chien, Chang and 

Chang, 2016). This paper looks at how co-designing these can be done in a reliable, 

ethical and efficient way and reports on the initial findings. The rest of the paper 

highlights the development of high-quality multiple-choice questions as described in 

research literature (ibid), and outlines how GenAI can be prompted in a way inspired 

by pedagogic theories. We share some examples of Mathematics questions created to 

be used within Science, Technology, Engineering and Mathematics (STEM)  

disciplines. Lastly, we discuss some ethical issues around this and future research 

considerations.  
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Multiple Choice Questions (MCQs) - their use and misuse within higher 

education  

Multiple choice questions can help students practice and internalise concepts (Little and 

Bjork, 2015), or are used by staff in-class using signature pedagogies like peer 

instruction (Crouch and Mazur, 2001) or when using clicker systems (Chien, Chang 

and Chang, 2016). Well-designed questions with suitable distractors may help give 

insights into students’ abilities to navigate common misconceptions and apply their 

knowledge in different settings (Gierl, Bulut, Guo, and Zhang, 2017; Little and Bjork, 

2015; and Morrison and Free, 2001). In machine-orchestrated learning systems and in 

teacher-orchestrated classroom settings, answering the questions can trigger formative 

feedback and or remedial teaching that can help improve student understanding (Crouch 

and Mazur, 2001; Malik and Sime, 2022). MCQs can also be used as concept 

inventories, as commonly used within some disciplines (Steif and Dantzler, 2005; 

Hestenes, Wells and Swackhamer, 1992) to test student knowledge for assessment of 

learning gain. In a large cohort, they can be an efficient way to assess students. Some 

pitfalls include not being able to prevent a student from guessing an answer. Clarity in 

the wordings used is yet another area where MCQs can go wrong, due to learner 

interpretations. Their suitability for assessing higher-order thinking skills assessment 

(Bloom et al., 1956), may be more sensitive to the quality of questions (Javaeed, 2018; 

Liu et al., 2023).   

Reimagining MCQ creation by augmenting the human in the loop 

When augmented by GenAI chat tools, which have access to vast amounts of 

information, including pedagogical theories, a human user could design robust 

questions. Including, creating questions that assess student knowledge and 

understanding of solving linear equations, by juxtaposing options that represent 

common mistakes or cognitive conflicts, which can trigger reflections in students and 

encourage learning the topic. It also makes it simple to avoid options that are too 

obvious by simply prompting it to replace those with plausible answers. It is these 

abilities of GenAI tools that attracted us to explore creating MCQs. But GenAI can 

produce outputs that are incorrect, sometimes referred to as hallucinations (Ji et. al, 

2023). It can learn from feedback given to it on the produced output (outcome 

supervision) and extra guidance given within the prompt (process supervision) and 

produce better outputs this way (Brown et al., 2020; Siontis et al., 2024). However, 

ultimately human agency is still needed in refining the final output. This central idea is 

summarised in the quote from Gemini (GenAI from Google) as well as graphically in 

Figure 1.    

 

Figure 1. Iterative Process - Augmenting the human in the loop 
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To generate high quality MCQs, a lecturer may start with a learning outcome they want 

their students to demonstrate. A solved example in the case of mathematics or related 

questions in other subject domains could be used to trigger learning in the model and 

improve its outcome (Brown et al., 2020; Siontis et al., 2024). Defining the context and 

giving feedback on the outcome informs any future interactions within a chat thread (a 

single set of interaction). This gives it the opportunity to apply the learnt knowledge 

within the correct context. Figure 2 shows this process in further detail.   

Prompt: Do you know how to solve linear equations with one variable? 

Read through everything it says and find any errors. If there are errors, then prompt it to correct the same and recheck until you 

are happy, else ask if it can share some common mistakes students make in this topic.   

Prompt: What are the common mistakes first year students make when solving these equations. 

Check for any errors and give your own workings related to the mistakes identified if you agree and give some 

workings of mistakes students make that have not yet been identified but you know from your experience.   

Prompt: Ok, now tabulate 5 questions on basic algebra (solving for x) and make sure that one column has the 

correct answer.   

Again check for errors and use the prompt below adjusted for errors as needed.  

Prompt: Show workings for Q2 first and tabulate again all 5 questions with corrected answers.  

Next, generate distractors as below: 

Prompt: For the same 5 questions use the misconception 1 highlighted above and workout the wrong answer, 

clearly showing the steps. I want you to produce wrong answers or distractors now. This will help later in the 

MCQ design.  

Do the same for 2 other distractors and then ask it to produce the MCQs using the prompt: 

Prompt: Now tabulate the question, the correct answer, three distractors (as you calculated above) based on the common 

mistakes students make.  

One final check and manually correct any mistakes to finish the process. You could ask it to randomise the location of the correct 

answer.  

Figure 2. Prompts and iteration outline for creating MCQs based on common misconceptions.  

Examples of work produced  

Figure 3 shows the output from the iterative process in Figure 2.  

 

Figure 3. ChatGPT 3.5, for creating MCQs for solving variable linear equations (some errors left 

deliberately).  

 WolframAlpha (WRA) Chat-enabled Cloud Notebooks may be used to address 

calculation errors where these persist. We tried this and Figure 4 shows the questions 
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that were created by WRA. This version requires paid access to ChatGPT. As is evident 

from Figure 4, human review is still needed.  

 

Figure 4. ChatGPT 3.5 and WRA combined for creating MCQs for solving variable linear equations 

(some errors left deliberately).  

Staff perspectives 

So far, we have trained over 10 staff, some of whom have reported that an initial 

investment in time is needed to perfect the prompts. The process can then be repeated 

to create several more questions on the same topic. Reuse of these prompts can also 

make creating MCQs for other topics efficient, as long as the platform version is the 

same.  

“I am glad that I have attended this training session” (Participant 1) 

Initial thoughts [regarding topic 1]: was lengthy to get it correct, but once the 

commands have been played around with to ensure ChatGPT is creating MCQs of 

sufficient quality then it is easy to replicate to produce new MCQs on differing (sic) 

topics. (Participant 2) 

Conclusion 

 GenAI was able to augment human users in producing MCQs from an ethical starting 

point by using a learning outcome, which is already available in the public domain. 

Human review and update are still needed to make the questions suitable for use by 

students. We notice that these tools seem to cut corners and take the path of least effort 

to deliver what was prompted. From our own experience, asking for 3 to 5 questions 

gives the tool less to do within its allocated quota of parameters, which may result in 

more accurate outcomes.  
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