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 Abstract—Processing high-squinted spaceborne SAR data 

in the sliding-spotlight mode is a challenging task due to 

azimuth spectral aliasing and range-azimuth coupling for 

frequency-domain imaging algorithms, and most critically, the 

variation of Doppler parameters causes significant reduction 

in the depth-of- azimuth-focus (DOAF). In this paper, a novel 

imaging algorithm is proposed for focusing high-squinted 

spaceborne SAR data in the sliding-spotlight mode. First, 

linear range walk correction (LRWC) and range frequency-

dependent de-rotation are applied to remove the coupling of 

range frequency with the Doppler parameters. Then, a 

modified range migration algorithm (RMA) is derived for 

accurate focusing. The de-ramp operation combined with 

improved nonlinear chirp scaling (INCS) is employed for 

solving the aliasing problem of azimuth time and extending 

the depth-of-azimuth-focus in the third step. Finally, geometry 

distortion caused by LRWC is corrected. Simulation results 

are provided to demonstrate the effectiveness of the proposed 

algorithm. 

 
Index Terms—Synthetic aperture radar (SAR), sliding spot- 

light, range frequency-dependent de-rotation, the improved 

non- linear chirp scaling. 

 

I. INTRODUCTION 

paceborne synthetic aperture radar (SAR) in the 

sliding- spotlight mode can break through the 

resolution limitation and achieve lasting illumination 

of targets by flexible steering of the azimuth antenna 

[1], [2], which has been widely applied to some high-

resolution applications such as target detection and 
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recognitions in recent years [3]. Squinted sliding-spotlight 

mode SAR provides more flexible patterns than those 

achievable in traditional sliding-spotlight mode SAR. It has 

been adopted in current state-of-the-art satellites ICEYE 

constellation [4][5], Capella constellation [6][7], and Umbra 

[8] with long imaging dwell times and multi-angle 

observation. The ICEYE and Capella constellations 

effectively enhance the imaging quality by the long dwell 

time and multi-look processing. With the increased 

illumination time of up to 25 seconds, the squinted angle 

increases by antenna steering. Umbra has achieved the high 

squinted spotlight imaging mode with the squinted angle of 

45  degrees. However, the squinted geometry has made the 

imaging process more challenging due to two factors: 

elaborate steering of the azimuth antenna and the squinted 

observation geometry. 

In sliding-spotlight mode SAR, the azimuth bandwidth 

determined by beam steering of the azimuth antenna should 

be large enough to achieve high-resolution observation. 

However, the designed pulse repetition frequency (PRF) is 

limited to the range ambiguity characteristics of the SAR 

system. As a result, azimuth spectrum aliasing occurs, and 

the classical frequency domain imaging algorithms such as 

RD [9], CS [10], and RMA [11] will fail. To overcome this 

problem, some methods have been developed. In the 

spectrum mosaicking method [12], a pretreatment procedure, 

including spectrum spreading, copying, mosaicking, and 

filtering, is implemented to recover the unfolding spectrum 

first. In the sub-aperture method [13][14], the instantaneous 

azimuth bandwidth follows the Nyquist sampling principle 

after block processing in the azimuth time domain. However, 

both methods are inefficient if the azimuth aliasing problem 

is serious and the azimuth spectrum spans over several PRFs. 

Therefore, full-aperture methods based on the de-chirp or the 

de-rotation operation are proposed [15]-[17]. A classical 

method, named the two-step approach (TSA), resamples the 

echo data and transforms it into one in the broadside mode by 

a convolution operation with a reference function. The 

convolution operation named the de-chirp or the de-rotation 

operation is achieved by FFT and complex phase 

multiplication effectively. The reference function is a 

quadratic phase related to the Doppler frequency modulation 

rate in TSA. However, the aliasing problem reoccurs in the 

azimuth time domain. The three-step approach and its 

improved versions [18]-[21] are proposed for eliminating the 

effect of azimuth time aliasing by modifying the reference 
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function based on the unified-model-coefficient (UMC). 

However, as the signal bandwidth extends, the extra Doppler 

bandwidth caused by large bandwidth makes the three-step-

based approach inefficient for high-resolution spaceborne 

SAR processing. The range frequency-dependent de-rotation 

operation is proposed for solving the azimuth spectrum 

aliasing induced by the coupling between Doppler frequency 

modulation rate and high range bandwidth [22]. However, 

the azimuth interval is also range frequency-dependent after 

range frequency-dependent de-rotation operation. The 

azimuth resampling based on the Sinc interpolator is needed 

to align the sampling grids. In addition, the azimuth spectrum 

aliasing problem caused by squinted observation is not 

considered in [22]. 

Whether in the stripmap mode SAR or the sliding-

spotlight mode SAR, the squint observation leads to higher 

coupling between azimuth and range, and makes accurate 

focusing more difficult [23]. The coupling is principally 

represented as significant range walk in the range time 

domain. Correspondingly, it manifests itself as the high 

dependence of Doppler parameters on range frequency in the 

frequency domain. The processing transforms from one-

dimensional (1-D) to two-dimensional (2-D) because of 

presence of significant range walk. Hence, the range and 

azimuth signal cannot be focused separately. The dependence 

between Doppler parameters and the range frequency, 

especially the range frequency-dependent Doppler centroid, 

makes the 2-D spectrum skew and exacerbates the azimuth 

spectrum aliasing problem, and therefore it must be carefully 

considered in the squinted mode SAR. The aim of LRWC is 

to remove the negative effect of the range frequency-

dependent Doppler centroid [21], [24]-[27], but it leads to 

azimuth variation of the Doppler frequency modulation (FM) 

rates and reduces the depth of azimuth focus (DOAF). To 

solve this problem, the azimuth resampling method [26] and 

the nonlinear chirp scaling-based method [25]-[30] were 

proposed for equalizing azimuth variation and increasing the 

DOAF. However, general NCS-based methods do not work 

when the variable error is significant enough to affect the 

position of the stationary phase point. Last but not least, the 

2-D spatial variation of imaging parameters such as the 

equivalent velocity and the squint angle becomes more 

severe in the squint mode and increases the focusing 

difficulty at the scene edge [31]. 

In this work, a novel three-step-based (TSB) imaging 

algorithm with improved nonlinear chirp scaling operation is 

proposed for improving the focusing performance of the 

high-squinted spaceborne SAR data in the sliding-spotlight 

mode. The processing includes azimuth preprocessing, 

modified RMA, de-ramp operation with the improved NCS 

algorithm and geometric correction. In azimuth 

preprocessing, LRWC and the range frequency-dependent 

de-rotation operation are implemented to remove the 

coupling of Doppler parameters with range frequency and 

eliminate azimuth spectrum aliasing caused by signal 

bandwidth and antenna steering. Then, a modified RMA 

based on the chirp z-transform (CZT) is derived for focusing. 

In the third step, the range frequency-dependent de-ramp 

operation is implemented to equalize the azimuth interval and 

solve the aliasing problem in azimuth time simultaneously. In 

addition, an improved NCS algorithm based on the second-

order approximations of the stationary phase point is derived 

and implemented to expand the DOAF. Finally, the position 

disturbance caused by LRWC is corrected by geometric 

correction. To summarize, the main contributions of the 

proposed algorithm are given as follows. 

1) Range frequency-dependent de-rotation without 

azimuth resampling. The azimuth interval is range frequency-

dependent after range frequency-dependent de-rotation 

operation. In the proposed algorithm, the signal is rearranged, 

and focusing is accomplished without resampling. With the 

derived range frequency-dependent de-ramp operation to 

equalize the azimuth interval, the Sinc interpolation is 

avoided. 

2) Modified RMA based on the chirp z-transform. In the 

proposed algorithm, a modified RMA is derived to focus the 

azimuth signal while the Stolt interpolation is replaced by the 

CZT with higher efficiency. 

3) Improved NCS algorithm based on the second-order 

approximations of the stationary phase point. The 

performance of existing NCS-based algorithms is degraded 

as the coupling phase caused by the first-order 

approximations of the stationary phase point increases. In the 

proposed algorithm, the second-order expression of the 

stationary phase point is calculated to derive more accurate 

NCS factors based on series inversion [32][33], and the 

DOAF is expanded by the improved NCS operation. 

The rest of this paper is arranged as follows. Section II 

introduces the signal model and describes time-frequency 

properties of the spaceborne squinted sliding-spotlight SAR. 

The novel imaging algorithm is derived in Section III. 

Section IV validates the proposed algorithm with simulated 

SAR data. Finally, conclusions are drawn in Section V. 

II. SIGNAL MODEL AND TIME-FREQUENCY PROPERTIES 

In this section, the basic signal model for the spaceborne 

squinted sliding-spotlight SAR is established, and its time-

frequency properties are analyzed to support the derivation 

of the subsequent algorithm. 

A. Signal Model of Squinted Sliding Spotlight SAR 

The geometric model of a squinted sliding-spotlight space-

borne SAR system is shown in Fig. 1. The SAR sensor 

travels along the elliptical orbit with range-dependent 

velocity rv , transmits and receives a linear frequency 

modulated pulse periodically. a , o , and b  are the start, 

center, and center of azimuth time. At the same time, 

azimuth-steering around the rotation point is performed to 

increase the illumination time of targets. Based on the signal 

model [18], [19], the received signal for a point target A  

with the closest range r  and center Doppler time at  can be 

expressed as 
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where  is the scattering coefficient, and [ ]rw   and [ ]aw   are 

the range and azimuth antenna pattern functions, respectively. 

They are assumed to have a rectangular envelope [ ]rect  for 

convenience in the following sections.   is the range fast 

time, t  is the azimuth slow time, c  is the speed of light, and 

  is the wavelength. rK  and T  are the chirp rate and pulse 

width of the transmitted signal, respectively. ( )Y r  is the 

hybrid factor, and 3dBT  is the coherent accumulation time. 

Rotation point

O
A

B

a

b
0o =

ref

X

Y

Z

rv

 
Fig. 1. Geometric model of a squinted sliding-spotlight 

spaceborne SAR system. 
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where rotR  is the closest range between the rotation point 

and the satellite, D  is the length of antenna, and ref  is the 

squinted angle of the reference range. ( ; , )a aR t r t  is the 

instantaneous slant range between target A and SAR sensor, 

and can be modeled by a modified hyperbolic range equation 

(MHRE) [21].  
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where 3f  is an invariant third-order coefficient related to 

orbit and is estimated by numerical approaches.  The 

fourth-order Taylor-series expansion of ( ; , )a aR t r t  can be 

written as 
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where , 1,2,3,4ik i =  represent the nth-order coefficient at 

at t= . The coefficient ik  is a variable with r , representing 

spatial variability in range. 

B. Time–Frequency Properties in the Range Frequency 

Domain 

Derived from the principle of stationary phase (POSP) 

[32]-[34], the signal after range Fourier transform (FT) can 

be expressed as 
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where f  and cf  are the range frequency and the center 

frequency, respectively, 
wB is the signal bandwidth. The 

first exponential term is the frequency modulation (FM) of 

range signal. The second exponential term represents the 

range-azimuth coupling term. Ignoring the effect of curved 

orbit, the coupling phase term has the following form: 
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The Doppler centroid and Doppler rate range [35] can be 

calculated by 
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Taking points located at the reference range refr  as an 

example, the Doppler centroid and Doppler rate become 

 0 1
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As shown in (10) and (11), both Doppler parameters are 

related to range frequency f . The invariant term of 

Doppler parameters is analyzed at first. Time–frequency 

diagram (TFD) of targets located at near, center, and far 

azimuth lines with center frequency cf  is shown in Fig. 2(a). 

The Doppler bandwidth ( )
w c

B f contains two parts: 

 3 3( ) ( ) ( )w c dB steer c dB cB f B B f B k f T= + = +   (14) 
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where 3dBB  is the Doppler bandwidth corresponding to the 

3dB beam width of the azimuth antenna, ( )steer cB f  is 

achieved by the steering of azimuth antenna, ( )ck f  is the 

steering rate, and a far nearT T t t= + − is the observation time of 

radar. aT  is the coherent accumulation time of targets.  fart , 

centert , and neart  are the azimuth time of the target located at 
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near, center, and far azimuth lines respectively. It can be 

concluded that the Doppler bandwidth ( )
w c

B f  spans over 

several PRFs and azimuth spectrum aliasing arises inevitably. 

Therefore, the problem of azimuth spectrum aliasing needs to 

be solved first for a frequency domain imaging algorithm. 

Considering the impact of range frequency f , TFDs of 

targets with range frequency / 2c sf f− , cf , and / 2c sf f+  

are shown in Fig. 2(b), where the total Doppler bandwidth 

totalB  is  
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The dependence between the Doppler centroid df  and range 

frequency induces the extra bandwidth ( )w dB f  and makes 

azimuth spectrum aliasing worse. The dependence between 

the steering rate and range frequency makes aliasing 

incomplete. They must be considered in the squinted sliding-

spotlight spaceborne SAR.  

 

(a) TFDs of targets located at near, center, and far azimuth 

lines with center frequency. 
 

(b) TFDs of targets with range frequency / 2c sf f− , cf , 

and / 2c sf f+ . 

Fig. 2. Time–frequency analysis. 

III. ALGORITHM DESCRIPTION 

Based on the time–frequency analysis in Section II, an 

improved algorithm based on the three-step approach [18] is 

introduced in this part. The flowchart of the proposed 

algorithm is shown in Fig. 3, including four main steps. The 

key steps are marked in yellow. 

Step 1: Range compression and azimuth preprocessing. 

Range matched filtering and azimuth spectrum 

reconstruction without aliasing is completed in the range 

frequency domain. Because of the range frequency-

dependent de-rotation operation, the azimuth interval is also 

range frequency-dependent after azimuth spectrum 

reconstruction. The signal is rearranged and focusing is 

accomplished first without the azimuth resampling of the 

sampling grids. A range frequency-dependent de-ramp 

operation is derived to equalize the azimuth interval in Step 3. 

Step 2: Focusing by a modified RMA. After signal model 

adjustment, a modified RMA is derived to focus the azimuth 

signal in the range frequency domain, in which the time-

consuming Stolt interpolation is replaced by the chirp-Z 

transform, and the efficiency is improved. 

Step 3: Azimuth processing by improved NCS algorithm. 

Precise focusing of azimuth signal and azimuth time de-

aliasing is achieved by an improved NCS algorithm based on 

the second-order expression of the stationary phase point.  

Step 4: Geometric correction. The deviation of the range 

focusing position induced by LRWC is corrected in this part. 

A. Range Compression and Azimuth Preprocessing 

Range compression and curved orbit correction are 

carried out by phase multiplication at first. Then, the 2-D 

unfolded signal is recovered by LRWC and range 

frequency-dependent de-rotation, where LRWC is used to 

remove the linear component of range cell migration 

(RCM), and range frequency-dependent de-rotation is 

applied to relax the second-order range-azimuth coupling. 

The details are given as follows. 

After range FT, the signal is given in (6). Range 

compression and curved orbit correction should be completed 

simultaneously by phase multiplication with filter 

1( , ; , )aH f t r t . 
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As analysed in Section II-B, the dependence of Doppler 

parameters on range frequency is the dominant component 

of azimuth spectrum aliasing in the squinted sliding-

spotlight spaceborne SAR. LRWC operation, as given in 

(18), is performed to remove the Doppler ambiguity 

because Doppler centroid is outside the PRF. 
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There exists a noticeable shift related to at  along range 

lines after LRWC processing. The severe mismatch of 

Doppler parameter posed by the shift will lead to 

defocusing in classic imaging algorithms. The azimuth 

signal is processed efficiently by changing the focused 

domain to range frequency domain in this paper. More 

importantly, the negative effect of LRWC is fully 

circumvented. After range compression, curved orbit 

correction and LRWC, the signal is represented as 

2 ( , ; , )aS t r tf . 

Besides, the de-rotation technique, which has been 

verified effectively in [15]-[22], implements a convolution 

2
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Fig.3. Flowchart of the proposed algorithm. 

with a quadratic phase function to remove azimuth 

spectrum aliasing caused by antenna beam rotation. Its 

performance is evaluated by TFDs with respect to different 

range frequency bins as shown in Fig. 4(a). In Fig. 4, the 

TFD of targets with range frequency bin in / 2c sf f− , cf , 

and / 2c sf f+  is represented by green, red, and yellow 

colours, respectively, and the blue block embodies the time-

frequency width of the azimuth signal. As shown in Fig. 

4(a), only the TFD with the center frequency cf  is fully 

corrected while others still have a slope. It indicates that 

azimuth spectrum aliasing will emerge with high 

probability with increase of the transmission signal 

bandwidth. 
tf

O

Aliasing

Aliasing

t

2

prff

2

prff
−

prff

 
(a)  

tf

O t

2

prff

2

prff
−
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(b)  

Fig.4. TFDs of targets with range frequency / 2c sf f− , cf , and

 / 2c sf f+  after de-rotation: (a) de-rotation in range time doma

in; (b) range frequency-dependent de-rotation. 

In this paper, the range frequency-dependent de-

rotation is applied to eliminate the aliasing effect caused by 

signal bandwidth as shown in Fig. 4(b). The range 

frequency-dependent de-rotation is given by 

 3 2 3( , ; , ) ( , ; , ) ( , ; , )a a aS f t r S f t r ft t H t r t  =   (19) 
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where   represents convolution and 
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Expand (19) as 
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where 
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As shown in (22) and (23), the convolution operation is 

realized quickly by two quadratic phase multiplications and 

an azimuth FT. After azimuth FT, the azimuth frequency is 

extended sufficiently, and the new equivalent PRF is 

 a w c

c

prf

N k f f
f

PRF f

 +
=   (24) 

where aN  is the number of azimuth samples. The 

discrete azimuth time is  

 
1

, 1,2, ,c

prf a w c

M
fPRF

t j j j
f N k f f

=  =   =
 +

 (25) 

As shown above, the discrete azimuth time is range 

frequency dependent. Classical methods cannot be directly 

applied, and it is necessary to improve the focusing 

algorithm in the next section. 

Accordingly, the signal after LRWC and range frequency

-dependent de-rotation becomes 

 

3

4

3

1

2

4
( )

4

e

(

( , ; , )

xp ( )

( ) ( )

exp
( ) (

)
)

a

w

c

e

a

a

c

s

i

i

a

i

f t
S f t r rect rect

B T

j f r t

k r t

j ff
k

t

f k
c

r t

tc r t












=

   
  −   

   

 
 +  

 


 − −
 
 − 

 
 

 − + 
+ 




 


(26) 
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2 2

)

2 cos

(
( ) r

e

rot

v
k

R r
r




=

−
 (27) 

B. Focusing with Modified RMA 

After LRWC and range frequency-dependent de-rotation, 

the Doppler frequency spreads while the time width 

narrows. The signal 3( , ; , )aS t r tf  is equivalent to a 

stripmap SAR data overlapped at azimuth center time 

0t = . However, existing stripmap SAR imaging algorithms 

cannot be directly applied because the sampling interval in 

azimuth is related to the range frequency bin as shown in 

(25). It is necessary to modify the model of 3( , ; , )aS t r tf  

with consideration for nonuniform sampling. With 

'c

c

f
t t

f f

=
+

, 3( , ; , )aS t r tf  is rewrote as 

 

( )

'

' '

3

' 2

'

3

1

4

, ; ,

exp ( )

( ) (

(

)

exp
( (

4
( )

) )

4
)

c

c

a

w

c a

c

e a

c
c

i

i

c

a

s

i

c

f
t

f f f
S f t r rect rect

B T

j f r t

f
r k r t t

f fj

f

t

f k
c

f
c t

f f
k r t

f


















=

 
   +
 =  − 
  
 
 

 






 
− 

 
 − 
 



+  
 

 
−   + − + 

+ 
+ 



 (28) 

where 

 '

a w

PRF
t i

N k
= 


 (29) 

As shown in (28), 
' '

3( , ; , )aS t r tf  is equivalent to the 

stripmap SAR signal after Keystone transform [35], and the 

linear coupling term is eliminated. But the Doppler 

frequency modulation rate is turned into ( )ek r−  from 

( )rk r , where 2 2( ) 2 cos / /r rk r v r = . The Doppler FM rate 

is compensated firstly in the azimuth frequency domain 

with the quadratic phase  

 

2

4 ( , ) exp c t

t

c w

H
f

f k

f f
f f j 
 

 +
=  





  (30) 

Data focusing is accomplished conveniently by an 

adjustment of the stripmap SAR imaging algorithms based 

on detailed analysis of the signal 
' '

3( , ; , )aS t r tf . In this 

section, a modified RMA is proposed. 

First, the signal is transformed into the 2-D spectrum 

domain by applying the principle of stationary phase. The 

stationary phase point kt  and the signal is expressed as in 

(31) and (32). 

 

2

( )
cos( ) sin( )

1 ( )

c

k a

c

f t

r
ref

f t

r

f
t t

f f

D fr

v v
D f

v



 

−
+

 
 
 

=  − 
  

−    
  

 (31) 

 ( ) 
 

4

/
( , ; , )

exp , ,

ex

4
( )

) ( )
4

p (

t e a

t a

w

c f t r

c re a

s

f f t

f f k t
S f f r rect rect

B T

j f f v

j f v
c

D

t

f r H
c

f f t














+
 −

 − +

− + 





   
   

   



 (32) 

where 

 ( ) cos( )
2

t

f t

ref

ref

f
D f

v


= +  (33) 

 

( )
2

, , sin( ) 1 ( )

cos( ) ( )

ref

f t r f t

r

ref

f t

r

v
H f v D f

v

v
D f

v

 



 
=  −  

 

+  

 (34) 

In (32), on the one hand, the azimuth envelope of 

4
( , ; , )

t a
S f f r t


 is independent of range frequency, while on 

the other hand, for the azimuth phase there exists coupling 

only between azimuth frequency tf  and the linear term of 

range frequency cf f + . The RCMC is completed after the 

range scaling of cf f + . 

 ( ) ' ',( (,) )f cc t rf r H f rf f v f  +  +  (35) 

where ( )' , ,f t rf f H f v  =  , and ( )' , ,c f rc tf ff H v =  . 

After range scaling, the coupling between 
''

cf f +  and tf  is 

eliminated.  

In addition, the spatial-variant properties of 

( ), ,f t rH f v   along the range direction must be considered. 

In practice, the equivalent velocity rv  and squinted angle 

  follow a steady change with range r , which must be 

taken into account. Then a Taylor expansion of 

( ), ,f t rr H f v   with r  is performed (see Appendix). 

Expanding this as 

 

 2

4

0

'

( , ; , )

( ) ( ) (

)

)

4
(t a c

ref f ft t f

t f
c

r r

f f r

H

f

H f H f O r

 


 = +

 +    +  

 (36) 

where 

 ( ) 2

0 sin( ) 1 ( ) cos( ) ( )f t ref f t ref f tH f D f D f =  − +   (37) 

 ' ' '

0( ) ( )
rt f t r vf ef refH f H f k kr r = +  +   (38) 

As shown in (36), the phase term is composed of three 

parts. The first is the reference phase of the scene center, 

which is compensated to achieve azimuth coarse focusing. 

The second term denotes the range scaling phase, which 

represents the residual RCM and the residual range-azimuth 

coupling. To perform accurate focusing, range scaling 

operation and phase compensation are implemented, 

providing a decoupled result between azimuth 

modulation ( ), ,f t rH f v   and range frequency cf f + . The 

third term is the higher-order phase error, which induces a 

negative effect on azimuth edge of the scene. To illustrate 
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the influence of the higher-order term, the phase error curve 

using the parameters listed in Table I is presented in Fig. 5, 

where it can be seen that the maximum phase error due to 

this term is less than / 4 . Therefore, the higher-order 

term is ignored in this paper. 

 
Fig. 5. The phase error caused by the third term of 4 . 

The following discussion will focus on the detailed 

processing procedure. First, bulk focusing is completed by 

multiplying the reference function, 

05 )( ) exp ( (
4

, )t c ref f tH f j ff Hf r
c

f 

 
= +  

 
  (39) 

After bulk focusing and range IFT, the signal becomes   

 

'

5

'

2 ( ) 2 ( )
( , ; , ) Sinc

( )4/
exp

( )

t

f

r f t a

t a

tt e a

c

r

f

s f t a

H f v D f t
S f r

c c

H ff k t
rect j f

v D

t

f t

r

cT

r

 



   
= − − 

  

   ++  
 −



  
 
 

 −       

(40) 

Focusing is performed by the range scaling transformation 

and the phase multiplication. In the range time domain, the 

target is focused at 

 

' ( ) 2 (2 )t r ff t aH f v

c c

r D f t


  
= +  (41) 

To eliminate the coupling phase between 
' ( )tfH f  and cf , 

we construct the azimuth compensation function as follows: 

 6 '

1
( ) e 1

( )
, xp 2t

f

c

t

H f j
H

f
f

  
  
 =   − 

  
 





 (42) 

With azimuth compensation operation, 5( , ; , )t aS f r t  

can be rearranged as 

 

'

6

'

2 ( ) 2 ( )
( , ; , ) Sinc

/
exp

( )
exp

(

4

)

4

t r f t a

t a

t e a

c

f t

c r a

f

s

tf

H f v D f t
S f r

c c

f k t
rect j f

T

H

r
t

r
c

c

D f
j f v t

f






   

= − − 
  

 +  
 −  −  

  

  
 −   

 

 







(43) 

Then the range scaling operation is performed based on 

range CZT to mitigate the coupling effects between 
' ( )tfH f  and f . The range frequency axis is rescaled as 

 
' ( )tff f H f =   (44) 

The discrete range CZT [20], [36] is implemented by 

FFT and phase multiplications as follows: 

 

2 2 2

2 2 2

( )1

2 2 2

0

2 2 2

[ ( )] ( )

IFFT FFT ( ) FFT

k i k

i

m

iM

i

k m m

CZT s k W s i A W W

W s m A W W

−

−

−−

=

 
=   

 
 

    
=      

        


 (45) 

 
2

expW
N

j



 

= − 
 

 (46) 

 ( )expA j= −  (47) 

where N  is the number of FFT points，   is the scaling 

factor. In the proposed algorithm,   is equal to 
' ( )f tH f . 

The azimuth compensation operation and the range 

scaling operation correspond to the Stolt interpolation in the 

RMA. After Stolt interpolation, the signal in the range 

frequency domain is represented as 

 

7

'

/
( , ; , )

( )
exp

( )

4
( )

t e a

t a

w

f t

c r f

t

s

f

e a

f f k t
S f f r rect rect

B T

D f
j f v t

f

t

f r
c H








   +
 −   

   

  
 − + +  



 
 






 (48) 

The phase related to azimuth focusing is 

 
7 '

4 ( )
( , ; (,

(
))

)

f t

t a c ref a

f t

D f
f f r ft f v

fc
t

H
 


 = +   (49) 

Expanding the phase term 7  into a Taylor series of tf  

yields 

 

( )3

7

2

2 3

( , ; , ) c
4

( )

2

os( )t a c ref c a

c c

t a a t t

c c

f f r f v t

f f

t f
c

f f
f t l f lt

f f
f

 

 


 

 

 − +  

+ +
− 



 +  −  

 (50) 

Symmetrical to the range frequency-dependent de-

rotation operation, the range frequency-dependent de-ramp 

operation is performed to avoid azimuth aliasing in the time 

domain, which is given by  

 
2

7 ( )=exp, c t

t

c e

H
f

f f
f k

f f
j 

 
 +

− 





  (51) 

After range frequency-dependent de-ramp operation, the 

signal 8( ; , ), atS r tf  in the azimuth time domain is obtained 

by azimuth inverse Fourier transform (IFT). 

8

2

2

2

2

3

3

+
( , ; , )

4
exp ( ) cos( )

exp
+

+
exp

+

c

c

a

rotw

e

c ref c a

c c

e a

c c

c

e a

cc

a

c c

e

f
t

f f f
S f t r t rect rect

RB

Dv

f f v t
c

f f f
j k t t

f f f

f
l k t t

f ff f
j t

f f
l k

f f

 





















 
  
  − 
  
 
 

 
 − +     

 

  +
    −  
   

 
  − 

+   −  

+  

3

a

c

t t

  
  
  
  

   −   
   

  (52) 
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where 
ev  is the ground velocity of the beam footprints. The 

residual phase is given by 

 

(1)

2

(2

8

)

2 3

4
, ( )

( ) ( )

(

( ; , ) cos( ) 2

+

+ +
) ( )

+

a c ref c a e a

c c

e

c c

c

a a

cc

c c c

a a

c c

f r f v t k t t

f f f
t

f f

f
t

f ff

t t f
c

k

t

f

f f
t t

f f f f

f

A t B t

f
C D t

 







 


 = 

 

− +   + 

 +
+  

 


 
 

+  
+



 
 


   
+







 



 
 

+ +



 


(3)




 
 
 
 



  (53) 

According to (53), the residual phase can be divided into 

three parts. The first one is related to the position of the 

target in range and azimuth and has no effect on focusing. 

The second one can be completely removed by phase 

multiplication. The third is the residual phase varying with 

the azimuth position at , which is equalized by an azimuth 

nonlinear chirp scaling operation in the next section.  

C. Azimuth processing by Improved NCS Algorithm 

The efficiency of the NCS algorithm is achieved in that 

the perturbation phase is too small to affect the solution of 

the stationary phase point. However, a higher residual phase 

indicates a higher perturbation phase and induces a 

significant calculation error of the stationary phase point. In 

order to analyze the effect of the perturbation phase, taking 

the third-order perturbation function as an example, we 

derive the performance limitation of the NCS algorithm. 

The required perturbation function is  

 
3

8 3e,( ) xp c

t t

c

f
H fj

f
f f b

f


 

 +
= −  

 
 (54) 

The third-order perturbation phase equalizes the azimuth 

LFM in (50) varying with the azimuth time at . Suppose 

8H  is invalid to the solution of POSP based on the 

traditional NCS algorithm [28][29]. Adding (50) with the 

phase of (54), we have 

 2

3
3 e

l
b

k
=  (55) 

The second-order expression of the stationary phase point 

tkf  is deduced by series reversion considering the negative 

effect of the perturbation phase, which is given by 

 
2

1 2( ) ( )tk a af A t t A t t=  − +  −  (56) 

 1

2

1

1/ e a

A
k l t

=
+

 (57) 

 
( )

3

2 3

21/ e a

b
A

k l t
= −

+
 (58) 

Then, we obtain the phase error induced by the linear 

approximation of the stationary phase point as 

 
( )

( )

( )

9

2 4

1 2 3 3

2 5

1 2 3 3 3

3 6

2 3 3

( , ; , )

2 ( )
9

3 ( )
4

1.5 ( )

a

a a

c

a a

c

a a

f t r t

A A b l t t t
f f

A A b b l t t t
f

A b l t t t









 =

 − +  − +
+  

   +  − +   
 −  +  −   

(59) 

 , , ,
2 2 2 2

prf prf s s

a a

w w e e

f f X X
t t t

k k v v

   
−  −  −   

   
 (60) 

The phase error 9  in (59) should be kept under / 4 . 

According to (59)-(60), the valid range of the azimuth is 

determined as 

 
3

2

2 3

4
2

3

55

32
3 3 3

2

21

36 / 2 42

2 3 3
1

4 16

c w

c prf ae a

s

prf prf

a w a w

s

f k b

f f f kv k
X b

l b b f b f

k k k k

  
   −  +   

  − 
   

− + +  
    

 (61) 

Simulations using the parameters in Table I are carried 

out. As shown in Fig. 6, the phase error exceeds the 

threshold value / 4  at about ±500 m, which makes the 

traditional NCS algorithm only valid in small regions. 

 
Fig. 6. The phase error induced by first-order approximation 

of the stationary phase point. 

Furthermore, the fourth-order perturbation phase is 

applied to remove the third-order azimuth-variant phase in 

(54). However, a second order phase related to 
2

at  is 

generated at the same time and affects the final results. To 

solve the problem, the fifth-order prefiltering function is 

applied first in the azimuth time domain, which is given by 

 10 4

4( , ) exp c

c

f
H f t j a

f
t

f


  

 +
= − 

 
 (62) 

Multiplying (52) by (62) and transforming the signal into 

the azimuth frequency domain using POSP yields 
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 (63) 

The fourth-order NCS phase is introduced to equalize the 

azimuth-variant quadratic coefficient and cubic coefficient 

of the Doppler parameters. 

 ( )

11

2 3 4

2 3 4

( , )

exp

t

c

t t t

c

H

b

f f

f
f b f b f

f

f
j





=

 +
−  + 


 + 




 (64) 

Based on the second-order expression in (56), the phase of 

azimuth signal is transformed into the time domain by 

azimuth IFFT, which is given by 
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 (65) 

To eliminate the azimuth-variant phase related to azimuth 

compression, the first-order coupling term 
2( )B b  is set to 

2 ek  , and the other terms are set to zero. Let 
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
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 (66) 

Then, we obtain the solution to the NCS factors, given by 
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 (67) 

In (66),   is set to be around 1 to ensure accuracy of the 

focusing position. After the INCS operation, we can 

compensate the residual phase by 
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2 3 4 5
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c
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 (68) 

Here only the first-order coupling term related to the real 

position of the targets is retained. After azimuth IFT, the 

2D focused image is obtained, which is given by 
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exp cos
4

( (

,
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 (69) 

Note that a higher order expression of the stationary 

phase point and more complex NCS factors must be 

calculated when the residual phase in (65) has high 

dependency on the azimuth spatial variance. In this case, 

block processing in azimuth is more sensible to reduce the 

difficulty of processing.  

 
Fig. 7. The residual phase after azimuth processing. 

The residual phase in (65) is analyzed by numerical 

experiment using the parameters in Table I.  In Fig. 7, the 

x-axis represents the squinted angle, and the y-axis 

represents the azimuth coverage. The area within the black 

dashed line represents the area where the residual phase 

error is less than / 4 . The residual phase increases as the 

squinted angle and the azimuth coverage increase. When 

the squinted angle is greater than 20 , the valid coverage 

shrinks rapidly. And it decreases to within 1km when the 

squinted angle reaches 25 .  Therefore, block processing is 

necessary. 

D. Geometric Correction 

There also exists geometric distortion caused by the 

LRWC, which can be compensated by the geometric 

correction filter 13H . 

 
13 x

4
, ( )( ) e p cos( )c ref cH t ff f v t

c
 




 
= +  

 
 (70) 

After Range IFFT, the focused SAR image is obtained as 

follows. 

 ( )13

2 4
( , ; , ) sin sin expa e a

r
S t r t c c t k t j r

c


  



   
= − − −   

   
(71) 

E. Computational Complexity Analysis 

This section will analyze the computational complexity 

of the proposed algorithm and the referenced algorithm in 

[21]. Suppose aN  and rN  denote the azimuth and range 

pixel numbers. According to the flowchart in Fig. 3, the 

proposed algorithm includes three range FFTs/IFFTs, four 
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azimuth FFTs/IFFTs, a range CZT, an azimuth convolution 

and eight phase multiplications. The range CZT is 

implemented by three FFTs with a length of 2 rN , two 

phase multiplications with a length of rN  and a phase 

multiplication with a length of 2 rN . The azimuth 

convolution is realized by two phase multiplications and an 

azimuth FFT. The computational load of the proposed 

algorithm is 

 
( )

1 2 2

2 2

9 log 5 log 20

9log 5log 20

a r r r a a a r

a r r a

O N N N N N N N N

N N N N

= + +

= + +
 (72) 

Similarly, the computational load of the referenced 

algorithm in [21] is calculated as 

 
( )

2 2 2

2 2

5 log 4 log 8

5log 4log 8

a r r r a a a r

a r r a

O N N N N N N N N

N N N N

= + +

= + +
 (73) 

It can be seen that the computational load of the proposed 

algorithm is greater than that of the referenced algorithm in 

[21]. The proposed algorithm is RMA-based, whereas the 

referenced algorithm in [21] is CS-based. The range CZT in 

the proposed algorithm significantly increases 

computational complexity but is more suitable for the 

focusing of high squint spaceborne SAR data. 

IV. EXPERIMENTS 

A. Simulation Results 

Experiments with simulated SAR data are carried out to 

verify the effectiveness of the proposed algorithm. The 

parameters are listed in Table Ⅰ.  

TABLE I 

SYSTEM SIMULATION PARAMETERS 

Parameters Value 

Orbit height(km) 600 

Incidence Angle(°) 35.15 

Squinted Angle(°) 20 

Wavelength(m) 0.0311 

Pulse width(s) 2e-6 

PRF(Hz) 5000 

Signal bandwidth(MHz) 300 

Sampling rate(MHz) 450 

Swath coverage(km2) 5  5 

O



1P 2P 3P

4P 5P 6P

7P 8P 9P

2.5km

2.5km

Azimuth

Ground Range  
Fig. 8. Distribution of the simulated point targets. 

Nine point targets are placed on the ground with regular 

intervals, and the scene size is 5 5km km , as shown in Fig. 

8. The layout of targets is consistent with [21]. The SAR 

system is operated in the sliding spotlight mode, and the 

squinted angle   steadily changes with a certain steering 

rate and a center angle of 20 . The theoretical resolution of 

the range is about 0.45 m while the azimuth is about 0.5 m. 

Three targets marked by 1, 5, and 9 are selected for further 

comparison. Target 5 located at the center of the scene 

represents the best imaging results because its parameters 

are a perfect match with imaging parameters. Targets 1 and 

9 located at the edge of the scene represent the worst 

imaging results because the difference between their 

parameters and imaging parameters is the maximum.  

The referenced algorithm in [21] (abbreviated by MCS), 

the proposed algorithm with NCS method in [28] 

(abbreviated by RFD-NCS), and the proposed algorithm 

with INCS are used to process the simulated data for 

comparison. The key steps related to the focusing and de-

aliasing performance of different methods are listed in 

Table Ⅱ. 

TABLE Ⅱ 

PERFORMANCE COMPARISON OF DIFFERENT METHODS 

Method 
Key steps 

De-aliasing Focusing 

MCS 

Range frequency-

independent de-

rotation 

Third order azimuth 

frequency perturbation 

RFD-

NCS 

Range frequency-

dependent de-

rotation  

Fourth order azimuth 

frequency perturbation 

Our 

method   

Range frequency-

dependent de-

rotation  

Improved NLCS 

algorithm based on the 

second-order 

approximations of the 

stationary phase point 

Fig. 9 shows the interpolated contour plots of the point 

targets 1P , 5P , and 9P  obtained by the three algorithms.   

is set to 0.98. Intuitively, the imaging results of the 

proposed algorithm with INCS are closest to the ideal one 

of a point target. The center target 5P  is well-focused by all 

three algorithms. For the edge targets 1P  and 9P , two-

dimensional defocusing appears in the results of the 

referenced algorithm in [21] due to the high-order 

approximation of azimuth spectrum. Only azimuth 

defocusing exists in the results of the proposed algorithm 

with the NCS method in [28], which means the first-order 

approximation of the stationary phase point has significant 

errors. Only azimuth defocusing exists in the results of the 

proposed algorithm with the NCS method in [28], which 

means the first-order approximation of the stationary phase 

point has significant errors. As shown in Figs. 10 and 11, 

the range profiles and azimuth profiles also indicate that the 

proposed method with INCS is the most effective. 
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Fig. 9. Contour plots of three points obtained by different imaging algorithms, where the subfigure from left to right in each row 

correspond to targets 1, 5, and 9, respectively: (a) MCS algorithm (the referenced algorithm in [21]); (b) RFD-NCS (the 

proposed algorithm with NCS method in [28]); (c)proposed method. 

   
(a) 1P  (b) 5P  (c) 9P  

Fig. 10. Range profiles of three points obtained with different imaging algorithms: (a)-(c) is the result of the target 1P , 5P , and 

9P , respectively. 
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(a) 1P  (b) 

5P  (c) 
9P  

Fig.11. Azimuth profiles of three points obtained with different imaging algorithms: (a)-(c) is the result of the target 
1P , 

5P , and 

9P , respectively. 

TABLE Ⅲ 

IMAGE QUALITY MEASUREMENT RESULTS 

 Method 
Azimuth Range 

Resolution(m) PSLR(dB) ISLR(dB) Resolution(m) PSLR(dB) ISLR(dB) 

1P  
MCS 0.4973 -12.095 -10.376 0.5157 -13.846 -11.433 

RFD-NCS 0.5122 -10.724 -8.500 0.4446 -13.250 -10.654 

Our method 0.4973 -13.164 -10.574 0.4446 -13.206 -10.629 

5P  
MCS 0.4897 -13.259 -10.995 0.5092 -13.211 -10.773 

RFD-NCS 0.4955 -13.216 -10.971 0.4446 -13.262 -10.656 

Our method 0.4950 -13.231 -10.989 0.4446 -13.259 -10.656 

9P  
MCS 0.5012 -12.084 -11.122 0.5207 -13.973 -11.640 

RFD-NCS 0.7164 -3.637 -7.331 0.4445 -12.593 -9.713 

Our method 0.4983 -13.102 -10.656 0.4446 -13.138 -10.623 

To further evaluate the performance of the proposed 

algorithm, quantitative assessment results including 

resolution, peak sidelobe ratio (PSLR), and integrated 

sidelobe ratio (ISLR), are provided in Table Ⅲ. It can be 

seen that the results of the proposed algorithm with INCS 

are the best in both range and azimuth. Furthermore, the 

comparison between the last two algorithms highlights the 

necessity of the second-order expression of the stationary 

phase point in NCS algorithms.  

V. CONCLUSION 

In this paper, a frequency-domain algorithm for squinted 

sliding-spotlight spaceborne SAR has been presented. It 

addresses the second-order coupling between the range 

frequency and Doppler parameters through range-frequency 

de-rotation and improved nonlinear chirp scaling. First, 

LRWC and the range frequency-dependent de-rotation 

operation are performed for thorough aliasing removal in 

the azimuth spectrum. Then, with a new signal model, 

focusing is completed by a modified RMA. Furthermore, a 

de-ramp operation with the improved NCS algorithm is 

derived to equalize the azimuth-variant phases based on the 

second-order expression of the stationary phase point. 

Finally, geometric correction is applied in the range-

frequency domain. A well-focused image is obtained by the 

proposed algorithm, as demonstrated by the results based 

on simulated data. 

The proposed algorithm does not involve approximation 

of the range spectrum which is necessary in traditional CS 

and RMA during the focusing process. Therefore, results in 

range are relatively better. Furthermore, focusing is 

achieved in the range frequency domain, indirectly avoiding 

the spatial variation of azimuth frequency modulation 

caused by LRWC. Defocusing of the azimuth signal is 

mainly caused by the differential RCM. After the range 

CZT, the negative effect of differential RCM is moved to 

the azimuth signal. It is solved by the improved NCS 

algorithm in our proposed solution. 

In the future, the primary work is to test the proposed 

algorithm on real high-squint spaceborne SAR data to 

verify its applicability in practice. In addition, block 

processing can be combined with azimuth processing to 

reduce spatial variation of parameters and further improve 

the DOAF in azimuth. 

 

APPENDIX 

DERIVATION OF EQUATION (38) 

According to (30), ( ), ,f t rH f v   varies with range r  

because of the spatial-variant properties of 
rv  and  . 

Suppose  

 ( )
rr ref v refv v k r r +  −  (74) 

 ( )c refk r r  +  −  (75) 

where 
rvk  and k  are the first-order coefficients, which can 

be calculated by numerical fitting. Expanding 

( ), ,f t rH f v   into the first order Taylor series of ( )refr r−  

yields 
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Let 
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( ), ,f t rr H f v   can be expressed as  
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 ' ' '

0( ) ( )
rt f t r vf ef refH f H f k kr r = +  +   (81) 
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