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Understanding how cooperative behaviors can emerge from competitive interactions is an open problem
in biology and social sciences. While interactions are usually modeled as pairwise networks, the units of
many real-world systems can also interact in groups of three or more. Here, we introduce a general
framework to extend pairwise games to higher-order networks. By studying social dilemmas on
hypergraphs with a tunable structure, we find an explosive transition to cooperation triggered by a
critical number of higher-order games. The associated bistable regime implies that an initial critical mass of
cooperators is also required for the emergence of prosocial behavior. Our results show that higher-order
interactions provide a novel explanation for the survival of cooperation.

DOI: 10.1103/PhysRevLett.132.167401

Introduction.—The pervasiveness of cooperation in our
world has long puzzled researchers [1,2]. After all, the
natural world, and human society is not an exception, obeys
Darwinian selection, which is driven by the self-interest of
individuals. In such a competitive world, costly altruistic
behaviors seem inappropriate, since they do not bring any
immediate advantage to the cooperators [3–6]. It is instead
more profitable for self-interested individuals to defect,
exploiting the benefits from the actions of cooperators who,
in turn, see their sustainability jeopardized by the higher
profits of free-riders [7,8].
Social dilemmas are a well-known theoretical framework

for studying cooperation. In a social dilemma, each actor in
a group can choose either to cooperate or to defect [9,10].
Cooperating benefits the group at an individual cost,
while defectors exploit collective benefits provided by
cooperators without paying any cost [11,12]. Therefore,
while cooperation would be the best outcome from a
group perspective, defection is the favoured strategy by
selfish rational decision-makers. This tension between the
two strategies defines the dilemma [13–16]. Social dilem-
mas are typically studied in evolutionary game theory
[3,7,17–21] by implementing games, such as the Prisoner’s
Dilemma (PD), on structured populations [22–24]. The

underlying structure of a population is usually modeled as a
network, where links represent the interactions between
pairs of agents [25–27]. In some cases, the structure of the
network has been shown to promote prosocial behaviors
through, e.g., mechanisms of network reciprocity [4,28,29],
the heterogeneity of the nodes [30–33], and the presence of
clustering [34]. Networks are however limited in their
representation of real-world systems. The links of a net-
work can indeed only describe pairwise interactions, while
the units of a complex system can also interact in groups
of more than two. Thus, networks do not allow for the
accommodation of more realistic and general forms of
higher-order social interactions.
In recent years, mathematical structures like hypergraphs

and simplicial complexes have been used to represent
interactions among three or more units [35–37]. From
contagion processes [38] to synchronization [39–41] and
ecological competition [42], various studies have illustrated
that higher-order interactions can lead to the emergence of
collective behaviors and dynamic patterns not seen in
pairwise networks [36]. Since its origin [43], game theory
has been formulated as an n-body problem. Therefore, it
comes as no surprise that higher-order interactions have
attracted attention also in the study of evolutionary game
theory [11,44–50]. However, a general framework for
social dilemmas on structured populations with group
interactions is still missing. In fact, when higher-order
payoffs for n-body games have been considered, it has been
for well-mixed populations or for simple pairwise net-
works, such as regular lattices [12,44,45,47,51,52]. When,
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instead, more general interaction patterns have been con-
sidered, it has been for specific problems and payoff
structures relying on strong assumptions [50,53,54]. For
example, when hypergraphs were used to model group
interactions at the microscopic level [49,55,56], they often
employed a linear function of the number of cooperators in
a group as the group payoff, limiting the general repre-
sentation of social dilemma dynamics [11].
In this Letter, we introduce a general framework to

extend social dilemmas to structured populations account-
ing for interactions in groups of variable size. In our model,
the players are the nodes of a hypergraph and are involved,
at the same time, in both pairwise and higher-order games
as represented by hyperedges of different sizes. We do so
by assigning a payoff tensor of dimension n to each
hyperedge of size n. In this way, our model combines
n-body games [12,44,45,47,57] with the potential of
higher-order networks in representing the most general
microscopic structure of the interactions [48,55,58,59]. By
studying the evolutionary dynamics of the model on
different types of hypergraphs, we find that the presence
of higher-order interactions and their microscopic structure
play an important role in the survival of cooperation in
social dilemmas. In fact, above a critical number of higher-
order interactions, the dynamics can show an explosive
transition to a bistable state [60–62], where besides full
defection (the only stable equilibrium for the pairwise PD)
a cooperative stable state emerges. We provide an analytical
characterization of the observed phase transition and its
dependence on the parameters of the game. In particular,
we found that an initial critical mass of cooperators is also
needed to sustain cooperation in the long term: below this
critical mass, every player becomes a defector, even if the
number of higher-order interactions is above the critical
threshold.
The model.—We consider a population of N players

taking part in a number M of different games, which can
either be pairwise or in groups of three or more players.
Such interactions are described by a hypergraph HðV; EÞ,
where V is the set of jVj ¼ N nodes representing players,
and E is the set of jEj ¼ M hyperedges [35,36].
Each hyperedge eg, with g∈ f1;…;Mg, is a group
(a subset of V) of two or more players interacting in game
g. The hypergraph can be represented by an N ×M
incidence matrix B, whose entry big is equal to 1 if player
i is playing game g, and is zero otherwise. The number of
games in which a player i takes part is given by the hyper-
degree ki ¼

P
M
g¼1 big, while the number of players in a

game g is the size of the hyperedge qg ¼ jegj ¼
P

N
i¼1 big.

We focus here on the case of hypergraphs with hyperedges
of size two (2-hyperedges, or simply edges) and three
(3-hyperedges), respectively, corresponding to classical pair-
wise games (2-games) and games played in groups of three
players (3-games). Regarding payoffs, since there are qg
players involved in a symmetric game g, if we indicate as ns

the number of different strategies available, the total number

of different payoffs is nsðnsþðqg−1Þ−1
ðqg−1Þ Þ (see Supplemental

Material [80], SM). Here we consider only ns ¼ 2 possible
strategies, cooperation (C) and defection (D), as in the
classical pairwise social dilemmas, resulting in four possible
different payoffs for 2-games and six for 3-games. As usual,
the payoffs for 2-games can be displayed as a 2 × 2matrixΠ,
whose element πsisj ¼ ½πsiðsjÞ; πsjðsiÞ� is the pair of payoffs
for player i and j, respectively, when the first player plays
strategy si and the second sj. Generalizing to interactions in
groups of three players, payoffs for 3-games can then be
represented as a 2 × 2 × 2 tensor T , whose element τsisjsk ¼
½τsiðsj; skÞ; τsjðsi; skÞ; τskðsi; sjÞ� is now a 3-tuple with the
value of the payoff for each of the three players i, j, and k,
playing strategies si, sj, sk. The complete payoff structure for
both 2-games (qg ¼ 2) and 3-games (qg ¼ 3) is shown in
Fig. 1, using different symbols for different payoff values. As
commonly done in the study of social dilemmas, without loss
of generalitywe set the payoff formutual cooperation equal to
1, while the payoff for mutual defection is equal to 0, for both
2-games and 3-games [53]. In a similar manner, i.e., inde-
pendently from the number of players (2 or 3) in the game,
with blue triangle and green square we indicate the payoffs
received for unilaterally deviating from mutual cooperation
and defection respectively. In this way, it is immediate to
identify in blue triangle and in green square the payoffs
usually denoted, in pairwise social dilemmas, as the tempta-
tionT and the sucker’s payoff S. IdentifyingT andS is crucial
for the characterization of the game. The values of T and S
classify classical pairwise games into four different types,
each with different Nash equilibria (NE): the Prisoner’s
Dilemma (T > 1, S < 0), the Chicken game (T > 1,
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FIG. 1. Higher-order games on a hypergraph. The orange
triangular areas are hyperedges of size qg ¼ 3, corresponding
to games played by three players (3-games), while the purple
segments are hyperedges of size qg ¼ 2, representing pairwise
games (2-games). The payoff structures of symmetric 2-games
and 3-games are reported in the two boxes.
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S > 0), theStagHuntgame (S < 0,T < 1), and theHarmony
game (S > 0,T < 1) (see SM).Hence,we propose extending
the same classification to 3-games. In 3-games there are two
additional payoffs, for defection against a cooperator and a
defector (pink diamond namely, W), and for cooperation
against a cooperator and a defector (purple circle namely, G).
Depending on the relative value of these two additional
payoffs (ifG > W orG < W) each type of 3-games is divided
into two subsets with different Nash Equilibria. As shown in
the SM, by restrictingG andW to the range 0 ≤ G;W ≤ 1 (as
we do for our results) the resulting 3-games are social
dilemmas [12,63,64].
Stochastic simulations.—To investigate the effects of

higher-order interactions on the equilibria of a system with
N players, we considered the following stochastic evolu-
tionary game dynamics. We start with a population having
an initial fraction ρ0 of cooperators. At each time step, one
player (the focal) is selected at random, and a second player
(the model) is chosen among the neighboring nodes on the
hypergraph, connected to the focal player by hyperedges of
any size. Each of the two selected players plays a 2-game
with all its neighbors connected through a 2-hyperedge,
and a 3-game for each 3-hyperedge it takes part in. A
2-game is completely defined by the values of the payoff
matrix entries T and S, while the 3-game has the same T
and S of the 2-game, but is also defined by the payoffs G
and W. In each game, the focal (respectively, the model)
player earns a payoff based on their strategy and the
strategies of the other players involved in that particular
game. The total payoff πf of the focal player (πm of the
model player) is the sum of all the game payoffs. The
focal player has then the possibility to adopt the strategy of
the model player sm, with a probability which is a non-
decreasing function of the total payoff difference πm − πf,
modeled as a Fermi function [9,19,65]: psf→sm ¼ f1þ
exp½−wðπm − πfÞ�g−1 where w represents the strength of
selection [66]. We iterate the stochastic dynamics to
compute the quasistationary (QS) probability distribution
[67,68] of the fraction of players adopting strategy C
(cooperators). This distribution is the stationary distribution
of the stochastic process conditioned on nonextinction [69],
and for a wide class of stochastic processes, its properties
have been shown to converge to the stationary properties
when N → ∞ [70,71]. In particular, in the context of
evolutionary game theory, the QS distribution local maxima
can converge, in unstructured populations and homo-
geneous random networks, to the stable fixed points ρ�
of the mean-field deterministic evolution given by the
replicator dynamics [50,72]. As for the underlying structure
of interactions, we have considered random hypergraphs in
which we can control the number of higher-order inter-
actions. By forming independently 2- and 3-hyperedges
we have constructed random hypergraphs of N nodes
with tunable average hyperdegree hki ¼ P

N
i¼1 ki=N and

probability δ ¼ nΔ=ðNhkiÞ for a player to interact in a

3-game. Here, Nhki ¼ n= þ nΔ, where n= and nΔ are,
respectively, the number of two-player interactions (the
number of 2-hyperedges multiplied by 2) and the number
of three-player interactions (the number of 3-hyperedges
multiplied by 3) in the system (see SM).
Figure 2 shows the results for the case of the Prisoner’s

Dilemma (PD). We recall that the pairwise PD is defined by
payoff values T > 1 and S < 0. In particular, for our
simulations we chose T ¼ 1.1, S ¼ −0.1 and strength of
selection w ¼ 1=hki [73]. As for the 3-game we consider a
social dilemma with the same values of T and S of the
pairwise PD, and with G and W such that 0 ≤ G;W ≤ 1
and ðG −WÞ > 0, since in this case the one-shot 3-game
has four different pure NE: full defection (D, D, D) and all
the permutations of two cooperators and one defector (see
SM). Figure 2(a) reports the fraction of cooperators at
equilibrium as a function of the fraction δ of 3-game
interactions, for different values of a ¼ 2ðG −WÞ.
Symbols represent the simulation results obtained from
the peaks of the QS distribution pQSðρÞ in panels (b)–(e). A
bifurcation is observed when the fraction δ exceeds a
critical value δcðaÞ. For δ < δc the only stable fixed point,
as in the pairwise PD, is full defection ρ�D ¼ 0 [74], while
for δ ≥ δc we have bistability, with a new stable state ρ�þ
appearing due to the effect of higher-order interactions. The
observed phase transition is explosive [60–62] as, for
δ ≥ δc, the cooperative phase has ρ�þ ≥ 0.5. To better
characterize the phase transition we have computed the
susceptibility χ ¼ Nðhρ2i − hρi2Þ as a function of δ for
different hypergraph sizes N. In first-order transitions, this
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FIG. 2. (a) Fraction of cooperators at equilibrium for the PD on
random hypergraphs with N ¼ 1500, hki ¼ 20 and tunable ratio
δ of three-player interactions. (b)–(e) Quasistationary distribu-
tions for a ¼ 1 and four values of δ. Continuous curves and
symbols represent the simulation results averaged over 1500 runs,
while dashed lines are the analytical mean-field predictions of
Eqs. (3) and (4). (f) Susceptibility χ as a function of δ for
increasing N. (g) Scaling of the position and height (inset) of the
peak of χ. The black line is the fitting.
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susceptibility peaks around the value of the control para-
meter where the new phase ρ�þ appears, and the peak
diverges in the limit N → ∞ because the system oscillates
between the two phases [75]. Figure 2(f) shows that, in our
case, χ becomes more pronounced with increasing hyper-
graph size N. The critical value of δ in the thermodynamic
limit can be extracted through a finite-size scaling analysis.
The results are reported in Fig. 2(g), where δ∞c ¼ 0.334ð5Þ
is obtained as the y intercept of the fitting of the critical
δnumc ðNÞ measured numerically (see SM) [75]. Figure 3(a)
illustrates the typical time evolution of the system. It reports
the fraction of cooperators ρðtÞ as a function of time for 20
different initial conditions ρ0. We notice that when ρ0 is
smaller than a given threshold ρ�−, the dynamics typically
converges to the full defection state. Conversely, when
ρ0 > ρ�−, it converges to the stable state ρ�þ where a finite
fraction of the population are cooperators. In other words,
ρ�− represents the initial critical mass of cooperators needed
for cooperation to survive in the long term. Figure 3(b)
shows that ρ�− is a decreasing function of δ for any value of
the parameter a. This implies that smaller initial densities of
cooperators are sufficient to sustain stable cooperation in
systems with a larger fraction δ of 3-game interactions (see
SM for further details on the stochastic simulations). Notice
that the results above depend on the topology of the
hypergraph, as we found that a cooperative state is still
possible, but for δ ≥ δc we do not observe bistability in the
more constrained case of regular lattices with a tunable
number of higher-order interactions (see SM).
Analytical results.—To better understand the influence of

higher-order interactions on the game outcome, we ana-
lytically examined the case of a well-mixed population,
where each player interacts either in a 3-game with
probability δ or in a 2-game with probability 1 − δ. The
dynamics of the fraction ρ of cooperators for a well-mixed
population in the thermodynamic limit is described by the
mean-field replicator equation (RE) [7,19,76,77]:

dρ
dt

¼ ρð1 − ρÞ½πCðρ; δÞ − πDðρ; δÞ� ð1Þ

where πC and πD are the expected payoffs of a cooperator
and a defector, functions of the density of cooperators ρ and
of the fraction δ of 3-game interactions (see SM). Hence,
the payoff difference is also a function of ρ and δ:

πC − πD ¼ −ρ2cδþ ρðcδ − b − 2SÞ þ S ð2Þ

where c ¼ ðaþ bÞ, b ¼ T − S − 1 and a ¼ 2ðG −WÞ.
Therefore, besides the two absorbing states full-defection
ρ�D ¼ 0 and full-cooperation ρ�C ¼ 1, Eq. (1) has two
nontrivial stationary states ρ�� for which πC − πD ¼ 0:

ρ�� ¼ cδ − b − 2S�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðcδ − bÞ2 þ 4Sðbþ SÞ

p

2cδ
: ð3Þ

The existence of real-valued ρ�� depends on the discrimi-
nantΔ ¼ ðcδ − bÞ2 þ 4Sðbþ SÞ ≥ 0. Given that ðcδ − bÞ2
is always positive, a sufficient condition for the existence is
4Sðbþ SÞ ¼ 4SðT − 1Þ > 0, which is always satisfied for
the Stag-Hunt game and Chicken game. For the Prisoner’s
Dilemma and the Harmony game instead Δ ≥ 0 holds only
for certain values of the parameters. In particular, for the
game we are focusing on in this Letter, namely, the PD, we
have T > 1 and S < 0, hence b ¼ T − S − 1 > 0. Also,
c ¼ aþ b > 0, as we are considering a 3-game with
a ¼ 2ðG −WÞ > 0. This leads to positive real-valued ρ��
when

δ ≥ δth1 ¼ bþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−4Sðbþ SÞp

c
: ð4Þ

In particular, for δ ¼ δth1 , where the two solutions ρ�þ
and ρ�− appear and coincide (Δ ¼ 0), they take the value
ρ��ðδth1 Þ ¼ 0.5 − ðbþ 2SÞ=½2ðbþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

−4Sðbþ SÞp Þ�, while
for δ > δth1 we have 0 < ρ�− < ρ��ðδth1 Þ < ρ�þ < 1 (see
SM). A stability analysis of the solutions reveals that,
while ρ�D ¼ 0 and ρ�þ are stable, ρ�− and ρ�C ¼ 1 are unstable
stationary states. Therefore, Eq. (4) gives us the mean-field
critical threshold δth1 of three-player interactions for co-
operation to survive in the higher-order PD. In fact, if δ is
below this critical threshold the only stable stationary state
is full defection ρ�D ¼ 0, as in the pairwise PD. If instead the
fraction of 3-game interactions δ exceeds δth1 , an explosive
transition to a bistable state emerges, where both ρ�D ¼ 0
and 0 < ρ�þ < 1 are stable stationary states. In Figs. 2(a)–
2(e) the analytical mean-field results are reported as dashed
lines. In particular, the analytical predictions for the stable
states ρ�þ and ρ�D are in perfect agreement with the peaks
of the quasistationary distributions in Figs. 2(b)–2(e) and
with the symbols in panel (a) reporting the stable fixed
points obtained through stochastic simulations on random
hypergraphs. At the same time, the critical fraction of
3-game interactions δth1 [vertical lines in Fig. 2(a)] accu-
rately marks the discontinuous transition to bistability
observed numerically, coinciding with the appearance of

ρ

δ
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FIG. 3. Basins of attraction and critical mass of cooperators for
the PD on random hypergraphs. (a) Temporal evolution of the
fraction of cooperators for various initial conditions and δ ¼ 0.4,
a ¼ 1.5, hki ¼ 20. (b) Unstable stationary state ρ�− as a function
of δ for average hyperdegree hki ¼ 20 and different values of a.
Symbols show the simulation results, while the lines are the
analytical mean-field predictions. The shaded areas represent the
errors.
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ρ��ðδth1 Þ. In particular, for the specific values of the
parameters used in our simulations, we have δth1 ¼ 0.3̄
and ρ��ðδth1 Þ ¼ 0.5, in perfect agreement with the simulation
results. Figure 3 displays the unstable solution ρ�−, which
defines the basins of attraction of the two stable stationary
states ρ�D and ρ�þ, showing again a good agreement between
the mean-field predictions (dashed lines) and the stochastic
simulations [trajectories in Fig. 3(a) and symbols in
Fig. 3(b)].
Conclusions.—In this Letter, we introduce a general

game theory framework to study social dilemmas when
both pairwise and higher-order interactions are possible.
Our main finding is that cooperation can persist even in
scenarios like the PD, where pairwise interactions typically
lead to full defection. The transition to a stable cooperative
state is explosive when the number of higher-order inter-
actions surpasses a critical threshold determined by game
parameters. The presence of bistability, however, indicates
that the survival of cooperators is not guaranteed: a critical
mass of initial cooperators is needed to sustain stable
prosocial behavior. This is in agreement with empirical
observations regarding the critical mass of initiators
required to trigger social and cultural changes [78,79].
Our findings show that higher-order interactions can foster
cooperation in competitive settings, offering a novel
solution to social dilemmas. While we focus on the PD
in this Letter, our higher-order framework readily applies to
other games. We also hope our work inspires systematic
investigations into the impact of various real-world fea-
tures, such as different topologies of higher-order networks
and temporal changes in their connectivity, on evolutionary
game dynamics.
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[69] S. Méléard and D. Villemonais, Probab. Surv. 9, 340 (2012).
[70] M.M. de Oliveira and R. Dickman, Physica (Amsterdam)

343A, 525 (2004).
[71] M. Faure and S. J. Schreiber, Ann. Appl. Probab. 24, 553

(2014).
[72] D. Zhou, B. Wu, and H. Ge, J. Theor. Biol. 264, 874 (2010).
[73] We verified that the results are consistent for a range of w

spanning at least two orders of magnitude and for a wide
range of average hyperdegree values (see SM).

[74] In the QS method, the system is prevented from visiting the
absorbing states ρ ¼ 0 and ρ ¼ 1. As a consequence, the
measured peak of the QS distribution cannot be in ρ ¼ 0,
but it is as close as it is allowed, in ρ ¼ 1=N which
converges to 0 for large N.

[75] M.M. de Oliveira, M. G. E. da Luz, and C. E. Fiore, Phys.
Rev. E 92, 062126 (2015).

[76] A. Traulsen, J. C. Claussen, and C. Hauert, Phys. Rev. Lett.
95, 238701 (2005).

[77] A. Traulsen, J. C. Claussen, and C. Hauert, Phys. Rev. E 74,
011901 (2006).

[78] D. Centola, J. Becker, D. Brackbill, and A. Baronchelli,
Science 360, 1116 (2018).

[79] M. Pereda, V. Capraro, and A. Sánchez, Sci. Rep. 9, 5503
(2019).

[80] See Supplemental Material at http://link.aps.org/
supplemental/10.1103/PhysRevLett.132.167401 for further
details on the classification of higher-order social dilemmas,
stochastic simulations, and analytical results, which also
includes Refs. [81–87].

[81] W. B. Liebrand, Simulation and gaming 14, 123 (1983).
[82] B. Kerr, P. Godfrey-Smith, and M. Feldman, Trends Ecol.

Evol. 19, 135 (2004).
[83] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B.

Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V.
Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M.
Brucher, M. Perrot, and E. Duchesnay, arXiv:1201.0490.

[84] P. D. Taylor and L. B. Jonker, Math. Biosci. 40, 145
(1978).

[85] P. Schuster and K. Sigmund, J. Theor. Biol. 100, 533 (1983).
[86] L. Hindersin and A. Traulsen, PLoS Comput. Biol. 11,

e1004437 (2015).
[87] B. Wu, J. García, C. Hauert, and A. Traulsen, PLoS Comput.

Biol. 9, e1003381 (2013).

PHYSICAL REVIEW LETTERS 132, 167401 (2024)

167401-6

https://doi.org/10.1016/j.physrep.2020.05.004
https://doi.org/10.1038/s41567-021-01371-4
https://doi.org/10.1038/s41567-022-01548-5
https://doi.org/10.1038/s41567-022-01548-5
https://doi.org/10.1038/s41467-019-10431-6
https://doi.org/10.1038/s41467-019-10431-6
https://doi.org/10.1038/s41467-021-21486-9
https://doi.org/10.3389/fphys.2020.595736
https://doi.org/10.1038/s42005-022-01040-9
https://doi.org/10.1038/nature23273
https://doi.org/10.1007/BF02460000
https://doi.org/10.1007/BF02460000
https://doi.org/10.1007/s001820400183
https://doi.org/10.1007/s001820400183
https://doi.org/10.1073/pnas.0903019106
https://doi.org/10.1073/pnas.0903019106
https://doi.org/10.1073/pnas.0912214107
https://doi.org/10.1073/pnas.0912214107
https://doi.org/10.1016/j.jtbi.2012.02.025
https://doi.org/10.1038/s41562-020-01024-1
https://doi.org/10.1038/s41562-020-01024-1
https://doi.org/10.1103/PhysRevLett.127.268301
https://doi.org/10.1103/PhysRevLett.127.268301
https://doi.org/10.1016/j.physa.2004.05.077
https://doi.org/10.1016/j.bulm.2005.01.004
https://doi.org/10.1016/j.bulm.2005.01.004
https://doi.org/10.1016/j.chaos.2021.111103
https://doi.org/10.1016/j.chaos.2021.111103
https://doi.org/10.1016/j.physa.2022.127698
https://doi.org/10.1016/j.physa.2022.127698
https://doi.org/10.1063/1.3535579
https://doi.org/10.1103/PhysRevE.104.054308
https://doi.org/10.1103/PhysRevE.104.054308
https://doi.org/10.1038/s41598-019-45253-5
https://doi.org/10.1038/s41598-019-45253-5
https://doi.org/10.1209/0295-5075/95/68003
https://doi.org/10.1209/0295-5075/95/68003
https://doi.org/10.1098/rsif.2012.0997
https://doi.org/10.1016/j.physrep.2016.10.004
https://doi.org/10.1080/00018732.2019.1650450
https://doi.org/10.1126/sciadv.abe3824
https://doi.org/10.1016/j.jtbi.2012.01.014
https://doi.org/10.1098/rsif.2015.0881
https://doi.org/10.1098/rsif.2015.0881
https://doi.org/10.1006/game.1993.1023
https://doi.org/10.1103/PhysRevE.71.016129
https://doi.org/10.1103/PhysRevE.71.016129
https://doi.org/10.1103/PhysRevE.94.042308
https://doi.org/10.1103/PhysRevE.94.042308
https://doi.org/10.1214/11-PS191
https://doi.org/10.1016/j.physa.2004.06.155
https://doi.org/10.1016/j.physa.2004.06.155
https://doi.org/10.1214/13-AAP923
https://doi.org/10.1214/13-AAP923
https://doi.org/10.1016/j.jtbi.2010.03.018
https://doi.org/10.1103/PhysRevE.92.062126
https://doi.org/10.1103/PhysRevE.92.062126
https://doi.org/10.1103/PhysRevLett.95.238701
https://doi.org/10.1103/PhysRevLett.95.238701
https://doi.org/10.1103/PhysRevE.74.011901
https://doi.org/10.1103/PhysRevE.74.011901
https://doi.org/10.1126/science.aas8827
https://doi.org/10.1038/s41598-019-41988-3
https://doi.org/10.1038/s41598-019-41988-3
http://link.aps.org/supplemental/10.1103/PhysRevLett.132.167401
http://link.aps.org/supplemental/10.1103/PhysRevLett.132.167401
http://link.aps.org/supplemental/10.1103/PhysRevLett.132.167401
http://link.aps.org/supplemental/10.1103/PhysRevLett.132.167401
http://link.aps.org/supplemental/10.1103/PhysRevLett.132.167401
http://link.aps.org/supplemental/10.1103/PhysRevLett.132.167401
http://link.aps.org/supplemental/10.1103/PhysRevLett.132.167401
https://doi.org/10.1177/104687818301400201
https://doi.org/10.1016/j.tree.2003.10.004
https://doi.org/10.1016/j.tree.2003.10.004
https://arXiv.org/abs/1201.0490
https://doi.org/10.1016/0025-5564(78)90077-9
https://doi.org/10.1016/0025-5564(78)90077-9
https://doi.org/10.1016/0022-5193(83)90445-9
https://doi.org/10.1371/journal.pcbi.1004437
https://doi.org/10.1371/journal.pcbi.1004437
https://doi.org/10.1371/journal.pcbi.1003381
https://doi.org/10.1371/journal.pcbi.1003381

