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A B S T R A C T

Background. Personalised computer models are increasingly used to diagnose cardiac arrhythmias and tailor
treatment. Patient-specific models of the left atrium are often derived from pre-procedural imaging of anatomy
and fibrosis. These images contain noise that can affect simulation predictions. There are few computationally
tractable methods for propagating uncertainties from images to clinical predictions.
Method. We describe the left atrium anatomy using our Bayesian shape model that captures anatomical
uncertainty in medical images and has been validated on 63 independent clinical images. This algorithm
describes the left atrium anatomy using 𝑁modes = 15 principal components, capturing 95% of the shape variance
and calculated from 70 clinical cardiac magnetic resonance (CMR) images. Latent variables encode shape
uncertainty: we evaluate their posterior distribution for each new anatomy. We assume a normally distributed
prior. We use the unscented transform to sample from the posterior shape distribution. For each sample,
we assign the local material properties of the tissue using the projection of late gadolinium enhancement
CMR (LGE-CMR) onto the anatomy to estimate local fibrosis. To test which activation patterns an atrium
can sustain, we perform an arrhythmia simulation for each sample. We consider 34 possible outcomes (31
macro-re-entries, functional re-entry, atrial fibrillation, and non-sustained arrhythmia). For each sample, we
determine the outcome by comparing pre- and post-ablation activation patterns following a cross-field stimulus.
Results. We create patient-specific atrial electrophysiology models of ten patients. We validate the mean and
standard deviation maps from the unscented transform with the same statistics obtained with 12,000 Monte
Carlo (ground truth) samples. We found discrepancies <3% and <2% for the mean and standard deviation
for fibrosis burden and activation time, respectively. For each patient case, we then compare the predicted
outcome from a model built on the clinical data (deterministic approach) with the probability distribution
obtained from the simulated samples. We found that the deterministic approach did not predict the most likely
outcome in 80% of the cases. Finally, we estimate the influence of each source of uncertainty independently.
Fixing the anatomy to the posterior mean and maintaining uncertainty in fibrosis reduced the prediction
of self-terminating arrhythmias from ≃14% to ≃7%. Keeping the fibrosis fixed to the sample mean while
retaining uncertainty in shape decreased the prediction of substrate-driven arrhythmias from ≃33% to ≃18%
and increased the prediction of macro-re-entries from ≃54% to ≃68%.
Conclusions. We presented a novel method for propagating shape uncertainty in atrial models through to
uncertainty in numerical simulations. The algorithm takes advantage of the unscented transform to compute
the output distribution of the outcomes. We validated the unscented transform as a viable sampling strategy
to deal with anatomy uncertainty. We then showed that the prediction computed with a deterministic model
does not always coincide with the most likely outcome. Finally, we found that shape uncertainty affects the
predictions of macro-re-entries, while fibrosis uncertainty affects the predictions of functional re-entries.
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1. Introduction

Patient-specific models derived from clinical measurements have
the potential to improve the study of heart diseases and tailor clinical
treatment [1–3].

Personalised atrial pathophysiology models are routinely developed
from clinical images. Magnetic resonance imaging (MRI) produces
high-contrast images of atrial anatomy that can provide information on
the cardiac anatomy and tissue structure for patient-specific models. In
patient-specific atrial electrophysiology models, the cardiac anatomy
is routinely identified using image segmentation, and then mathemati-
cally described through a meshing process. MRI images of the addition
and washout of a gadolinium contrast agent allow the estimation of scar
and fibrosis in the atrium [4,5]. Scar and fibrotic areas can have distinct
electrical properties that affect electrical activation patterns. Estimated
atria fibrosis and scar regions from late gadolinium enhancement car-
diac magnetic resonance (LGE-CMR) can be used to non-invasively infer
atrial electrophysiology material properties in patient-specific models.

Noise, image artefacts, and limited resolution are all factors that
affect the quality of the anatomical image, introducing uncertainty in
the computed anatomy, in the LGE projection, and finally in simu-
lation results. Quantifying the uncertainty of model predictions and
the data quality required to make models with sufficient accuracy to
inform patient care is a fundamental step towards computer-guided
medicine [6,7]. This is recognised as a critical step in the proposed
V & V 40 [8] and Food and Drug Administration (FDA) assessment
of model credibility [9]. However, the high simulation cost of atrial
electrophysiology models means that naively propagating uncertainty
in model parameters through organ-scale simulations using a Monte
Carlo approach is currently intractable. Several works from various
engineering fields [10–16] adopted the unscented transform (UT) [17]
to tackle the curse of dimensionality, as this sampling technique allows
a probability distribution to be presented with a minimal number of
samples.

In this paper, we utilise our previously published method [18] to
model the shape uncertainty. To allow us to propagate uncertainty
in complex simulations, we adopt the unscented transform (UT) to
generate samples of the left atrium (LA) anatomy. For each sampled
anatomy, we determine the computational model parameters from LGE
images following the procedure described in [3], and we simulate the
electrophysiology following a cross-field stimulation. The variability in
atrial shape also induces variability in surface image intensity ratio
(IIR) estimates and thus in tissue material properties. We evaluate
the uncertainty arising from both contributions to the produced atrial
arrhythmias. Finally, we compare the results with those obtained by
adopting a model (i) with uncertainty in the shape only (using the same
LGE for each sample shape) and (ii) with uncertainty in the IIR map
only (using the same shape for each sample).

We describe the methodology in Section 3 and show the results
in Section 4. Section 3.1 summarises the approach that produces the
anatomical posterior probability distribution from clinical images. Sec-
tion 3.2 describes the unscented transform as an effective method for
reducing the sample size. Sections 3.3 and 3.4 describe the procedure
we follow to generate pre- and post-ablation computational models for
each sample. Section 3.5 provides details on the numerical simulations.
Section 3.6 describes the algorithm for estimating the characteristic
frequency. Section 3.7 details all the possible simulation results and
describes the methodology we use to determine the outcome and
the distribution. Section 4.1 compares the unscented transform with
the Monte Carlo sampling on the image intensity ratio (IIR) and the
activation map evaluated with an eikonal model. Section 4.2 compares
the simulation result evaluated on the deterministic model with the out-
come distribution. Finally, Section 4.3 shows the impact of considering
uncertainty in shape or LGE projection only.
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2. State of the art

Several groups [3,19–21] have adopted the procedure presented
in [4] (or a variation thereof) to quantify atrial fibrosis and thus
assign parameter values to a computational model of the left atrium.
This approach consists of projecting the LGE intensity onto the atrial
surface, evaluating the image intensity ratio (IIR) between the LGE
and the mean blood pool, and classifying the tissue as fibrotic when
the value of IIR exceeds a given threshold. Assigning to each region
model parameters taken from the literature produces a computational
model for simulating catheter ablations [19] and evaluating the optimal
ablation procedure to inform clinicians [3,20]. All these works do not
take into account the uncertainty in the data, hence being prone to
discrepancies between the predicted and the obtained outcomes. In our
previous paper [18], we quantified the derived uncertainty in the acti-
vation map using the Monte Carlo approach with 12,000 samples from
the posterior anatomy distribution. We simulated each activation map
using an eikonal model with homogeneous material properties [22],
and finally, we computed the sample mean and standard deviation.
This simplified model, however, captures the sinus rhythm only, not
the more complex arrhythmias used in clinical simulations.

3. Method

We generate computer models from ten LGE-MRI images of the
LA from a previous study [23] and determine the simulated outcome
distribution following the procedure outlined in Fig. 1.

Briefly, we segment LA MRI images (Fig. 1 A; Section 3.1); then,
we compute and sample from the posterior probability distribution
of the LA anatomy (Fig. 1 B; Section 3.2); next, we project the IIR
onto each sampled anatomy and classify the tissue as either normal or
fibrotic (Fig. 1 C; Section 3.3). We determine the type of arrhythmia by
comparing pre- (Fig. 1 D; Section 3.3) and post-ablation (Figs. 1 E , 1 F;
Section 3.4) simulations. Finally, we compute the outcome probability
distribution using the simulated samples (Fig. 1 G; Section 3.7)

Shape uncertainty changes the size of an atrium model, and it
also causes a change in material properties due to changes in the
IIR projection. We test both contributions together and separately. To
separate the two effects, we (i) map the projections of the IIR onto the
sixteen different shape samples onto the mean posterior anatomy and
(ii) assign the sample average of the projected IIR map to each anatomy.
We compare the results with those obtained by taking into account both
sources of uncertainty. We present the results in Section 4.2

3.1. Left atrium anatomy from image processing

Models are based on anonymised data sets; details of each patient,
including gender, age, and atrial fibrillation type, were not available.
We segment clinical MRI images (in-plane resolution between 0.92 ×
.92 and 1.3 × 1.3 mm; slice thickness of 2 mm) with an open-source
latform [24] and generate a shell triangulation from the segmentation
o provide a mathematical description of the LA shape. We register the
tlas derived from 70 cases in [18] to each triangulated surface, thus
btaining observations 𝐗obs of the atrial shape with the same topology.
or atlas registration, we use Deformetrica [25]. Finally, we estimate
he anatomical posterior probability distribution 𝑝(𝐗|𝐗obs) of the true
trial shape 𝐗. We choose the first 𝑁modes = 15 principal components to

capture ∼90% of the cumulative explained anatomical variance [18].

3.2. The unscented transform

We determine the probability distribution of atrial arrhythmias
using an empirical distribution. Adopting the default Monte Carlo (MC)
approach requires (i) sampling a large number 𝑁samples from the poste-
rior 𝑝(𝐗|𝐗obs); (ii) solving the computational model with each sample;
nd then (iii) looking at the sample distribution. The computational
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Fig. 1. Outline of the procedure we follow to compute the probability distribution of arrhythmias, for each clinical case. We segment MRI images (A). We compute the posterior
distribution of LA shape samples (B). We project the image intensity ratio onto each sample and classify the tissue as normal or fibrotic (C); we also generate 15 models of
ablations (E). We simulate pre- (D) and post-ablation (F) electrophysiology to classify the arrhythmias into 34 possible outcomes and compute their probability distribution (G).
cost associated with electrophysiological simulations makes it impossi-
ble to adopt this approach. To overcome these difficulties, we adopt the
unscented transform (UT) [16,17], consisting of computing 𝑛 𝜎-points
from 𝑝(𝐗|𝐗obs) and then propagating these through the simulator. For
linear Gaussian problems, UT is exact with 𝑁modes + 1 = 16 𝜎-points.

We validate the accuracy of the UT representation of the posterior
LA distribution against MC sampling in two ways: (1) quantifying the
uncertainty in atrial fibrosis burden due to anatomy uncertainty and
(2) quantifying the uncertainty in local activation times, calculated
using an eikonal model, due to uncertain anatomy. Using ten clinical
cases, we compare the fibrosis and activation map statistics (mean and
standard deviation) of 𝑁samples = 16 UT samples against 𝑁samples =
12,000 random Monte Carlo samples. We provide details and results
in Section 4.1.

3.3. Pre-ablation computational models

Projection of the LGE image intensity onto the surface mesh pro-
vides an estimate of the fibrosis map and thus can be used to inform
heterogeneous tissue properties when simulating atrial electrophysiol-
ogy [3,26].

For each clinical case, we project the LGE image intensity onto each
anatomical sample. Next, we compute the image intensity ratio (IIR)
between the local LGE intensity and the mean blood pool (mBP) and
classify as fibrotic the portions of tissue with IIR ≥ 1.22 [3,4].

We describe the human atrial action potential using the Courte-
manche (CRN) model [27], and we characterise the myocardial tissue
as a monodomain isotropic medium. Table 1 summarises the parameter
values we use in numerical simulations.

For the non-fibrotic myocardium, we assign the default parameter
values of the CRN model [27] and a conductivity 𝛴mono = 0.1289 S∕m,
which provides a conduction velocity of 43.39 cm/s [3,26], consistent
with conduction velocities measured in AF patients [28]. We charac-
terise the fibrotic tissue with a 40% down-regulation of 𝐺Na, a 50%
down-regulation of 𝐺K1 and 𝐺CaL [3,26], and a conductivity reduced by
40%. This represents a remodelling yielding a +15.4% APD, a −7.18%
resting trans-membrane voltage 𝑣m, and a −49.6% upstroke velocity,
consistent with those documented in fibrotic atrial myocardium in
vitro [29] and a decreased intracellular coupling produced by collagen
deposition and gap junction remodelling [30,31]. Finally, we refine
each computational mesh to a spatial resolution of 300 μm.
3

Table 1
Parameter values characterising the myocardial tissue. We assign the default parameter
values of the CRN model to the non-fibrotic myocardium with a conductivity 𝛴mono of
0.1289 S∕m. This value yields a conduction velocity equal to 43.39 cm/s, within the
range of values recorded in patients with AF. For the fibrotic myocardium, we assign
the ionic parameters that characterise a fibrotic remodelling, yielding a +15.4% APD,
a −7.18% resting trans-membrane voltage [Vm], a −49.6% upstroke velocity, and a
reduction in conductivity of 40%.

𝛴mono (S/m) 𝐺Na (nS/pF) 𝐺K1 (nS/pF) 𝐺CaL (nS/pF)

Non-fibrotic 0.1289 7.8 0.09 0.1238
Fibrotic 0.05503 −40% −50% −50%

3.4. Post-ablation computational models

In each of the ten atrial anatomical models considered here, there
are a total of six holes in the atrial shell: four pulmonary veins, a left
atrial appendage, and a mitral valve. Hence, there are fifteen unique
ablation lines to consider if we wish to terminate a macro-re-entry
around an anatomical structure by ablating along lines that connect
a pair of holes (Fig. 2, left). Thus, each anatomical sample produces
𝑁abla = 15 post-ablation model simulations.

We obtain each post-ablation model by adding an ablation line
(Fig. 1 E) with a width of 1mm. Each line represents the shortest
geodesic path between a pair of geometrical singularities (holes). We
assign the ionic parameters of the fibrotic tissue and a negligible
conductivity (𝛴mono = 0.5 × 10−3 S∕m) to the ablated tissue.

3.5. Numerical simulations

We simulate pre- (Fig. 1 D) and post-ablation arrhythmia (Fig. 1 F)
using the Carpentry simulator (available at https://carp.medunigraz.at)
with a time step of 5 μs and no mass lumping. We ran simulations on
Archer2 (https://www.archer2.ac.uk), the national HPC facility, using
array jobs (max running jobs:16; max queued jobs:64) with 128 cores
per simulation. A wall time of 24 h was enough to complete both pre-
and post-ablation simulations.

Pre-ablation. We initialise the cellular electrophysiology model to
the limit-cycle values calculated by running the 0D simulated cell
model for 500 stimuli at a basic cycle length (BCL) of 300 ms. We
initiate the arrhythmia using a cross-field stimulation in the regions

https://carp.medunigraz.at
https://www.archer2.ac.uk
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Fig. 2. Left: Ablation lesions we use to identify the re-entry circuits. Right: Re-entry circuits that are affected by the 𝑁abla ablations. We represent the left atrium with the unfolding
proposed in [32].
Fig. 3. We initialise the cell model to the limit cycle, running 0D simulations of 500 stimuli at a BCL of 300 ms. We initiate the arrhythmia with a cross-field protocol. We apply
the S1 stimulus at the lateral-inferior-septal regions. We then stimulate at time S2 in the following regions: septal; right antral; and right half of inferior, anterior, and posterior.
shown in Fig. 3, calibrated to induce an arrhythmia for each patient
with S2 between 240 and 260 ms.

We simulate 35 s of electrical activity to reach a stable AT or
AF activation (or a termination). For the last five simulated seconds,
we compute the characteristic frequency (CF, Section 3.6) and the
time-averaged phase singularity (PS) map [33,34].

We save the solutions at three checkpoints 100 ms apart (T1 =
30100, T2 = 30200, T3 = 30300) to use them as the initial condition in
post-ablation simulations. This is to ensure that the time the ablation
is applied does not impact the classification.

Post-ablation. We compute post-ablation simulations with a dura-
tion of 5 s, initiated at the checkpoints saved from the pre-ablation
simulations. For the simulation from each checkpoint, we evaluate the
dominant frequency (DF) map using the tools implemented in CARPen-
try1 and its spatial median. Finally, we choose the case presenting the
highest median DF as the post-ablation simulation.

3.6. Computing the characteristic frequency of atrial tachycardia

Denoting by 𝑣m the trans-membrane potential, we define the charac-
teristic frequency (CF) as the inverse of the characteristic time T, such
that 𝑣m (t + T, x) = 𝑣m (t, x), for all t. We evaluate CF from 𝑁t temporal
samples 𝛥t = 5ms apart of the 𝑣m traces, simulated on a mesh of 𝑁p
points. We proceeded as follows.

Denoting by 𝑣mk,j = 𝑣m(𝑡k , 𝑥j) the numerical solution at time 𝑡k and
location 𝑥j and by 𝑣mref ,j the same solution at k=𝑁t∕2, we compute

𝑦(𝑡k ) =
1
𝑁p

𝑁p
∑

j=1
|𝑣m

k,j − 𝑣m
ref ,j

| (1)

and then we shift 𝑦 by its mean and re-scale the result by its standard
deviation: �̂� =

(

𝑦 − 𝑦
)

∕𝜎y. Finally, we compute the Fourier transform
of �̂� and define CF as the frequency with the largest spectrum.

1 Documentation available at the following URL: https://carpentry.
medunigraz.at/getting-started/.
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3.7. Numerical simulation outcomes and outcome distribution

There are a total of 31 distinct pathways (Fig. 2, right), involving
the four pulmonary veins and the appendage (anatomical structures):
five around one structure, ten around two structures, ten around three
structures, five around four structures, and one around five structures
(see Table A.3 in Appendix A for the mapping between the index
number assigned to each circuit and the structures it goes around). We
will refer to these pathways as macro-re-entries.

To take into account arrhythmias that depend on the tissue sub-
strate, we introduce an outcome in which a static rotor goes around
tissue heterogeneity but not around any anatomical structure (in what
follows, we will refer to this pathway as functional re-entry). We
classify all other re-entrant activation patterns, including a meandering
rotor, as AF. Thus, there are a total of 34 outcomes:

• 31 macro-re-entries
• a static rotor around tissue heterogeneity
• atrial fibrillation
• arrhythmia that terminates within 30 s.

During AF, we expect a chaotic activation pattern with PS appearing
across the atria and not predominantly located in a local region.
We quantify this by measuring the spatial median of the PS density,
assuming that this value will be above zero in AF. This means that if
a PS occurs over 50% of the atrial surface in a 5-second period, we
classify this activation pattern as AF.

We assume that if the driving activation path that determines
the dominant frequency of AT passes around an anatomical structure
(hole), then ablating a line between this structure and any other
structure will cause a change in the activation wave path and hence a
change in the characteristic frequency (CF) introduced in Section 3.6.
By calculating the change in CF (𝛥CF) following ablation, we can test
whether an ablation line cuts the critical activation path, allowing us to
identify between which anatomical structures the dominant activation

wave passes . We use a threshold of 10% change in CF as a clinically

https://carpentry.medunigraz.at/getting-started/
https://carpentry.medunigraz.at/getting-started/
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Fig. 4. Relative point-wise discrepancies between UT and MC sampling in the sample mean IIR map (left) and sample standard deviation IIR map (right). We assume MC to be
the ground truth.
meaningful change, as proposed by [35]. However, it is possible that
smaller changes in CF indicate a change in path. To account for this
possibility, we introduce an ablation label abl (Eq. (2)), which has a
value of 0 for no change in CF, a value of 1 for a 10% change, and a
value in the range [0, 1] for a change in CF between 0% and 10%:

abl =

⎧

⎪

⎨

⎪

⎩

0 𝛥CF∕CFpre ≤ 0
(𝛥CF∕CFpre)∕0.1 0 < 𝛥CF ≤ 0.1

1 𝛥CF∕CFpre > 0.1
(2)

To define a circuit, we first define the mapping → between each
circuit i (Fig. 2, right) and the set of ablation lines j (Fig. 2, left) that
cut i.

A stable functional re-entry around a tissue heterogeneity does not
present any circuits: thus (ideally) none of the ablations will inter-
fere with the activation; however, if an ablation crosses the region
anchoring the rotor, it may still cause a change in CF.

For the 31 macro-re-entries and for a re-entry around a tissue
heterogeneity, we define the scores of Eq. (3) that depend on the
ablation effectiveness defined in Eq. (2). as follows:

circuit =

⎧

⎪

⎨

⎪

⎩

(

∑Ni
k=1 

k
→(i)

abl

)

∕Ni i = 1…31
(

∑𝑁abla
k=1

(

1 − 𝑘
abl
)

)

∕𝑁abla i = 32
(3)

Scores fall within the range [0, 1]. We point out that these scores do
not represent probabilities. We denote by Ni the number of ablation
lines affecting i and by k

→(i) the 𝑘th element of the set of ablation
indices affecting the circuit i.

For example, if all ablation lines that include the left atrial ap-
pendage cause a change in CF, then we conclude that the activation
pattern must go around the left atrial appendage. A functional re-entry
presents an empty set.

For simulations leading to AF, we assign circuit = 1 to i = 33 and
circuit = 0 to the others. For simulations that do not present a sustained
arrhythmia, we assign circuit = 1 to i = 34 and circuit = 0 to the others.

We assign the circuit i with the largest circuit to each sample.
Finally, we compute the probability of each i as the number of its
recurrences within the 𝑁samples samples divided by the total number
of samples, 𝑁samples. For example, if circuit i recurred 𝑁i times, we
assign the probability 𝑁i∕𝑁samples. This provides an estimate of the
probability of a given arrhythmia being present given the uncertainty
in the anatomy (Fig. 1 G).

4. Results

Simulated arrhythmias present the following characteristic frequen-
cies (mean ± std): macro-re-entries (2.82±0.4 Hz), functional re-entries
(2.81 ± 0.48 Hz), and atrial fibrillation (3.02 ± 0.25 Hz). These values
are marginally slower but fall within the reported range of atrial
arrhythmias [36].
5

4.1. Validation of the unscented transform

We validate the unscented transform, comparing it against the
Monte Carlo estimates of IIR and the activation patterns.

For each clinical case, we draw 𝑁samples = 12,000 i.i.d. samples
from the posterior LA distribution 𝑝(𝐗|𝐗obs). For each sample, we follow
the procedure described in Section 3.3 to generate 12,000 pre-ablation
models. First, we project the LGE score onto the mesh. Second, we
compute IIR and identify fibrosis. Finally, we generate a computational
model that uses the fibrosis label to introduce tissue heterogeneity. To
test whether the UT can be used to estimate uncertainty in image-based
operations, we compare UT and MC estimates of uncertainty in IIR.

We then test whether UT can be used for simulations. We compare
UT and MC estimates of uncertainty in simulations that predict acti-
vation times computed with the eikonal model described in [22]. For
the eikonal model, we use the CV produced by the modified Mitchell
and Schaeffer model (mMS) [37], with 𝜏in = 0.1ms, 𝑣gate = 0.1, and the
conductivity values introduced in Table 1.

In both tests, we compute the distribution of the discrepancy be-
tween the maps of the sample mean and the sample standard deviation
obtained with UT and MC.

For a given map U(𝑥, 𝑦, 𝑧), we compute the sample mean and the
sample standard deviation maps as follows:

E[U(𝑥, 𝑦, 𝑧)] ≈ 1
𝑁samples

𝑁samples
∑

k=1
Uk(𝑥, 𝑦, 𝑧) (4)

Var[U(𝑥, 𝑦, 𝑧)] ≈ 1
𝑁samples − 1

𝑁samples
∑

k=1
(Uk (𝑥, 𝑦, 𝑧) − E[U(𝑥, 𝑦, 𝑧)])2 (5)

Here we consider the maps obtained from 12,000 samples as the
ground truth.

IIR. We compute the discrepancies between the UT and MC sam-
pling techniques in the sample mean and the sample standard deviation
of the distribution of fibrosis across the atria. We express the discrep-
ancies as the percentage w.r.t. the reference mean. Fig. 4 shows the
overall distribution.

In Appendix B, we present the mean IIR map, the map of the
IIR standard deviation, and the probability map of the fibrosis com-
puted with 12,000 i.i.d Monte Carlo samples and with the unscented
transform.

Local activation times. Fig. 5 shows the overall distribution of the dis-
crepancies in LAT maps, evaluated with the two sampling techniques.

In Appendix B, we present the mean LAT map and the map of
the LAT standard deviation, computed with 12,000 i.i.d Monte Carlo
samples and with the unscented transform. To test whether 12,000
samples are sufficient, in Appendix C we show that with 𝑁samples ≥ 7000
the mean std varied by <1%.
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Fig. 5. Relative point-wise discrepancies between UT and MC sampling in the sample mean activation map (left) and sample standard deviation activation map (right). We assume
MC to be the ground truth.
Table 2
Comparison of the outcome of the deterministic model with the outcomes of the
statistical model. ‘‘Deterministic model outcome’’ denotes the outcome of the deter-
ministic methods. ‘‘In statistical’’ indicates whether the statistical model also produced
the outcome of the deterministic model. ‘‘Probability’’ indicates with which percentage
the statistical model produces the same outcome as the deterministic model. ‘‘Rank’’
denotes the ranking of the deterministic outcome (first if it has the highest number of
recurrences, second if it has the second-highest numbers of recurrences, and so on).
When other outcomes have the same rank, the total number with the same rank is
reported in brackets. LIPV: left inferior pulmonary vein; LSPV: left superior pulmonary
vein; RIPV: right inferior pulmonary vein; RSPV: right superior pulmonary vein.

Case Deterministic model outcome In statistical Probability (%) Rank

1 LIPV re-entry (3) yes 12.5 3 (3)
2 RIPV re-entry (2) no 0 N/A
3 RSPV re-entry (1) yes 12.5 4
4 RSPV re-entry (1) yes 12.5 3 (2)
5 Functional re-entry(32) yes 6.25 3 (6)
6 LIPV re-entry (3) yes 6.25 4 (4)
7 Atrial fibrillation(33) yes 50 1
8 RIPV re-entry (2) yes 12.5 5
9 Functional re-entry(32) yes 56.25 1
10 No arrhythmia (34) yes 12.5 3 (3)

4.2. Uncertainty in the type of arrhythmia

For each clinical case, we also generate pre- and post-ablation com-
putational models directly from the image segmentation, not account-
ing for shape uncertainty (we will refer to this model as deterministic);
we simulate atrial arrhythmia as described in Section 3.5, evaluate
the characteristic frequency (Section 3.7) and finally determine the AT
circuit (Section 3.7).

We compare the outcome of each deterministic model with the
outcome distribution obtained from the statistical model. We check
whether distribution of the statistical model also contains the out-
come obtained with the deterministic model, its probability, rank, and
number of rank pairs.

Table 2 summarises the results, and Fig. 6 plots the statistical
distribution of the simulation results for each clinical case (red bars).
The same figure also plots the statistical distribution when taking into
account the uncertainty in the LGE projection only (blue) and the shape
only (green).

Some cases are clearly more prone to substrate arrhythmia (Cases
2,7, and 9) or macro-re-entry (Cases 1, 3, 5, 6, 8, and 10), while
others present a mix across both (Case 4). Consistent with the images
obtained from AF patients, we see that self-termination was never the
most common activation pattern.

Except for Case 2, the statistical model contains the outcome of the
deterministic model.

In Case 2, in the deterministic model, we identified a right inferior
pulmonary vein (RIPV) re-entry AT as the driver; on visual inspection,
we found that the RIPV re-entry was the driver, but it also entrained
a functional re-entry. This functional re-entry was the most likely
6

outcome of the statistical models (37.5%), and the RIPV circuit was
not present.

In Cases 7 and 9, the outcome of the deterministic model coincides
with the first-ranked outcome of the statistical model. In both cases,
the first-ranked outcome has a probability of at least 50%.

In all other cases, the statistical model predicts that the determinis-
tic outcome was a plausible outcome, with a probability ranging from
6.25% to 12.5%, but not the most likely outcome.

4.3. Shape uncertainty and LGE projection uncertainty

We then separate the effects of uncertainty in shape on anatomy and
material properties. To isolate the impact of uncertainty in LGE alone,
we use the posterior mean as the atrial anatomy for all the samples; we
then fix the LGE to the sample mean to focus on uncertainty in shape
only.

Fig. 7 summarises the outcomes for all the ten cases and all the
sixteen samples when the anatomy only (USHAPE, green), the LGE pro-
jection only (ULGE, blue), or both (UBOTH, red) produce uncertainty.

USHAPE presents simulations with fewer AF or functional re-entries
(≃18%), when compared with UBOTH (≃33%) and ULGE(≃35%). The
occurrences of the self-terminating arrhythmias are comparable be-
tween UBOTH and USHAPE (≃14%) and twice frequent as with ULGE
(≃7%), while there is an increase in macro-re-entries (outcomes 1–31;
≃68%) compared with UBOTH (≃54%) and ULGE (≃58%).

Functional re-entries are comparable between UBOTH (≃23%) and
ULGE (≃24%)simulations and occur more than in USHAPE (≃14% simu-
lations). This is replicated by AF (UBOTH: ≃9%; ULGE: ≃11%; USHAPE:
≃4%).

Neglecting the uncertainty in the LGE projection leads to an over-
estimation of the macro-re-entries and an underestimation of the func-
tional re-entries, while non-sustaining arrhythmias are unaffected.

Neglecting the uncertainty in shape leads to an underestimation of
cases of non-sustaining arrhythmias.

5. Discussion

In this study, we have shown how the unscented transform (UT)
can be used to propagate uncertainty in anatomy through electrophysi-
ology simulations to provide predictions of AF ablation outcomes with
uncertainty. We have proposed a general framework for describing and
classifying AT/AF. We have shown that deterministic simulations do
not necessarily provide predictions of the most likely outcome. Finally,
we demonstrated that uncertainty in anatomy was more important for
determining macro-re-entries and terminations, while uncertainty in
LGE was more important for functional re-entries.

Unscented transform. Clinical measurements are often subject to
noise and artefacts. This gives rise to uncertainty in anatomical struc-
tures, which in turn can lead to uncertainty in model predictions. Sam-
pling shape uncertainty with Monte Carlo samples will require a large
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Fig. 6. Outcome frequencies in each case, when uncertainty affects the shape and LGE projection (red), the LGE projection only (blue), and the shape only (green). For clarity,
we removed the outcomes that never occurred. The labels represent the circuits in Fig. 2 and Table A.3.
Fig. 7. Recurrences when shape and LGE projection are uncertain (red), when LGE projection only is uncertain (blue), and when shape only is uncertain (green). For clarity, we
removed the outcomes that never occurred.
number of samples (>10, 000). Each sample is expensive to create and
requires multiple expensive simulations. This makes MC not tractable
for propagating anatomical uncertainty through complex multi-scale
simulations of procedure outcomes. The unscented transform [17] re-
quires 𝑑 + 1 samples to represent the uncertainty in 𝑑 parameters,
and it is second-order accurate when the distribution is Gaussian. The
UT effectiveness in evaluating the uncertainty of non-linear models
in indirect measurements has been demonstrated [17]. The UT rep-
resents a powerful tool in statistical applications, such as learning
a simplified representation of a Gaussian mixture model [15], non-
linear Kalman filtering [16], and its applications in engineering fields
(electrophysiology: [14]; monitoring of power system dynamics: [13];
7

aerospace: [10,12]; fault diagnosis: [11]). Consistent with these suc-
cessful applications, we have verified the benefits of UT for propa-
gating shape uncertainty in LGE measurements and electrophysiology
simulations of the atrium.

Uncertainty in the type of arrhythmia. Left atrial shape is an in-
dependent predictor of AF recurrences after ablation that improves
patient stratification when combined with fibrosis [38]. Here we show
that uncertainty in shape derived from CMR segmentation leads to
multiple different predicted arrhythmias, with few cases having a single
dominant predicted arrhythmia. Further, the deterministic model does
not necessarily represent the most likely outcome in all cases. This
highlights the need for improved imaging, either through improved
CMR protocols [39] or through the use of more accurate modalities,
for example, CT for creating predictive models of AF ablation therapy.
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Variations in the atrial shape caused a change in the simulated
arrhythmia patterns in all ten patients considered in this study (Fig. 6).
In eight out of ten cases, variation in shape led to the termination of the
arrhythmia, demonstrating the potential impact of anatomy uncertainty
on atrial arrhythmia predictions. We classified the arrhythmias by
introducing topologically defined lines of block or ablations; these
topological lines were not impacted by shape variability. When a line
crosses the path of the pre-ablation atrial tachycardia, it reduces the
characteristic frequency, indicating the critical path of the re-entry.
When, conversely, anatomical samples generate functional AT or AF,
the introduction of lines of block for different shape samples caused
different outcomes. This demonstrates that shape can potentially affect
both the pre-ablation arrhythmia and the simulated impact of abla-
tions on atrial fibrillation. Although in this study we did not simulate
therapeutic ablations targeted to a specific arrhythmia, it is possi-
ble to extend the approach to simulate the effect of uncertain shape
on pulmonary vein isolation, substrate medication, or pharmacologic
therapies.

Comparison with previous works. Previous groups have simulated
patient atrial arrhythmia (for a review, see [40]). Many of these studies
have focused on simulating atrial fibrillation. A limited number of
groups have focused on simulating atrial tachycardia and predicting
the type of re-entrant activation [20,41,42]. However, these studies
have not dealt with the quantification of uncertainty in predictions
of re-entrant activation type or the effect of uncertainty in shape on
simulations. Previous studies by us [43] and others [44–46] have
developed methods for quantifying uncertainty in activation maps, used
to calibrate atrial models and to capture uncertainty in material proper-
ties. However, all these approaches assume deterministic anatomy, thus
not accounting for uncertainty in shape. The study by [47] investigated
the sensitivity of simulations of the cardiac function of the whole
heart to the shape. They created an emulator that mapped statistical
shape models onto simulated functional outputs. However, none of
these studies have performed sampling over the shape space to prop-
agate uncertainty in shape forward into simulation predictions. Monte
Carlo sampling is presently not computationally tractable with patient-
specific fibrillation simulations. Polynomial chaos methods such as
the one presented in [48] are intrusive and so may require code
rewrites. While this could be an option in some applications, there
are many cases in which it is not possible or desirable to amend the
code. In this paper, we used the unscented transform as a low-cost
non-intrusive method for propagating uncertainty in our model. We
classified the type of activation by looking for meaningful changes
in activation times following ablations between distinct topological
structures in the atrial mesh. Alternative approaches for classifying
atrial tachycardia include directed graph mapping [42]; however, most
of these approaches require parameter tuning. Moreover, these methods
do not differentiate the principal driver from the bystanders and do
not identify atrial fibrillation, so they can fail to correctly classify an
arrhythmia. Approaches based on flutter loops [41] are computation-
ally convenient; these methods, however, identify neither functional
re-entries nor atrial fibrillation, thus making them unsuitable for this
study. We have provided a tractable approach for accounting for shape
uncertainty in atrial simulations and characterising atrial arrhythmia.

Research gaps. Adopting cardiac models to predict outcomes [2,3,19]
poses three challenges. First, models are generated from images that
can be acquired only once and are recorded from sick patients that
may have implants. It is not possible to guarantee that all images
will be of diagnostic quality. Nevertheless, all patients will receive
treatment, and a simulation guidance platform should be as robust as
possible to the input data while estimating confidence in the predictions
based on the quality of the input data. The adoption of methods that
account for uncertainty will give the best estimate of the outcome and
the best estimates of simulation confidence with the data available.
Second, current workflows for the creation of patient-specific atrial
8

models have several manual steps, making the process time-consuming. t
However, our approach allows operators to perform quality control
checks during model development. Estimating the effect of image qual-
ity on model predictions provides an automated data quality check that
would facilitate the adoption of automated methods. Third, our current
model creation workflow generates personalised atrial models from a
combination of two CMR scans: an MRA scan to measure anatomy
and an LGE scan to measure fibrosis. Taking two scans requires more
time but allows a more accurate shape estimate from the MRA scan
than is achievable with the LGE scan. The effects of shape uncertainty
on model predictions are not known, and it would be useful to un-
derstand how shape uncertainty impacts simulation predictions. This
study combines an existing method for quantifying shape uncertainty
from medical images with a tractable method for propagating shape
uncertainty through to patient-specific simulation predictions, creating
a new approach that allows estimating the impact of image quality on
simulation predictions.

Areas that may need to be improved to reduce image uncertainty. The
ime between LGE administration and image acquisition [49], and the
arge inter-individual breath-hold-to-breathing variations [50] are all
actors that introduce uncertainty in LGE imaging. Quantifying how
his affects the numerical simulations has the potential of improving
ersonalised ablation strategies.
Shape uncertainty and LGE projection uncertainty. Models with only

ncertainty in the anatomy produced more maco-re-entries than models
ith both uncertainty contributions and the same number of self-

erminating arrhythmias. Models with only uncertainty in LGE had
ecurrences of functional re-entry and atrial fibrillation comparable
o those in models characterised by both contributions. These results
re consistent with [51,52], who ascribed macro-re-entries to atrial
imensions that are large enough to sustain a re-entry circuit, and
ith [53], who correlated the two pathological conditions with the

ibrotic substrate of the tissue.

. Limitations

Classification of the arrhythmia. We classified arrhythmias by a mean-
ngful change between pre- and post-ablation characteristic frequen-
ies. When two re-entrant circuits coexist with very similar CF, a single
blation line does not cause a change in CF, thus yielding a misclas-
ification. Simulating combinations of ablations would reduce this but
ould increase the number of required simulations. Alternatively, we

ound that only a subset of macro-re-entry AT was present, so a refined
xperimental design of the ablations could reduce the computation. The
urrent approach does not detect secondary drivers; this caused the
tatistical model to not identify the deterministic activation pattern.
lternative approaches look at activation loops and can detect poten-

ially secondary activation patterns [41,42]; however, the resolution
f these approaches is unable to differentiate between macro-re-entries
nd functional re-entries in close proximity to anatomical structures.
Initiation of the arrhythmias. We used a simple simulation protocol

o test for an arrhythmia. Other groups have proposed different pacing
rotocols [20] to explore more in depth the sustainable arrhythmias
n a given atrial model. We used a lower-cost initiation protocol for
he arrhythmia to demonstrate the uncertainty propagation method;
ore complex pacing protocols would be equally applicable but would

urther increase the computational cost. We used a FEM simulator
n a conventional CPU for these simulations, with each stimulation
aking 24 h on 128 cores. The development of GPU simulators [54]
ay drastically reduce the cost of simulations. Adopting these new

imulators may be essential for enabling computationally tractable
natomical UQ.
Sampling. To consider 𝑁 central moments, the unscented transform

equires 𝑁 × (𝑁modes + 1) samples [17], making the problem compu-
ationally intractable. The shape distribution, however, is Gaussian,
aking (𝑁modes + 1) samples (𝑁 = 1) adequate to capture shape
ncertainty. Numerical tests demonstrated an error that is comparable

o the error in measurements.
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Table A.3
Mapping between circuit and structures.
1 structure 2 structures 3 structures

1 RSPV 6 (RIPV, LIPV) 16 (LSPV, LIPV, LAA)
2 RIPV 7 (RIPV, RSPV) 17 (LSPV, RSPV, LAA)
3 LIPV 8 (RSPV, LAA) 18 (LSPV, LIPV, RIPV)
4 LSPV 9 (LSPV, LAA) 19 (LIPV, RSPV, RIPV)
5 LAA 10 (LSPV, LIPV) 20 (RSPV, RIPV, LAA)

11 (RIPV, LAA) 21 (RSPV, RIPV, LSPV)
12 (LAA, LIPV) 22 (RSPV, LIPV, LAA)
13 (RSPV, LIPV) 23 (RIPV, LIPV, LAA)
14 (RSPV, LSPV) 24 (RSPV, LSPV, LIPV)
15 (RIPV, LSPV) 25 (LSPV, RIPV, LAA)

4 structures 5 structures

26 (LAA, LIPV, RSPV, RIPV) 31 (LSPV, LIPV, RSPV, RIPV, LAA)
27 (LAA, LSPV, RSPV, RIPV)
28 (LAA, LSPV, LIPV, RSPV)
29 (LAA, LSPV, LIPV, RIPV)
30 (LSPV, LIPV, RSPV, RIPV)
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7. Future studies

In this study, we propagated the uncertainty in shape to the iden-
tification of tissue properties and, finally, the type of simulated ar-
rhythmia. We explored the possible arrhythmias a patient’s atrium can
sustain when uncertainty affects the clinical data. We did not explicitly
consider the impact of shape uncertainty on predicting the therapy
outcome.

Future studies could consider how shape and structure uncertainty
impact therapies, including substrate ablation, pulmonary vein isola-
tion, or pharmacological rhythm control. Future studies could consider
predicting arrhythmia type and path from pre-procedure imaging data
for patients indicated for an ablation procedure to provide further
validation of both model predictions and the degree of uncertainty.

8. Conclusions

We have developed, tested, and demonstrated a method for prop-
agating shape uncertainty in atrial models through to uncertainty in
predictions of procedure outcomes and demonstrated that uncertainty
in shape and fibrosis is more important for predicting macro-re-entry
and functional re-entry.
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Appendix A. Mapping between circuits and structures

Table A.3 shows the map between each circuit and the correspond-
ing structures.
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Appendix B. Discrepancies between UT and Monte Carlo sampling

Fibrosis. Fig. B.8 shows the maps of the mean IIR, computed with
12,000 Monte Carlo samples (top row) and with the unscented trans-
form (bottom row); Fig. B.9 shows the maps of the standard deviation.

Fig. B.10 shows the fibrosis probability obtained with 12,000 Monte
Carlo samples (top row) and with UT sampling (bottom row). Point-
wise, we computed the fibrosis probability as the number of samples
presenting fibrosis in a specific location, divided by the total number
of samples.

Local activation times. Fig. B.11 shows the maps of the mean LAT,
omputed with 12,000 Monte Carlo samples (top row) and with the
nscented transform (bottom row); Fig. B.12 shows the maps of the
tandard deviation. We evaluated LAT using the eikonal model pre-
ented in [22], with 𝜏in = 0.1ms, 𝑣gate = 0.1, and the conductivity values
ntroduced in Table 1.

ppendix C. Convergence of the number of samples

Fig. C.13 shows the spatial average of the sample mean LAT map
left) and of the sample standard deviation LAT map as a function of
he number of samples. A number of samples 𝑁samples ≥ 7000 allows a
ariation <1% for the mean and the standard deviation.

ppendix D. Type of outcome

Fig. D.14 shows the percentage of samples that sustain a macro-re-
ntry or a substrate-driven re-entry (functional AT and AF) and that
o not sustain arrhythmias, when the anatomy only (USHAPE, green),
he LGE projection only (ULGE, blue), or both (UBOTH, red) produce
ncertainty.

Table D.4 reports the percentage of the sampled anatomies that
ustained re-entry for each case, when the anatomy only (USHAPE), the
GE projection only (ULGE), or both (UBOTH) produce uncertainty.

ppendix E. Construction of the shape probability model

We used our semi-automatic workflow [24] to segment atrial MRI
mages (in-plane resolution of 0.94 mm and slice thickness of 2 mm),
rop the left atrial appendage and pulmonary veins at the ostium, and
emove the mitral valve from the shell and generate a triangulation
f the 2D manifold. We next used the diffeomorphism method imple-
ented in Deformetrica [25] on a mesh surface with 𝑁pt = 13,569
oints to generate an atlas and to register the atlas to each patient’s
tria, thus obtaining anatomies with a correspondence between mesh
oints. We represent each anatomy with the following vector: 𝐗 =
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Fig. B.8. Maps of the mean IIR, computed with 12,000 MC samples (top row) and with the unscented transform (bottom row).
Fig. B.9. Maps of the IIR standard deviation, computed with 12,000 MC samples (top row) and with the unscented transform (bottom row).
Fig. B.10. Maps of the fibrosis probability, computed with 12,000 MC samples (top row) and with the unscented transform (bottom row).
Fig. B.11. LAT mean maps computed with 12,000 MC samples (top row) and with the unscented transform (bottom row).
[𝑥1,… , 𝑥𝑁pt
, 𝑦1,… , 𝑦𝑁pt

, 𝑧1,… , 𝑧𝑁pt
]. We assume Gaussian noise in the

data, and we represent each 𝐗obs as

𝐗obs = 𝜇 + 𝑈𝝀 + 𝒆TOT (E.1)

where 𝜇 is the mean shape, 𝑈 denotes the 𝑁modes principal components,
𝝀 denotes the latent variables, and 𝒆TOT = 𝒆⊥ + 𝒆 is the total error,
consisting of the sum of the truncation error (𝒆 ) and the noise (𝒆). We
10

⊥

further assume that 𝝀 ∼ 𝑁
(

0, 𝛴𝝀
)

and 𝒆TOT ∼ 𝑁
(

0, 𝛴𝒆TOT

)

and that
the following expression for 𝛴𝒆TOT holds:

𝛴
i𝑥k ,j𝑥l
𝒆TOT = 𝜈2 exp

(

−
𝑑ij
𝑙

)

𝛿𝑥k ,𝑥l (E.2)

We use principal component analysis on a training set of 70 left atrium
anatomies to determine 𝜇, 𝑈 , and 𝜎2 =

𝛩2
i and a maximum joint
i M−1
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Fig. B.12. LAT standard deviation maps computed with 12,000 MC samples (top row) and with the unscented transform (bottom row).
Fig. C.13. Spatial average of the sample mean LAT (left)map and of the sample standard deviation LAT map as a function of the number of samples.
Table D.4
Percentage of samples that sustained arrhythmias for each case.
UBOTH

Case 1 2 3 4 5 6 7 8 9 10

arr 81.25% 75% 93.75% 75% 93.75% 62.5% 100% 100% 93.75% 87.5%
no arr 18.75% 25% 6.25% 25% 6.25% 37.5% 0% 0% 6.25% 12.5%

ULGE

Case 1 2 3 4 5 6 7 8 9 10

arr 75% 87.5% 87.5% 93.75% 100% 100% 93.75% 100% 100% 93.75%
no arr 25% 12.5% 12.5% 6.25% 0% 0% 6.25% 0% 0% 6.25%

USHAPE

Case 1 2 3 4 5 6 7 8 9 10

arr 87.5% 81.25% 87.5% 68.75% 100% 81.25% 81.25% 93.75% 87.5% 93.75%
no arr 12.5% 18.75% 12.5% 31.25% 0% 18.75% 18.75% 6.25% 12.5% 6.25%
Fig. D.14. Percentage of samples that sustain a macro-re-entry, a substrate-driven re-entry (functional AT and AF) and that do not sustain arrhythmias, when the anatomy only
(USHAPE, green), the LGE projection only (ULGE, blue), or both (UBOTH, red) produce uncertainty.
posterior estimation to estimate 𝜈2, 𝑙. For further details, the reader is
referred to [18]. For a new image 𝐗obs, we compute the posteriors

𝛴 =
(

𝛴−1 + 𝑈⊤𝛴−1 𝑈
)−1
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𝝀,post 𝝀 𝒆TOT
𝝁post = 𝛴𝝀,post𝑈
⊤𝛴−1

𝒆TOT
(𝐗obs − 𝜇)

and finally obtain:

𝐗 ∣ 𝐗 ∼ 𝑁
(

𝜇 + 𝑈𝝁 , 𝑈𝛴 𝑈⊤)

obs post 𝝀,post
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by marginalising out the dependence on 𝝀.

Appendix F. The unscented transform

The unscented transform allows the evaluation of the output statis-
tics of a non-linear function f when applied to an initial distribution.
The unscented transform first approximates a d-dimensional proba-
bility distribution by choosing a set of points (sigma points) in the
d-dimensional space, with the constraint that their moments are equal
to those of the initial probability density. In this paper, we adopted
spherical simplex sigma points defined in [55] and [56], choosing a
null weight for the central point 𝑊0 = 0, thus further reducing the set
to 𝑑 + 1 points. We further set 𝛼 =

√

𝑑∕(𝑑 + 1). We finally build the
igma-point matrix 𝜩 ∈ R(𝑑+1)×𝑑 with Algorithm 1.

Algorithm 1 Generating the matrix of the sigma points

𝜩 = [𝟎](𝑑+1)×𝑑
𝛼 =

√

𝑑∕(𝑑 + 1)
𝜩[1, 1] ← −𝛼∕

√

2𝑑
𝜩[2, 1] ← 𝛼∕

√

2𝑑
for 𝑖 ← 1 to (𝑑 − 1) do

for 𝑗 ← 0 to 𝑖 do
𝜩[1 + 𝑗, 1 + 𝑖] ←

√

𝑑∕(𝛼2(1 + 𝑖)(2 + 𝑖))
end for
𝜩[2 + 𝑖, 1 + 𝑖] ← −(1 + 𝑖)

√

𝑑∕(𝛼2(1 + 𝑖)(2 + 𝑖))
end for

For a distribution with mean 𝜇 and covariance matrix 𝑪 = 𝑳T𝑳, the
igma points are obtained as

i = 𝜇 +𝑳𝜩[i, ∶]T, 𝑖 = 1… 𝑑 + 1 (F.1)
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