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#### Abstract

We prove that for every discrete-time linear switching system in two complex variables and with finitely many switching states, either the system is Lyapunov stable or there exists a trajectory which escapes to infinity with at least linear speed. We also give a checkable algebraic criterion to distinguish these two cases. This dichotomy was previously known to hold for systems in two real variables, but is known to be false in higher dimensions and for systems with infinitely many switching states.


## 1. Introduction

If $\mathrm{A}=\left\{A_{i}: i \in \mathcal{I}\right\}$ is a bounded set of $d \times d$ real or complex matrices, a trajectory of the discrete-time linear switching system defined by A is a sequence of vectors $\left(v_{n}\right)_{n=0}^{\infty}$ such that $v_{n+1}=A_{\sigma(n)} v_{n}$ for all $n \geq 0$. Here the sequence $\sigma: \mathbb{N} \rightarrow \mathcal{I}$ is referred to as the switching law and $v_{0}$ the initial vector. The elements of A are called the switching states of A and in most cases we will assume them to be finite in number. Clearly we may write $v_{n}=A_{\sigma(n)} \cdots A_{\sigma(1)} v_{0}$ for every $n \geq 1$ and we will prefer this formulation in the sequel. These systems arise as the discretetime analogues of the more widely studied continuous-time linear switching system, which is the differential equation $v^{\prime}(t)=A(t) v(t)$ a.e. where $A:[0, \infty) \rightarrow \mathrm{A}$ is measurable and $v:[0, \infty) \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous.

This note is concerned with the worst-case stability properties of discrete-time linear switching systems under arbitrary switching laws. Given a bounded nonempty set of $d \times d$ matrices $\mathrm{A}=\left\{A_{i}: i \in \mathcal{I}\right\}$ one may distinguish four distinct stability regimes (as noted in, for example, $[5,16]$ ):

1) Exponential stability: there exist $C>0$ and $\kappa>0$ such that for every initial vector $v_{0}$ and switching law $\sigma$,

$$
\left\|A_{\sigma(n)} \cdots A_{\sigma(1)} v_{0}\right\| \leq C e^{-\kappa n}\left\|v_{0}\right\|
$$

for every $n \geq 0$.
2) Exponential instability: there exist $C>0, \kappa>0$, an initial vector $v_{0}$ and a switching law $\sigma$ such that

$$
\left\|A_{\sigma(n)} \cdots A_{\sigma(1)} v_{0}\right\| \geq C e^{\kappa n}\left\|v_{0}\right\|
$$

for every $n \geq 0$.
3) Marginal stability: there exists $C>0$ such that for every initial vector $v_{0}$ and switching law $\sigma$,

$$
\left\|A_{\sigma(n)} \cdots A_{\sigma(1)} v_{0}\right\| \leq C\left\|v_{0}\right\|
$$

but exponential stability does not hold. In this case there necessarily exists a trajectory which does not converge to the origin.
4) Marginal instability: the system is not exponentially unstable, but there exists an unbounded trajectory.
The four categories are mutually exclusive and every A belongs to exactly one of the four categories. The discrete-time linear switching system defined by A may be called Lyapunov stable if there exists a constant $C>0$ such that every trajectory $\left(v_{n}\right)_{n=0}^{\infty}$ satisfies $\left\|v_{n}\right\| \leq C\left\|v_{0}\right\|$ for all $n \geq 1$, and clearly this occurs if and only if the system is either exponentially stable or marginally stable. It is by now well known (see for example [11]) that exponential stability and exponential instability are characterised by the joint spectral radius of A,

$$
\varrho(\mathrm{A}):=\lim _{n \rightarrow \infty} \sup _{i_{1}, \ldots, i_{n} \in \mathcal{I}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\|^{\frac{1}{n}}=\inf _{n \geq 1} \sup _{i_{1}, \ldots, i_{n} \in \mathcal{I}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\|^{\frac{1}{n}}
$$

Specifically, if $\varrho(\mathrm{A})<1$ then exponential stability holds, and if $\varrho(\mathrm{A})>1$ then exponential instability holds. If $\varrho(A)=1$ the system is therefore either marginally stable or marginally unstable, but distinguishing the two cases in practice has proven quite difficult (see for example $[4,13]$ ). The separate problem of computing the joint spectral radius itself forms the subject of a substantial body of research: see for example $[8,10,11,17,20]$ and references therein.

The above four definitions leave open the question of what the rate of growth of trajectories of a marginally unstable system can actually be. Given a bounded nonempty set of $d \times d$ matrices $\mathrm{A}=\left\{A_{i}: i \in \mathcal{I}\right\}$ such that $\varrho(\mathrm{A})=1$, one may define the rate of marginal instability to be the sequence

$$
n \mapsto \sup _{\sigma: \mathbb{N} \rightarrow \mathcal{I}\left\|v_{0}\right\|=1} \sup _{\|(n)} \cdots A_{\sigma(1)} v_{0} \|
$$

or more simply

$$
\begin{equation*}
n \mapsto \sup _{i_{1}, \ldots, i_{n} \in \mathcal{I}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\| \tag{1}
\end{equation*}
$$

which is the best possible uniform upper bound on the growth of trajectories whose initial vector lies in the unit ball. If A has only one switching state $A$ then the above sequence is simply the sequence $n \mapsto\left\|A^{n}\right\|$, and it is a simple consequence of the Jordan form theorem that (assuming $\varrho(\mathrm{A})=1$ ) we have $\left\|A^{n}\right\| \sim n^{k}$ for some non-negative integer $k<d$. Outside of this special case the behaviour of the rate of marginal instability is rather less clear, and a by-now significant body of work has attempted to characterise its behaviour (see for example $[2,3,5,9,12$, $13,15,19]$ ). In general the problems both of distinguishing marginal stability from marginal instability, and understanding the range of possible behaviours of the rate of marginal instability, remain wide open.

The purpose of this note is to demonstrate that in the specific context of twodimensional linear switching systems over $\mathbb{C}$ with finitely many switching states, both of these two questions have straightforward answers. In the case of such a system which is known to be either marginally stable or marginally unstable, we will show that the two possibilities can be distinguished from one another by a simple algebraic criterion. Moreover, in the case where the system is marginally unstable, we will show that its rate of marginal instability is asymptotically bounded above and below by a linear sequence.

Theorem 1. Let $\mathrm{A}=\left\{A_{1}, A_{2}, \ldots, A_{N}\right\}$ be a finite set of $2 \times 2$ complex matrices such that $\varrho(\mathrm{A})=1$. Then:
(i) If the matrices $A_{1}, \ldots, A_{N}$ do not share a common eigenvector, or if the set $\left\{A_{j}:\left|\operatorname{det} A_{j}\right|=1\right\}$ is simultaneously diagonalisable, then there exists a constant $C>0$ such that for every switching sequence $\sigma: \mathbb{N} \rightarrow\{1, \ldots, N\}$ and vector $v \in \mathbb{C}^{2}$ we have $\left\|A_{\sigma(n)} \cdots A_{\sigma(1)} v\right\| \leq C\|v\|$ for all $n \geq 1$.
(ii) If the matrices $A_{1}, \ldots, A_{N}$ share a common eigenvector and additionally the set $\left\{A_{j}:\left|\operatorname{det} A_{j}\right|=1\right\}$ is not simultaneously diagonalisable then there exist a switching sequence $\hat{\sigma}: \mathbb{N} \rightarrow\{1, \ldots, N\}$ and a nonzero vector $v \in \mathbb{C}^{2}$ such that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n}\left\|A_{\hat{\sigma}(n)} \cdots A_{\hat{\sigma}(1)} v\right\|>0 \tag{2}
\end{equation*}
$$

The sequence $\hat{\sigma}$ may be chosen so that $\left\{A_{\hat{\sigma}(n)}: n \geq 1\right\}$ is not simultaneously diagonalisable, such that $\left|\operatorname{det} A_{\hat{\sigma}(n)}\right|=1$ for every $n \geq 1$, and such that $\hat{\sigma}$ either is constant or takes exactly two distinct values. Furthermore for all switching sequences $\sigma: \mathbb{N} \rightarrow\{1, \ldots, N\}$ and vectors $v \in \mathbb{C}^{2}$,

$$
\left\|A_{\sigma(n)} \cdots A_{\sigma(1)} v\right\| \leq\left(1+n \cdot \max _{j}\left\|A_{j}\right\|\right)\|v\|
$$

for all $n \geq 1$.
The proof of Theorem 1 which we present is in principle constructive. In the cases where the system is marginally stable we are able to give explicit uniform upper bounds on the growth of trajectories, and in the marginally unstable case we construct the escaping trajectory by an explicit inductive procedure. The limit inferior (2) may also be made explicit in principle. However, the precise values of these upper and lower bounds depend on constants induced by a change of basis for $\mathbb{C}^{2}$ and also depend on whether or not certain ratios of eigenvalues are roots of unity. These explicit results are thus relatively complicated to incorporate into the statement of Theorem 1 and we therefore leave them in the form of individual propositions, listed in the next section, each of which corresponds to the proof of one of the major sub-cases of Theorem 1 . We do not attempt to estimate the value of the limit inferior (2) in this note.

The following consequence of Theorem 1 is straightforward:
Corollary 1.1. Let $\mathrm{B}=\left\{B_{1}, B_{2}, \ldots, B_{N}\right\}$ be a finite set of $2 \times 2$ complex matrices and suppose that $\varrho(\mathrm{B}) \neq 0$. Define

$$
b_{n}:=\max _{1 \leq i_{1}, \ldots, i_{n} \leq N}\left\|B_{i_{1}} \cdots B_{i_{n}}\right\|
$$

for every $n \geq 1$. Then either the sequence $b_{n} / \varrho(\mathrm{B})^{n}$ is bounded away from zero and infinity, or the sequence $b_{n} /\left(n \varrho(B)^{n}\right)$ is bounded away from zero and infinity.

Theorem 1 is "fragile" in the sense that its conclusions can become false under only minor modifications to the hypotheses. If the number of switching states is allowed to be infinite then it is known that the rate of marginal instability can be asymptotic to a polynomial sequence $n^{\alpha}$ with $\frac{1}{2}<\alpha<1$ (see [9]) and therefore no dichotomy between boundedness and linear growth occurs. If the dimension of the matrices is raised to three or higher but the number of switching states is kept finite then similar phenomena may occur (see [15, 19]). In three dimensions it is moreover shown in [13] that there exist examples with two switching states for which both

$$
\liminf _{n \rightarrow \infty} \frac{1}{\log n} \sup _{i_{1}, \ldots, i_{n} \in \mathcal{I}} \log \left\|A_{i_{n}} \cdots A_{i_{1}}\right\|=0
$$

and

$$
\limsup _{n \rightarrow \infty} \frac{1}{\log n} \sup _{i_{1}, \ldots, i_{n} \in \mathcal{I}} \log \left\|A_{i_{n}} \cdots A_{i_{1}}\right\|=1
$$

and in this case the rate of marginal instability is therefore not asymptotic to any polynomial at all, even in the weakest of possible senses.

Theorem 1 is proved by the consideration of several sub-cases as follows. In the case where no common eigenvector exists it is classical that the system is marginally stable, and in some form this result goes back at least as far as the work of N.E. Barabanov in [1]. Outside this special case the switching states $A_{1}, \ldots, A_{N}$ can be made simultaneously upper triangular by choosing a basis whose first element is a common eigenvector, and if every switching state satisfies $\left|\operatorname{det} A_{j}\right|<1$ then marginal stability follows essentially by a result of N. Guglielmi and M. Zennaro [9, Lemma 5.1]. The remaining substantial case is that in which there exist two switching states $A_{j}, A_{k}$ such that $\left|\operatorname{det} A_{j}\right|=\left|\operatorname{det} A_{k}\right|=1$ and such that $A_{j}$ and $A_{k}$ are individually diagonalisable, simultaneously triangularisable, and not simultaneously diagonalisable. Prior to the present work this class of systems had been successfully analysed only in certain special cases in which additional algebraic relations exist between the eigenvalues (see [3, Theorem 10], [9, Remark 5.1], [9, Lemma 5.2] and remarks prior to Proposition 3 of [12]). The complete analysis of this sub-case represents the principal new contribution necessary for the proof of Theorem 1.

For the systems considered in this note, the four stability regimes described at the beginning of the introduction may be placed in a hierarchy of genericity as follows. For fixed $N \geq 2$ we may identify the space of (ordered) tuples of complex $2 \times 2$ matrices $\left(A_{1}, \ldots, A_{N}\right)$ with $\mathbb{R}^{8 N}$ in the obvious manner. Exponential stability is characterised by the condition that the joint spectral radius is strictly smaller than one, so by continuity of the joint spectral radius (see e.g. [11, Proposition 1.10]) it is satisfied on an open set; similarly, exponential instability is characterised by the joint spectral radius being strictly greater than one and hence also corresponds to an open set in the parameter space. The union of these two sets is moreover dense in the parameter space since any tuple $\left(A_{1}, \ldots, A_{N}\right)$ with joint spectral radius 1 may be perturbed into exponential stability or instability simply by multiplying every matrix $A_{i}$ by a constant $e^{-\varepsilon}$ (for stability) or $e^{\varepsilon}$ (for instability). The set of tuples with joint spectral radius precisely 1 may now be seen to have (real) codimension 1 by the following argument. The set of all tuples having a shared eigenvector clearly has codimension at least one, so it is enough to restrict attention to the set of tuples which lack a common eigenvector. On this set the joint spectral radius is Lipschitz by a result of F . Wirth in [21] (which is stated for real matrices, but which goes through to complex matrices without modification). It follows by an application of the coarea formula for Lipschitz functions (see e.g. [7, §3.2]) that Lebesgue almost every level set of the joint spectral radius has Hausdorff dimension $8 N-1$; but the joint spectral radius is homogenous with respect to multiplication by a positive real scalar, all its level sets are exact scalar multiples of one another and therefore each level set has dimension $8 N-1$ as claimed. The set of tuples with a common eigenvector is then seen to have dimension $6 N+1$ since in any basis which includes the common eigenvector, one of the off-diagonal zeros of the first matrix is inherited by the other $N-1$ matrices. Within this set, the set of all examples containing at least one matrix whose determinant has absolute value

1 is of real codimension at least 1 , and by relabelling we may assume without loss of generality that the matrix with this property is labelled $A_{1}$. Adopting a basis in which $A_{1}$ is upper triangular, two further cases may be distinguished: that in which $A_{1}$ has both eigenvalues equal and is not diagonalisable (in which case one additional real free parameter is lost, corresponding to the argument of the ratio of the two eigenvalues) and that in which a second matrix, say $A_{2}$, exists which has determinant of absolute value 1 and does not share an eigenbasis with $A_{1}$. These cases have dimension not greater than $6 N-1$ and $6 N-2$ respectively. From this perspective the key case analysed in this note may be seen to be the least generic of all the possible cases.

We further comment on how the four stability regimes apply to tuples of $2 \times 2$ matrices belonging to less general classes than the class of matrices having unrestricted complex entries. In the case of real, strictly positive matrices, if the joint spectral radius equals 1 then no individual matrix may have determinant 1 since by the Berger-Wang formula (see e.g. [11, Theorem 2.3]) its leading eigenvalue can be at most 1 and by the Perron-Frobenius Theorem its second eigenvalue must be strictly smaller in absolute value. The second case of Theorem 1 thus cannot hold and for real positive matrices marginal instability is impossible. If on the other hand all matrices are assumed to be Hermitian - or more generally, if the set of matrices being considered is closed with respect to the operation of conjugate transpose - then the joint spectral radius of the set of matrices is easily seen to be equal to the maximal Euclidean operator norm of a matrix in the set, by a simple modification of the argument of [11, §2.3.2]. In this case it is clear that marginal instability is impossible since if the joint spectral radius is equal to 1 then the sequence (1) is constant. We lastly remark that in the case where every matrix has only real entries, either appeal to [9, Lemma 5.3] or a careful reading of the proof of Proposition 2.4 below demonstrates that while the second case of Theorem 1 can indeed occur, in this situation the switching sequence in (2) may be chosen to be periodic.

## 2. Proof of Theorem 1

2.1. Three special cases. As was indicated in the preceding section, the proof of Theorem 1 proceeds by reduction into three principal sub-cases. Each of these is treated by one of the three propositions which follow. These special cases are organised into a complete proof of the theorem in a subsequent subsection.

Before stating the three propositions we note the following elementary estimate which will simplify some subsequent calculations.

Lemma 2.1. The Euclidean operator norm on $2 \times 2$ upper triangular matrices has the following properties:
(i) Let $A \in M_{2}(\mathbb{C})$ be upper triangular and let $A^{\prime} \in M_{2}(\mathbb{C})$ be the matrix each of whose entries is equal to the absolute value of the corresponding entry of $A$. Then $\|A\|=\left\|A^{\prime}\right\|$.
(ii) Let $A, B \in M_{2}(\mathbb{R})$ be upper triangular and non-negative. If every entry of $B$ is greater than or equal to the corresponding entry of $A$, then $\|A\| \leq\|B\|$. If the upper-right entry of $B$ is strictly greater than that of $A$, then $\|A\|<\|B\|$.

Proof. For every $a, b, c \in \mathbb{C}$ we have

$$
\left\|\left(\begin{array}{ll}
a & b \\
0 & c
\end{array}\right)\right\|^{2}=\rho\left(\left(\begin{array}{ll}
a & b \\
0 & c
\end{array}\right)\left(\begin{array}{cc}
a^{*} & 0 \\
b^{*} & c^{*}
\end{array}\right)\right)=\rho\left(\left(\begin{array}{cc}
|a|^{2}+|b|^{2} & b c^{*} \\
b^{*} c & |c|^{2}
\end{array}\right)\right)
$$

and when $a, b, c$ are real and non-negative this last matrix is also real and nonnegative. It follows easily from the Perron-Frobenius theorem for non-negative matrices that the spectral radius of the last matrix is non-decreasing as a function of the non-negative real variables $a, b$ and $c$, and this proves the first clause of (ii). For every $a, b, c \in \mathbb{C}$ we may further compute

$$
\left\|\left(\begin{array}{ll}
a & b \\
0 & c
\end{array}\right)\right\|^{2}=\frac{1}{2}\left(|a|^{2}+|b|^{2}+|c|^{2}\right)+\frac{1}{2} \sqrt{\left(|a|^{2}-|c|^{2}\right)^{2}+|b|^{2}\left(2|a|^{2}+|b|^{2}+2|c|^{2}\right)} .
$$

It is immediately clear from this expression that the norm of the matrix is unchanged if $a, b$ and $c$ are replaced with their absolute values, which gives (i). It is also obvious that a strict increase in the value of $|b|$ results in a strict increase in the value of the norm, and this yields the second clause of (ii).

The following result is by now rather standard in the "qualitative" form

$$
\sup _{n \geq 1} \max _{i_{1}, \ldots, i_{n} \in\{1, \ldots, N\}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\|<\infty
$$

and in this form it can be obtained straightforwardly from such works as $[1,6,11$, 21] and many others besides. Since we can easily give an explicit bound on this supremum, we include such a bound for interest.

Proposition 2.2. Let $A_{1}, \ldots, A_{N}$ be $2 \times 2$ complex matrices such that the joint spectral radius $\varrho\left(\left\{A_{1}, \ldots, A_{N}\right\}\right)$ is equal to 1 , and suppose that $A_{1}, \ldots, A_{N}$ do not have a common eigenspace. Then the real number

$$
\kappa:=\min _{\|u\|,\|v\|=1} \max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}|\langle X u, v\rangle|
$$

is nonzero, and we have

$$
\sup _{n \geq 1} \max _{i_{1}, \ldots, i_{n} \in\{1, \ldots, N\}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\| \leq \kappa^{-1} \max _{j}\left\|A_{j}\right\|
$$

Proof. By continuity and the compactness of the unit sphere in $\mathbb{C}^{2}$ there exist unit vectors $u^{\prime}, v^{\prime} \in \mathbb{C}^{2}$ such that

$$
\max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}\left|\left\langle X u^{\prime}, v^{\prime}\right\rangle\right|=\min _{\|u\|,\|v\|=1} \max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}|\langle X u, v\rangle|=: \kappa .
$$

If $\kappa=0$ then this implies that all of the vectors $u^{\prime}, A_{1} u^{\prime}, \ldots, A_{N} u^{\prime}$ are perpendicular to $v^{\prime}$. Since the orthogonal complement of $v^{\prime}$ is one-dimensional this implies that all of the vectors $u^{\prime}, A_{1} u^{\prime}, \ldots, A_{N} u^{\prime}$ are proportional to one another, which is to say that $u^{\prime}$ is a shared eigenvector for $A_{1}, \ldots, A_{N}$. This contradicts the hypotheses and we conclude that $\kappa$ must be nonzero as required.

We now claim that for every pair of $2 \times 2$ complex matrices $B_{1}$ and $B_{2}$,

$$
\begin{equation*}
\max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}\left\|B_{1} X B_{2}\right\| \geq \kappa\left\|B_{1}\right\| \cdot\left\|B_{2}\right\| \tag{3}
\end{equation*}
$$

By continuity it suffices to establish the result for invertible matrices $B_{1}$ and $B_{2}$. Given invertible matrices $B_{1}$ and $B_{2}$ choose unit vectors $u, v \in \mathbb{C}^{2}$ such that
$\left\|B_{1}^{*} v\right\|=\left\|B_{1}\right\|$ and $\left\|B_{2} u\right\|=\left\|B_{2}\right\|$. Define two unit vectors by $\hat{u}:=\left\|B_{2}\right\|^{-1} B_{2} u$ and $\hat{v}:=\left\|B_{1}\right\|^{-1} B_{1}^{*} v$. Using the Cauchy-Schwarz inequality we obtain

$$
\begin{aligned}
\max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}\left\|B_{1} X B_{2}\right\| & \geq \max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}\left|\left\langle B_{1} X B_{2} u, v\right\rangle\right| \\
& =\max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}\left|\left\langle X B_{2} u, B_{1}^{*} v\right\rangle\right| \\
& =\left\|B_{1}\right\| \cdot\left\|B_{2}\right\| \cdot \max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}|\langle X \hat{u}, \hat{v}\rangle| \geq \kappa\left\|B_{1}\right\| \cdot\left\|B_{2}\right\|
\end{aligned}
$$

and we have proved (3).
Now define

$$
\alpha_{n}:=\max _{j_{1}, \ldots, j_{n} \in\{1, \ldots, N\}}\left\|A_{j_{n}} \cdots A_{j_{1}}\right\|
$$

for every $n \geq 1$. By the definition of the joint spectral radius we have $\lim _{n \rightarrow \infty} \alpha_{n}^{1 / n}=$ $\varrho\left(\left\{A_{1}, \ldots, A_{N}\right\}\right)$. If $n, m \geq 1$ are arbitrary, choose $j_{1}, \ldots, j_{n}, k_{1}, \ldots, k_{m} \in\{1, \ldots, N\}$ such that

$$
\alpha_{n}=\left\|A_{j_{n}} \cdots A_{j_{1}}\right\|, \quad \alpha_{m}=\left\|A_{k_{m}} \cdots A_{k_{1}}\right\|
$$

Applying (3) with $B_{1}:=A_{j_{n}} \cdots A_{j_{1}}$ and $B_{2}:=A_{k_{m}} \cdots A_{k_{1}}$ we find that

$$
\begin{aligned}
\max \left\{\alpha_{n+m}, \alpha_{n+m+1}\right\} & \geq \max _{X \in\left\{I, A_{1}, \ldots, A_{N}\right\}}\left\|A_{j_{n}} \cdots A_{j_{1}} X A_{k_{m}} \cdots A_{k_{1}}\right\| \\
& \geq \kappa \cdot\left\|A_{j_{n}} \cdots A_{j_{1}}\right\| \cdot\left\|A_{k_{m}} \cdots A_{k_{1}}\right\| \\
& =\kappa \cdot \alpha_{n} \alpha_{m},
\end{aligned}
$$

and since obviously $\alpha_{n+m+1} \leq\left(\max _{j}\left\|A_{j}\right\|\right) \cdot \alpha_{n+m}$ we have

$$
\alpha_{n+m} \geq\left(\max _{j}\left\|A_{j}\right\|\right)^{-1} \kappa \cdot \alpha_{n} \alpha_{m}
$$

for every $n, m \geq 1$. It follows that if we define a further sequence $\left(\beta_{n}\right)$ by $\beta_{n}:=$ $\left(\max _{j}\left\|A_{j}\right\|\right)^{-1} \kappa \alpha_{n}$ then $\beta_{n+m} \geq \beta_{n} \beta_{m}$ for all $n, m \geq 1$. Fekete's subadditivity lemma therefore applies to the sequence $\left(-\log \beta_{n}\right)$ and provides

$$
\sup _{n \geq 1} \beta_{n}^{\frac{1}{n}}=\lim _{n \rightarrow \infty} \beta_{n}^{\frac{1}{n}}=\lim _{n \rightarrow \infty} \alpha_{n}^{\frac{1}{n}}=\varrho\left(\left\{A_{1}, \ldots, A_{N}\right\}\right)=1
$$

We conclude that $\beta_{n} \leq 1$ for every $n \geq 1$ and this is precisely the desired result.
The following result is closely related to [9, Lemma 5.2], but we use an alternative method of proof due to J. Varney (see [18, §3.1.2] and [14]). This method results in an explicit bound which is not present in the earlier work [9].

Proposition 2.3. Let $A_{1}, \ldots, A_{N}$ be $2 \times 2$ upper-triangular complex matrices and let $\lambda \in(0,1)$ and $M>0$. Suppose that:
(i) The diagonal entries of every matrix $A_{j}$ have absolute value at most 1;
(ii) Every matrix $A_{j}$ either is diagonal, or has at least one diagonal entry with absolute value smaller than $\lambda$;
(iii) Every off-diagonal entry of every $A_{j}$ has absolute value at most $M$.

Then

$$
\sup _{n \geq 1} \max _{i_{1}, \ldots, i_{n} \in\{1, \ldots, N\}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\| \leq 1+\frac{2 M}{1-\lambda}
$$

Proof. Define three matrices by

$$
B_{1}=\left(\begin{array}{cc}
1 & M \\
0 & \lambda
\end{array}\right), \quad B_{2}=\left(\begin{array}{cc}
\lambda & M \\
0 & 1
\end{array}\right), \quad B_{3}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
$$

By hypothesis, for every $j=1, \ldots, N$ there exists $k=k(j) \in\{1,2,3\}$ such that every entry of the matrix $A_{j}$ has absolute value less than or equal to the corresponding entry of the matrix $B_{k(j)}$. For every $j=1, \ldots, N$ let us write

$$
A_{j}=\left(\begin{array}{cc}
a_{j} & b_{j} \\
0 & c_{j}
\end{array}\right)
$$

If $n \geq 1$ and $j_{1}, \ldots, j_{n} \in\{1, \ldots, N\}$ are arbitrary, then by repeated applications of Lemma 2.1

$$
\begin{aligned}
\left\|A_{j_{n}} \cdots A_{j_{1}}\right\| & =\left\|\left(\begin{array}{cc}
a_{j_{n}} & b_{j_{n}} \\
0 & c_{j_{n}}
\end{array}\right) \cdots\left(\begin{array}{cc}
a_{j_{1}} & b_{j_{1}} \\
0 & c_{j_{1}}
\end{array}\right)\right\| \\
& =\left\|\left(\begin{array}{cc}
a_{j_{n}} \cdots a_{j_{1}} & \sum_{\ell=1}^{n} a_{j_{n}} \cdots a_{j_{\ell+1}} b_{j_{\ell}} c_{j_{\ell-1}} \cdots c_{j_{1}} \\
0 & c_{j_{n}} \cdots c_{j_{1}}
\end{array}\right)\right\| \\
& =\left\|\left(\begin{array}{cc}
\left|a_{j_{n}} \cdots a_{j_{1}}\right| & \left|\sum_{\ell=1}^{n} a_{j_{n}} \cdots a_{j_{\ell+1}} b_{j_{\ell}} c_{j_{\ell-1}} \cdots c_{j_{1}}\right| \\
0 & \left|c_{j_{n}} \cdots c_{j_{1}}\right|
\end{array}\right)\right\| \\
& \leq\left\|\left(\begin{array}{cc}
\left|a_{j_{n}} \cdots a_{j_{1}}\right| & \sum_{\ell=1}^{n}\left|a_{j_{n}} \cdots a_{j_{\ell+1}} b_{j_{\ell}} c_{j_{\ell-1}} \cdots c_{j_{1}}\right| \\
0 & \left|c_{j_{n}} \cdots c_{j_{1}}\right|
\end{array}\right)\right\| \\
& =\left\|\left(\begin{array}{cc}
\left|a_{j_{n}}\right| & \left|b_{j_{n}}\right| \\
0 & \left|c_{j_{n}}\right|
\end{array}\right) \cdots\left(\begin{array}{cc}
\left|a_{j_{1}}\right| & \left|b_{j_{1}}\right| \\
0 & \left|c_{j_{1}}\right|
\end{array}\right)\right\| \\
& \leq\left\|B_{k\left(j_{n}\right)} \cdots B_{k\left(j_{1}\right)}\right\| .
\end{aligned}
$$

We conclude that

$$
\sup _{n \geq 1} \max _{i_{1}, \ldots, i_{n} \in\{1, \ldots, N\}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\| \leq \sup _{n \geq 1} \max _{j_{1}, \ldots, j_{n} \in\{1,2,3\}}\left\|B_{j_{n}} \cdots B_{j_{1}}\right\|
$$

Moreover, since $B_{3}$ is simply the identity matrix, its removal from a product $B_{j_{n}} \cdots B_{j_{1}}$ does not change the norm of that product. Therefore,

$$
\sup _{n \geq 1} \max _{j_{1}, \ldots, j_{n} \in\{1,2,3\}}\left\|B_{j_{n}} \cdots B_{j_{1}}\right\|=\sup _{n \geq 1} \max _{j_{1}, \ldots, j_{n} \in\{1,2\}}\left\|B_{j_{n}} \cdots B_{j_{1}}\right\|
$$

Consider now a product $B_{j_{n}} \cdots B_{j_{1}}$ of the matrices $B_{1}$ and $B_{2}$ which has exactly $m$ instances of $B_{1}$ and $n-m$ instances of $B_{2}$. We claim that

$$
\left\|B_{j_{n}} \cdots B_{j_{1}}\right\| \leq\left\|B_{1}^{m} B_{2}^{n-m}\right\|
$$

Suppose for a contradiction that $B_{j_{n}} \cdots B_{j_{1}}$ is a product which includes exactly $m$ instances of $B_{1}$ and $n-m$ instances of $B_{2}$, that $\left\|B_{j_{n}} \cdots B_{j_{1}}\right\|$ is maximal among all products with the former property, but that $\left\|B_{j_{n}} \cdots B_{j_{1}}\right\|>\left\|B_{1}^{m} B_{2}^{n-m}\right\|$. Since $B_{j_{n}} \cdots B_{j_{1}} \neq B_{1}^{m} B_{2}^{n-m}$ the former product necessarily contains an instance of the product $B_{2} B_{1}$, so that we may write

$$
B_{j_{n}} \cdots B_{j_{1}}=\left(B_{j_{n}} \cdots B_{j_{\ell+3}}\right) B_{2} B_{1}\left(B_{j_{\ell}} \cdots B_{j_{1}}\right)
$$

say. Define $X:=B_{j_{n}} \cdots B_{j_{1}}$. The difference

$$
Y:=\left(B_{j_{n}} \cdots B_{j_{\ell+3}}\right) B_{1} B_{2}\left(B_{j_{\ell}} \cdots B_{j_{1}}\right)-\left(B_{j_{n}} \cdots B_{j_{\ell+3}}\right) B_{2} B_{1}\left(B_{j_{\ell}} \cdots B_{j_{1}}\right)
$$

is equal to

$$
\left(B_{j_{n}} \cdots B_{j_{\ell+3}}\right)\left(B_{1} B_{2}-B_{2} B_{1}\right)\left(B_{j_{\ell}} \cdots B_{j_{1}}\right)
$$

By direct calculation

$$
B_{1} B_{2}-B_{2} B_{1}=\left(\begin{array}{cc}
\lambda & 2 M \\
0 & \lambda
\end{array}\right)-\left(\begin{array}{cc}
\lambda & 2 M \lambda \\
0 & \lambda
\end{array}\right)=\left(\begin{array}{cc}
0 & 2 M(1-\lambda) \\
0 & 0
\end{array}\right)
$$

and it follows easily that the matrix $Y$ is non-negative and upper triangular and its upper-right entry is positive. Consequently, by Lemma 2.1(ii),

$$
\begin{aligned}
\left\|\left(B_{j_{n}} \cdots B_{j_{\ell+3}}\right) B_{1} B_{2}\left(B_{j_{\ell}} \cdots B_{j_{1}}\right)\right\| & =\|X+Y\| \\
& >\|X\|=\left\|\left(B_{j_{n}} \cdots B_{j_{\ell+3}}\right) B_{2} B_{1}\left(B_{j_{\ell}} \cdots B_{j_{1}}\right)\right\|
\end{aligned}
$$

This inequality contradicts the presumed maximality of $\left\|B_{j_{n}} \cdots B_{j_{1}}\right\|$. We conclude that if $B_{j_{n}} \cdots B_{j_{1}}$ is composed of exactly $m$ instances of $B_{1}$ and $n-m$ instances of $B_{2}$ then necessarily

$$
\left\|B_{j_{n}} \cdots B_{j_{1}}\right\| \leq\left\|B_{1}^{m} B_{2}^{n-m}\right\|
$$

as claimed. Since $m$ and $n$ were arbitrary it follows that

$$
\sup _{n \geq 1} \max _{j_{1}, \ldots, j_{n} \in\{1,2\}}\left\|B_{j_{n}} \cdots B_{j_{1}}\right\| \leq \sup _{n \geq 1} \max _{0 \leq m \leq n}\left\|B_{1}^{m} B_{2}^{n-m}\right\|
$$

By direct calculation

$$
\begin{aligned}
B_{1}^{m} B_{2}^{n-m} & =\left(\begin{array}{cc}
1 & M \sum_{\ell=0}^{m-1} \lambda^{\ell} \\
0 & \lambda^{m}
\end{array}\right)\left(\begin{array}{cc}
\lambda^{n-m} & M \sum_{\ell=0}^{n-m-1} \lambda^{\ell} \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
\lambda^{m} & M\left(\sum_{\ell=0}^{m-1} \lambda^{\ell}+\sum_{\ell=0}^{m-n-1} \lambda^{\ell}\right. \\
0 & \lambda^{n-m}
\end{array}\right)
\end{aligned}
$$

and using Lemma 2.1 once more

$$
\begin{aligned}
\sup _{n \geq 1} \max _{i_{1}, \ldots, i_{n} \in\{1, \ldots, N\}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\| & \leq \sup _{n \geq 1} \max _{j_{1}, \ldots, j_{n} \in\{1,2\}}\left\|B_{j_{n}} \cdots B_{j_{1}}\right\| \\
& \leq \sup _{n \geq 1} \max _{0 \leq m \leq n}\left\|B_{1}^{m} B_{2}^{n-m}\right\| \\
& \leq\left\|\left(\begin{array}{cc}
1 & 2 M \sum_{\ell=0}^{\infty} \lambda^{\ell} \\
0 & 1
\end{array}\right)\right\| \\
& \leq\left\|\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right\|+\left\|\left(\begin{array}{cc}
0 & 2 M \sum_{\ell=0}^{\infty} \lambda^{\ell} \\
0 & 0
\end{array}\right)\right\| \\
& =1+\frac{2 M}{1-\lambda}
\end{aligned}
$$

completing the proof of the proposition.
Our third proposition provides the core novelty needed to prove Theorem 1.
Proposition 2.4. Let $A_{1}, A_{2}$ be $2 \times 2$ upper-triangular complex matrices which are diagonalisable but not simultaneously diagonalisable, which both have spectral radius equal to 1 , and which satisfy $\left|\operatorname{det} A_{1}\right|=\left|\operatorname{det} A_{2}\right|=1$. Then there exist $a$ sequence $\sigma: \mathbb{N} \rightarrow\{1,2\}$ and vector $v \in \mathbb{C}^{2}$ such that

$$
\liminf _{n \rightarrow \infty} \frac{1}{n}\left\|A_{\sigma(n)} \cdots A_{\sigma(1)} v\right\|>0
$$

Proof. Clearly both diagonal entries of both matrices are complex numbers of unit modulus. Since the conclusion is unaffected by replacing $A_{1}$ with $e^{-i \theta_{1}} A_{1}$ and $A_{2}$
with $e^{-i \theta_{2}} A_{2}$ for some $\theta_{1}, \theta_{2} \in \mathbb{R}$, we assume without loss of generality that the lower-right entry of each of $A_{1}$ and $A_{2}$ is equal to 1 , so that

$$
A_{1}=\left(\begin{array}{cc}
e^{i \phi} & a \\
0 & 1
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
e^{i \psi} & b \\
0 & 1
\end{array}\right)
$$

say. If we had $e^{i \phi}=1$ then since $A_{1}$ is diagonalisable it would have to be the identity, and in any basis such that $A_{2}$ is diagonal, both matrices would be diagonal, contradicting the hypotheses. We therefore must have $e^{i \phi} \neq 1$ and by the same reasoning also $e^{i \psi} \neq 1$. To prove the proposition we will treat three cases in turn: that in which both $e^{i \phi}$ and $e^{i \psi}$ are roots of unity; that in which neither is a root of unity; and that in which exactly one of the two numbers is a root of unity.

First case. Suppose first that both $e^{i \phi}$ and $e^{i \psi}$ are roots of unity. The conclusion of the proposition is unaffected by a change of basis for $\mathbb{C}^{2}$, so we will begin by rewriting the matrices $A_{1}$ and $A_{2}$ in a convenient form. By an upper-triangular change of basis for $\mathbb{C}^{2}$ we may obtain

$$
A_{1}=\left(\begin{array}{cc}
e^{i \phi} & a^{\prime} \\
0 & 1
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
e^{i \psi} & 0 \\
0 & 1
\end{array}\right)
$$

say. Since $A_{1}$ and $A_{2}$ are not simultaneously diagonalisable $a^{\prime}$ cannot be zero. Making use of the fact that $e^{i \phi}-1$ and $a^{\prime}$ are nonzero we have

$$
\begin{gathered}
\left(\begin{array}{cc}
\sqrt{\frac{e^{i \phi}-1}{a^{\prime}}} & 0 \\
0 & 1 / \sqrt{\frac{e^{i \phi}-1}{a^{\prime}}}
\end{array}\right)\left(\begin{array}{cc}
e^{i \phi} & a^{\prime} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\sqrt{\frac{e^{i \phi}-1}{a^{\prime}}} & 0 \\
0 & 1 / \sqrt{\frac{e^{i \phi}-1}{a^{\prime}}}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
e^{i \phi} & e^{i \phi}-1 \\
0 & 1
\end{array}\right) \\
\left(\begin{array}{cc}
\sqrt{\frac{e^{i \phi}-1}{a^{\prime}}} & 0 \\
0 & 1 / \sqrt{\frac{e^{i \phi}-1}{a^{\prime}}}
\end{array}\right)\left(\begin{array}{cc}
e^{i \psi} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\sqrt{\frac{e^{i \phi}-1}{a^{\prime}}} & 0 \\
0 & 1 / \sqrt{\frac{e^{i \phi}-1}{a^{\prime}}}
\end{array}\right)^{-1}=\left(\begin{array}{cc}
e^{i \psi} & 0 \\
0 & 1
\end{array}\right)
\end{gathered}
$$

for any consistently-chosen square root of $\left(e^{i \phi}-1\right) / a^{\prime}$, so by a second change of basis we may assume without loss of generality that

$$
A_{1}=\left(\begin{array}{cc}
e^{i \phi} & e^{i \phi}-1 \\
0 & 1
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
e^{i \psi} & 0 \\
0 & 1
\end{array}\right)
$$

We observe that for every $n, m \in \mathbb{Z}$

$$
A_{1}^{n}=\left(\begin{array}{cc}
e^{i n \phi} & e^{i n \phi}-1 \\
0 & 1
\end{array}\right), \quad A_{2}^{m}=\left(\begin{array}{cc}
e^{i m \psi} & 0 \\
0 & 1
\end{array}\right)
$$

Choose integers $q_{1}, q_{2} \geq 2$ such that $e^{q_{1} i \phi}=e^{q_{2} i \psi}=1$ and observe that $A_{1}^{q_{1}}=$ $A_{2}^{q_{2}}=I$, so in particular $A_{1}^{q_{1}-1}=A_{1}^{-1}$ and $A_{2}^{q_{2}-1}=A_{2}^{-1}$. We directly calculate

$$
\begin{aligned}
A_{1} A_{2} A_{1}^{-1} A_{2}^{-1} & =\left(\begin{array}{cc}
e^{i \phi} & e^{i \phi}-1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
e^{i \psi} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
e^{-i \phi} & e^{-i \phi}-1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
e^{-i \psi} & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
e^{i(\phi+\psi)} & e^{i \phi}-1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
e^{-i(\phi+\psi)} & e^{-i \phi}-1 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
1 & e^{i \psi}-e^{i(\phi+\psi)}+e^{i \phi}-1 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
1 & \left(1-e^{i \phi}\right)\left(e^{i \psi}-1\right) \\
0 & 1
\end{array}\right)
\end{aligned}
$$

and thus $A_{1} A_{2} A_{1}^{q_{1}-1} A_{2}^{q_{2}-1}=A_{1} A_{2} A_{1}^{-1} A_{2}^{-1}$ is a nontrivial Jordan matrix since the upper-right entry is necessarily nonzero. If we define $\sigma: \mathbb{N} \rightarrow\{1,2\}$ to be the periodic switching signal with period $q_{1}+q_{2}$ such that $\sigma(j)=2$ for $1 \leq j \leq q_{2}-1$, $\sigma(j)=1$ for $q_{2} \leq j \leq q_{1}+q_{2}-2, \sigma\left(q_{1}+q_{2}-1\right)=2$ and $\sigma\left(q_{1}+q_{2}\right)=1$ then it is clear that

$$
\liminf _{n \rightarrow \infty} \frac{1}{n}\left\|A_{\sigma(n)} \cdots A_{\sigma(1)} v\right\|>0
$$

where $v \in \mathbb{C}^{2}$ is any vector with nonzero second co-ordinate. This concludes the proof of the proposition in the case where $e^{i \phi}$ and $e^{i \psi}$ are both roots of unity.

Second case. We now consider the case in which neither $e^{i \phi}$ nor $e^{i \psi}$ is a root of unity. In this case we make an identical basis transformation so that

$$
A_{1}=\left(\begin{array}{cc}
e^{i \phi} & e^{i \phi}-1 \\
0 & 1
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
e^{i \psi} & 0 \\
0 & 1
\end{array}\right)
$$

and so that we again have for every $n, m \in \mathbb{Z}$

$$
A_{1}^{n}=\left(\begin{array}{cc}
e^{i n \phi} & e^{i n \phi}-1 \\
0 & 1
\end{array}\right), \quad A_{2}^{m}=\left(\begin{array}{cc}
e^{i m \psi} & 0 \\
0 & 1
\end{array}\right)
$$

To obtain the conclusion we will prove the following claim: there exists $M \geq 1$ such that for every $\alpha \in \mathbb{C}$, there exist integers $n, m$ in the range $1 \leq n, m \leq M$ such that the vector

$$
\binom{\beta}{1}:=A_{1}^{n} A_{2}^{m}\binom{\alpha}{1}
$$

satisfies $|\beta| \geq|\alpha|+1$. Once this has been proved it follows immediately that for any initial vector $v \in \mathbb{C}^{2}$ with second co-ordinate equal to 1 , we may apply the claim inductively to construct a switching sequence $\sigma: \mathbb{N} \rightarrow\{1,2\}$ which satisfies $\left\|A_{\sigma\left(n_{k}\right)} \cdots A_{\sigma(1)} v\right\| \geq k$ along a sequence of times $\left(n_{k}\right)_{k=1}^{\infty}$ such that $n_{1}=0$ and $2 \leq n_{k+1}-n_{k} \leq 2 M$ for every $k \geq 1$. Given any integer $m \geq 1$, choose the largest possible $k \geq 1$ such that $n_{k} \leq m$; we have $0 \leq m-n_{k}<n_{k+1}-n_{k} \leq 2 M$ and $m<n_{k+1} \leq 2 M k$, so

$$
\begin{aligned}
\left\|A_{\sigma(m)} \cdots A_{\sigma(1)} v\right\| & \geq\left\|\left(A_{\sigma(m)} \cdots A_{\sigma\left(n_{k}+1\right)}\right)^{-1}\right\|^{-1} \cdot\left\|A_{\sigma\left(n_{k}\right)} \cdots A_{\sigma(1)} v\right\| \\
& \geq\left(\min \left\{\left\|A_{1}^{-1}\right\|^{-1},\left\|A_{2}^{-1}\right\|^{-1}\right\}\right)^{n_{k}-m} \cdot k \\
& \geq \frac{\left(\min \left\{\left\|A_{1}^{-1}\right\|^{-1},\left\|A_{2}^{-1}\right\|^{-1}\right\}\right)^{-(2 M-1)}}{2 M} \cdot m
\end{aligned}
$$

Thus

$$
\liminf _{m \rightarrow \infty} \frac{1}{m}\left\|A_{\sigma(m)} \cdots A_{\sigma(1)} v\right\|>0
$$

and the conclusion of the proposition follows from the validity of the claim.
Let us therefore prove the claim. By Kronecker's theorem, $\left\{e^{i n \phi}: n \in \mathbb{N}\right\}$ and $\left\{e^{i n \psi}: n \in \mathbb{N}\right\}$ are both dense in the unit circle in $\mathbb{C}$. It follows that there exists $M \geq 1$ such that both of the sets $\left\{e^{i n \phi}: 1 \leq n \leq M\right\}$ and $\left\{e^{i n \psi}: 1 \leq n \leq M\right\}$ intersect every arc in the unit circle whose angular length is at least $2 \pi / 3$. Given $\alpha=r e^{i \theta} \in \mathbb{C}$, choose $m$ such that $1 \leq m \leq M$ and such that

$$
e^{i m \psi} \in\left\{e^{i \vartheta}: \vartheta \in\left(-\theta-\frac{\pi}{3},-\theta+\frac{\pi}{3}\right)\right\}
$$

and then choose $n$ such that $1 \leq n \leq M$ and such that

$$
e^{i n \phi} \in\left\{e^{i \vartheta}: \vartheta \in\left(-\theta-m \psi+\frac{2 \pi}{3},-\theta-m \psi+\frac{4 \pi}{3}\right)\right\} .
$$

We then have

$$
e^{i(m \psi+\theta)} \in\left\{e^{i \vartheta}: \vartheta \in\left(-\frac{\pi}{3}, \frac{\pi}{3}\right)\right\}
$$

and

$$
e^{i(m \psi+n \phi+\theta)} \in\left\{e^{i \vartheta}: \vartheta \in\left(\frac{2 \pi}{3}, \frac{4 \pi}{3}\right)\right\}
$$

so that

$$
\Re\left(e^{-i(m \psi+\theta)}\right)=\Re\left(e^{i(m \psi+\theta)}\right)=\cos (m \psi+\theta)>\frac{1}{2}
$$

and

$$
\Re\left(e^{-i(m \psi+n \phi+\theta)}\right)=\Re\left(e^{i(m \psi+n \phi+\theta)}\right)=\cos (m \psi+n \phi+\theta)<-\frac{1}{2}
$$

We calculate that

$$
\begin{aligned}
\binom{\beta}{1} & =A_{1}^{n} A_{2}^{m}\binom{r e^{i \theta}}{1} \\
& =\left(\begin{array}{cc}
e^{i n \phi} & e^{i n \phi}-1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
e^{i m \psi} & 0 \\
0 & 1
\end{array}\right)\binom{r e^{i \theta}}{1}=\binom{e^{i n \phi}\left(1+r e^{i(m \psi+\theta)}\right)-1}{1}
\end{aligned}
$$

and since

$$
\begin{aligned}
|\beta|=\left|e^{i n \phi}\left(1+r e^{i(m \psi+\theta)}\right)-1\right| & =\left|r+e^{-i(m \psi+\theta)}-e^{-i(m \psi+n \phi+\theta)}\right| \\
& \geq \Re\left(r+e^{-i(m \psi+\theta)}-e^{-i(m \psi+n \phi+\theta)}\right) \\
& =r+\Re\left(e^{-i(m \psi+\theta)}\right)-\Re\left(e^{-i(m \psi+n \phi+\theta)}\right) \\
& >r+1 \\
& =|\alpha|+1
\end{aligned}
$$

this proves the claim. The conclusion of the proposition in the second case now follows by inductive application of the claim.

Third case. It remains only to treat the case in which one of $e^{i \phi}$ and $e^{i \psi}$ is a root of unity and the other is not. Using the symmetry between the two matrices

$$
A_{1}=\left(\begin{array}{cc}
e^{i \phi} & a \\
0 & 1
\end{array}\right), \quad A_{2}=\left(\begin{array}{cc}
e^{i \psi} & b \\
0 & 1
\end{array}\right)
$$

by swapping the labels of the two matrices if necessary we may without loss of generality assume that $e^{i \psi}$ is a root of unity and that $e^{i \phi}$ is not. But then the two matrices

$$
B_{1}:=A_{1}=\left(\begin{array}{cc}
e^{i \phi} & a \\
0 & 1
\end{array}\right), \quad B_{2}:=A_{1} A_{2}=\left(\begin{array}{cc}
e^{i(\psi+\phi)} & e^{i \phi} b+a \\
0 & 1
\end{array}\right)
$$

are both upper-triangular with lower-right entry equal to 1 and with upper-left entry lying on the unit circle but not a root of unity. We observe that $B_{1}$ and $B_{2}$ cannot be simultaneously diagonalised, since if they were diagonal in some basis then both $A_{1}=B_{1}$ and $A_{2}=A_{1}^{-1} A_{1} A_{2}=B_{1}^{-1} B_{2}$ would be diagonal in that basis which contradicts the hypotheses of the proposition. We may therefore apply the
already-proved second case of the proposition to $B_{1}$ and $B_{2}$ to obtain a switching sequence $\hat{\sigma}: \mathbb{N} \rightarrow\{1,2\}$ and vector $v \in \mathbb{C}^{2}$ such that

$$
\liminf _{n \rightarrow \infty} \frac{1}{n}\left\|B_{\hat{\sigma}(n)} \cdots B_{\hat{\sigma}(1)} v\right\|>0 .
$$

By replacing every instance of 2 in the switching sequence $\hat{\sigma}$ with an instance of 2 followed by an additional instance of 1 , it is clear that we may define a new switching sequence $\sigma: \mathbb{N} \rightarrow\{1,2\}$ and sequence of times $\left(n_{k}\right)_{k=1}^{\infty}$ such that $n_{1} \in\{1,2\}$ and such that we have both $A_{\sigma\left(n_{k}\right)} \cdots A_{\sigma(1)} v=B_{\sigma(k)} \cdots B_{\sigma(1)} v$ and $1 \leq n_{k+1}-n_{k} \leq 2$ for every $k \geq 1$. In particular $k \leq n_{k} \leq 2 k$ for every $k \geq 1$ and it follows easily that

$$
\liminf _{n \rightarrow \infty} \frac{1}{n}\left\|A_{\sigma(n)} \cdots A_{\sigma(1)} v\right\| \geq \frac{\left\|A_{1}^{-1}\right\|^{-1}}{2} \cdot \liminf _{n \rightarrow \infty} \frac{1}{n}\left\|B_{\hat{\sigma}(n)} \cdots B_{\hat{\sigma}(1)} v\right\|>0
$$

We have proved the proposition in the third case, and the proof of the proposition is now complete.
2.2. The proof of Theorem 1. We may now prove Theorem 1. Let $A_{1}, \ldots, A_{N}$ be $2 \times 2$ complex matrices and suppose that their joint spectral radius is equal to 1. If $A_{1}, \ldots, A_{N}$ do not have a common eigenspace then

$$
\sup _{n \geq 1} \max _{i_{1}, \ldots, i_{n} \in\{1, \ldots, N\}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\|<\infty
$$

by Proposition 2.2 as required, so for the remainder of the proof we assume the existence of a common eigenvector $v_{1} \in \mathbb{C}^{2}$.

Suppose that $\left\{A_{j}:\left|\operatorname{det} A_{j}\right|=1\right\}$ is simultaneously diagonalisable. If this set is nonempty let $v_{2} \in \mathbb{C}^{2}$ be a common eigenvector of these matrices which is not proportional to $v_{1}$; if the set is empty, choose arbitrarily a vector $v_{2} \in \mathbb{C}^{2}$ which is not proportional to $v_{1}$. In the basis $\left(v_{1}, v_{2}\right)$ for $\mathbb{C}^{2}$ the matrices $A_{1}, \ldots, A_{N}$ are all upper triangular. Their diagonal entries are their eigenvalues, and it follows by Gelfand's formula that the absolute value of their eigenvalues is bounded above by the joint spectral radius of $A_{1}, \ldots, A_{N}$, which is 1 . Thus the diagonal entries of the matrices $A_{1}, \ldots, A_{N}$ are all less than or equal to 1 in absolute value. If there exists at least one matrix $A_{j}$ such that $\left|\operatorname{det} A_{j}\right|<1$, let $\lambda \in(0,1)$ be the maximum of $\sqrt{\left|\operatorname{det} A_{j}\right|}$ among all such matrices, and if no such matrix exists let $\lambda \in(0,1)$ be arbitrary. Let $M \geq 0$ be the maximum of the absolute values of the off-diagonal entries of the matrices $A_{1}, \ldots, A_{N}$. For every $A_{j}$ such that $\left|\operatorname{det} A_{j}\right|<1$, one of the diagonal entries must have absolute value less than or equal to $\lambda$ and the other clearly has absolute value less than or equal to 1 ; and the entry above the diagonal has absolute value at most $M$. On the other hand every $A_{j}$ such that $\left|\operatorname{det} A_{j}\right|=1$ is diagonal in the basis $\left(v_{1}, v_{2}\right)$ and has both nonzero entries bounded above by 1 in absolute value. The hypotheses of Proposition 2.3 are therefore satisfied by $A_{1}, \ldots, A_{N}$ and consequently

$$
\sup _{n \geq 1} \max _{i_{1}, \ldots, i_{n} \in\{1, \ldots, N\}}\left\|A_{i_{n}} \cdots A_{i_{1}}\right\|<\infty
$$

as required.
Finally suppose that $\left\{A_{j}:\left|\operatorname{det} A_{j}\right|=1\right\}$ is not simultaneously diagonalisable. Choose an orthonormal basis $\left(u_{1}, u_{2}\right)$ for $\mathbb{C}^{2}$ in which $u_{1}$ is proportional to $v_{1}$. Since this basis is related to the standard basis by a unitary transformation, in this basis the norms $\left\|A_{j}\right\|$ all take their original values. Clearly in this basis every
$A_{j}$ is upper triangular. If there exists $A_{j}$ such that $\left|\operatorname{det} A_{j}\right|=1$ and $A_{j}$ is not diagonalisable then $A_{j}$ is a nontrivial Jordan matrix and we trivially have

$$
\lim _{n \rightarrow \infty} \frac{1}{n}\left\|A_{j}^{n} v\right\|>0
$$

for every $v \in \mathbb{C}^{2}$ not proportional to $v_{1}$. Otherwise, every $A_{j}$ which satisfies $\left|\operatorname{det} A_{j}\right|=1$ is diagonalisable. It is easily seen that if every pair of matrices $A_{k}, A_{\ell}$ satisfying $\left|\operatorname{det} A_{k}\right|=\left|\operatorname{det} A_{\ell}\right|$ can be simultaneously diagonalised then all matrices $A_{j}$ such that $\left|\operatorname{det} A_{j}\right|=1$ can be diagonalised simultaneously, which we know is not the case, so there must exist two matrices $A_{k}, A_{\ell}$ satisfying $\left|\operatorname{det} A_{k}\right|=\left|\operatorname{det} A_{\ell}\right|$ which are not simultaneously diagonalisable. The spectral radii of these two matrices are at most 1 by earlier reasoning and are therefore exactly 1 by consideration of the determinant. We may therefore apply Proposition 2.4 to $A_{k}$ and $A_{\ell}$ to conclude that there exist a switching sequence $\hat{\sigma}: \mathbb{N} \rightarrow\{k, \ell\}$ and vector $v \in \mathbb{C}^{2}$ such that

$$
\liminf _{n \rightarrow \infty} \frac{1}{n}\left\|A_{\hat{\sigma}(n)} \cdots A_{\hat{\sigma}(1)} v\right\|>0
$$

To complete the proof of the theorem we must show that

$$
\begin{equation*}
\max _{i_{1}, \ldots, i_{n} \in\{1, \ldots, N\}}\left\|A_{i_{1}} \cdots A_{i_{n}}\right\| \leq 1+n \cdot \max _{j}\left\|A_{j}\right\| \tag{4}
\end{equation*}
$$

for every $n \geq 1$. We argue similarly to the proof of Proposition 2.3. Let us write

$$
A_{j}=\left(\begin{array}{cc}
a_{j} & b_{j} \\
0 & c_{j}
\end{array}\right)
$$

for every $j=1, \ldots, N$. For every $n \geq 1$ and $j_{1}, \ldots, j_{n}$ we clearly have

$$
\begin{aligned}
\left\|A_{j_{n}} \cdots A_{j_{1}}\right\| & =\left\|\left(\begin{array}{cc}
a_{j_{n}} & b_{j_{n}} \\
0 & c_{j_{n}}
\end{array}\right) \cdots\left(\begin{array}{cc}
a_{j_{1}} & b_{j_{1}} \\
0 & c_{j_{1}}
\end{array}\right)\right\| \\
& =\left\|\left(\begin{array}{cc}
a_{j_{n}} \cdots a_{j_{1}} & \sum_{\ell=1}^{n} a_{j_{n}} \cdots a_{j_{\ell+1}} b_{j_{\ell}} c_{j_{\ell-1}} \cdots c_{j_{1}} \\
0 & c_{j_{n}} \cdots c_{j_{1}}
\end{array}\right)\right\| \\
& =\left\|\left(\begin{array}{cc}
\left|a_{j_{n}} \cdots a_{j_{1}}\right| & \left|\sum_{\ell=1}^{n} a_{j_{n}} \cdots a_{j_{\ell+1}} b_{j_{\ell}} c_{j_{\ell-1}} \cdots c_{j_{1}}\right| \\
0 & \left|c_{j_{n}} \cdots c_{j_{1}}\right|
\end{array}\right)\right\| \\
& \leq\left\|\left(\begin{array}{cc}
\left|a_{j_{n}} \cdots a_{j_{1}}\right| & \sum_{\ell=1}^{n}\left|a_{j_{n}} \cdots a_{j_{\ell+1}} b_{j_{\ell}} c_{j_{\ell-1}} \cdots c_{j_{1}}\right| \\
0 & \left|c_{j_{n}} \cdots c_{j_{1}}\right|
\end{array}\right)\right\| \\
& \leq\left\|\left(\begin{array}{cc}
1 & \sum_{\ell=1}^{n}\left|b_{j_{\ell}}\right| \\
0 & 1
\end{array}\right)\right\|\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right)\|+\|\left(\begin{array}{cc}
0 & \sum_{\ell=1}^{n}\left|b_{j_{\ell}}\right| \\
0 & 0
\end{array}\right) \| \\
& \leq 1+n \cdot \max _{j}\left|b_{j}\right| \\
& \leq 1+n \cdot \max _{j}\left\|A_{j}\right\|
\end{aligned}
$$

where we have used Lemma 2.1 and the fact that $\max _{j} \max \left\{\left|a_{j}\right|,\left|c_{j}\right|\right\} \leq 1$. The inequality (4) is proved and we have completed the proof of the theorem.
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