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Abstract

In this paper, we present our method for neural face reenactment, called HyperReenact, that aims to generate realistic talking head images of a source identity, driven by a target facial pose. Existing state-of-the-art face reenactment methods train controllable generative models that learn to synthesize realistic facial images, yet producing reenacted faces that are prone to significant visual artifacts, especially under the challenging condition of extreme head pose changes, or requiring expensive few-shot fine-tuning to better preserve the source identity characteristics. We propose to address these limitations by leveraging the photorealistic generation ability and the disentangled properties of a pretrained StyleGAN2 generator, by first inverting the real images into its latent space and then using a hypernetwork to perform: (i) refinement of the source identity characteristics and (ii) facial pose re-targeting, eliminating this way the dependence on external editing methods that typically produce artifacts. Our method operates under the one-shot setting (i.e., using a single source frame) and allows for cross-subject reenactment, without requiring any subject-specific fine-tuning. We compare our method both quantitatively and qualitatively against several state-of-the-art techniques on the standard benchmarks of VoxCeleb1 and VoxCeleb2, demonstrating the superiority of our approach in producing artifact-free images, exhibiting remarkable robustness even under extreme head pose changes. We make the code and the pretrained models publicly available at: https://github.com/StelaBou/HyperReenact.

1. Introduction

The recent developments in deep learning and generative models [24, 25] have led to remarkable progress in the field of facial image synthesis and editing. Among the tasks that have drawn benefit from this progress is neural face reenactment, that aims to synthesize photorealistic head avatars. Specifically, given a source and a target image, the goal of face reenactment is to generate a new image that conveys the identity characteristics of the source face and the facial pose (defined as the 3D head orientation and facial expres-
sion) of the target face. The key objectives of this task are three-fold: (i) creating realistic facial images that resemble the real ones, (ii) preserving the source identity characteristics, such as the facial shape, and (iii) faithfully transferring the target facial pose. This technology is an essential component within numerous applications of augmented and virtual reality, as well as arts and entertainment industries. However, despite the recent advancements, most of the existing reenactment methods fail in producing realistic facial images in the one-shot setting (i.e., using a single source frame) or under extreme head pose movements (i.e., large differences in the head pose of the source and the target).

The majority of the state-of-the-art methods in neural face reenactment (e.g., [62, 29, 26]) train controllable models that learn to synthesize realistic images. However, these methods are prone to severe visual artifacts, especially when the source and the target faces have large head pose differences. Most of these methods rely on paired data training (i.e., images of the same identity), limiting their applicability in cross-subject reenactment. Several methods [63, 11, 29, 21] require expensive few-shot fine-tuning (i.e., using multiple different views of the source face) in order to faithfully preserve the source identity and appearance. Another line of research leverages the exceptional generation ability of pretrained generative adversarial networks (GANs) [9, 10, 61], achieving to effectively disentangle the identity from the facial pose. However, these works rely on external real image GAN inversion methods and, thus, are bounded by their limitations, such as poor identity reconstruction and image editability [46].

In this paper, we draw inspiration from recent works that combine a GAN generator with a hypernetwork [18] for real image inversion, namely HyperStyle [4] and HyperInverter [14]. These methods use a hypernetwork [18], conditioned on features derived from the original image and its initial inversion, that learns to modify the weights of the generator to obtain improved image reconstruction quality. Subsequently, one can perform semantic editing of the refined image in the latent space and produce the edited image using the updated generator weights. In spite of their high-quality reconstruction results, HyperStyle [4] and HyperInverter [14] fail upon applying global editings on the inverted images and, consequently, they are not practically applicable to neural face reenactment.

In order to address the limitations of state-of-the-art works, we tackle the neural face reenactment task by leveraging the photorealistic image generation and the disentangled properties of a pretrained StyleGAN2 [25], along with a hypernetwork [18]. We present a novel method that performs both faithful identity reconstruction and effective facial image editing (as shown in Fig. 1) by learning to update the weights of a StyleGAN2 generator using a hypernetwork approach. Specifically, our model effectively combines the appearance features of a source image and the facial pose features of a target image to create new facial images that preserve the source identity and convey the target facial pose.

Overall, the main contributions of this paper can be summarized as follows:

1. We present a novel framework for face reenactment that leverages the adaptive nature of hypernetworks [18] to alter the weights of a powerful StyleGAN2 [25], so as to perform both: (i) refinement of the source identity details and (ii) reenactment of the source face in the target facial pose. To the best of our knowledge, we are the first to show the effectiveness of merging the steps of inversion refinement and facial pose editing for robust and realistic face reenactment.

2. We demonstrate that our method is able to successfully operate under one-shot settings (i.e., using a single source frame) without requiring any fine-tuning, preserving the source identity characteristics on both self and cross-subject reenactment scenarios. This holds true even in challenging cases where the source face is partially self-occluded (i.e., in partial facial views due to highly non-frontal head poses).

3. We show that our method achieves state-of-the-art results even on extreme head pose variations, generating artifact-free images and exhibiting remarkable robustness to large head pose shifts.

4. We conduct experiments on the standard benchmarks of VoxCeleb1 and VoxCeleb2 [30, 12], performing qualitative and quantitative comparisons with existing state-of-the-art reenactment techniques. We show that our proposed method achieves compelling results both on identity preservation and facial pose transfer.

2. Related work

Facial image editing Several recent methods [41, 45, 48, 6, 31, 32, 58, 2, 35] leverage the remarkable ability of modern pretrained GAN models (e.g., StyleGAN2 [25]) in producing photorealistic facial images in order to edit various facial attributes, such as head pose, facial expressions or hair style. The key idea of such methods lies in learning to manipulate the latent representations (in \(W, W^+\) or \(S\) latent space) of a StyleGAN2 generator in order to generate meaningful editings of different semantics on the synthetic images. The existing unsupervised methods [50, 48] are able to find disentangled directions that edit different semantics on the facial images, albeit without providing any controllability on the manipulation of the images. In order to allow for explicit control over the image editing, several approaches [2, 10, 45, 35, 47, 60] rely on external supervision from pretrained models, such as 3D Morphable Models.
(3DMM) [8], or vision-language models [36]. Despite their effectiveness in editing synthetic images, such methods fail to manipulate effectively real images – i.e., having to perform editing in the non-native latent code provided by an external GAN inversion method, as discussed below.

Real image inversion: GAN inversion methods [56, 46, 44] allow for encoding of real images into the latent space of pretrained generators, which is required at the same time to allow for semantic image editing. The main challenges of real image inversion are to (i) faithfully reconstruct the real images and (ii) enable facial image editing without producing visual artifacts. This is typically referred to as the “reconstruction-editability” trade-off. The existing inversion methods mainly focus either on optimization-based approaches, which require expensive iterative optimization for each image, rendering them not-applicable for real-time applications, or on encoder-based architectures.

Encoder-based methods [3, 38, 46, 51, 5] train encoders that learn to predict the latent code that best reconstructs the real image. While providing better semantic editing than optimization-based approaches, encoder-based methods fail in faithfully reconstructing real images (i.e., by missing crucial identity details). In order to coordinate the trade-off between reconstruction quality, editability, and inference time, some recent works [4, 14] propose to optimize a hypernetwork [18] that learns to update the weights of a pretrained GAN generator so as to refine any missing identity details. HyperStyle [4] first inverts the real images into the latent space of StyleGAN2 ($\mathcal{W}$ or $\mathcal{W}^+$) using a pretrained encoder-based inversion method [46] and then trains a hypernetwork that, given a pair of a real and an initial reconstructed image, predicts an offset $\Delta f$ for each layer of the generator. Both HyperStyle [4] and HyperInverter [14] lead in high quality reconstructions, albeit suffering from many visual artifacts in the case of head pose editing.

Neural face reenactment A recent line of works focus on learning disentangled representations for the identity and the facial pose using facial landmarks [63, 62, 22, 19, 64]. However, such methods perform poorly on the challenging task of cross-subject reenactment, since facial landmarks preserve the facial shape and consequently the identity geometry of the target face. In order to mitigate the identity leakage from the target face to the source face, several methods [28, 17, 45, 9, 15, 37, 26, 59] leverage the disentangled properties of 3D Morphable Models (3DMM) [8, 16]. Xu et al. [57] propose a unified architecture that learns to perform both face reenactment and swapping. Warping based methods [54, 42, 52, 37, 15, 66, 61, 53] learn a motion field between the source and target frames in order to synthesize the reenacted faces. [15, 37] propose a two-stage architecture that first generates a warped image using the learned motion field and then refines the warped image to minimize the visual artifacts caused by the warping operation.

Despite their realistic results in small pose variations, such methods fail in the more challenging and realistic condition of large head pose variations (i.e., under large differences between the target and the source head pose).

A more recent line of works [9, 61, 10] propose the incorporation of the powerful pretrained StyleGAN2 model. StyleHEAT [61] proposes to control the spatial features of the pretrained StyleGAN2 generator using a learned motion field between the source and target frames. However, their method is trained on the HDTF dataset [66], i.e., a video dataset with mostly frontal talking head videos, leading to poor reenactment performance on more realistic datasets, such as VoxCeleb [30, 12], which comprises of a larger distribution on the existing head poses. Bounareli et al. [9] propose to fine-tune a StyleGAN2 model (pretrained on FFHQ [24]) on VoxCeleb1 dataset [30] and then learn the linear directions that are responsible for controlling the changes in the facial pose. For editing the real images, [9] relies on the encoder-based inversion method of [46], which results in visual artifacts on large head pose variations and requires an additional optimization step [39] to refine the missing identity details. Finally, [10] proposes to disentangle the identity characteristics from the facial pose by leveraging the disentangled properties of StyleGAN2’s style space.

In this work, we also use the StyleGAN2 generator, pretrained on VoxCeleb [9], which allows for better generalization on other existing video datasets [66, 40]. To the best of our knowledge, we are the first to propose the optimization of a hypernetwork [18] based reenactment module, merging this way the steps of inversion refinement and facial pose editing towards robust and realistic face reenactment.

3. Proposed method

In this section we present the proposed HyperReenact framework for neural face reenactment. An overview of the method is shown in Fig. 2. In a nutshell, the hypernetwork $\mathcal{H}$, guided by the source appearance ($f_{app}$) and target facial pose ($f_p$) related features, learns to predict the offsets $\Delta \theta_{\ell}$, $\ell = 1, \ldots, N$, where $N$ is the total number of the layers in the generator $G$. Then, given the initial latent code $w_s$ and the updated weights $\hat{\theta} = \theta \cdot (1 + \Delta \theta)$, the generator $G$ is able to generate an image that has the identity of the source and the facial pose of the target face.

3.1. GAN Inversion

The generator of StyleGAN2 [25] takes as input random latent codes $z \in \mathbb{R}^{512}$ sampled from the standard Gaussian distribution, which are then fed to the mapping network to get the intermediate latent codes $w \in \mathbb{R}^{512}$ (i.e., codes in the $\mathcal{W}$ space). Most inversion methods (e.g., [1, 46]) invert to $\mathcal{W}$ space or its extended $\mathcal{W}^+ \subset \mathbb{R}^{N \times 512}$ space, where a different latent code is fed to each of the $N$ layer
Figure 2: **HyperReenact network architecture** Given a source \( \mathbf{I}_s \) and a target \( \mathbf{I}_t \) image, we first extract the source appearance features, \( \mathbf{f}_{app} \) and the target pose features, \( \mathbf{f}_p \), using the appearance (\( \mathcal{E}_{app} \)) and the pose (\( \mathcal{E}_p \)) encoders, respectively. The Reenactment Module (RM) learns to effectively fuse these features, producing a feature map \( \mathbf{f}_r \) that serves as input into each Reenactment Block (RB) of our hypernetwork module \( \mathcal{H} \). The predicted offsets, \( \Delta \mathbf{\theta} \), update the weights of the StyleGAN2 generator \( \mathcal{G} \) so that using the inverted latent code \( \mathbf{w} \) generates a new image \( \mathbf{I}_t \) that conveys the identity characteristics of the source face and the facial pose of the target face. We note that, during training, the encoders \( \mathcal{E}_{app} \) and \( \mathcal{E}_p \), along with the generator \( \mathcal{G} \) are kept frozen, and we optimize only the Reenactment Module (RM) and the hypernetwork module \( \mathcal{H} \).

of the generator. Tov et al. [46] show that, using the \( \mathcal{W}^+ \) latent space for real image inversion, results in better reconstruction quality. However, it can be challenging to edit the real images using \( \mathcal{W}^+ \), in particular when altering the head pose, as this can lead to severe visual artifacts (e.g., [9]). In this work, in order to get an initial inverted latent code, we use e4e [46], which inverts the real images into the \( \mathcal{W}^+ \) space. We note that we use an off-the-shelf inversion model, trained on the VoxCeleb1 [30] dataset and provided by the authors of [9], for the initial inversion step, while during training the inversion encoder \( \mathcal{E}_w \) is not updated (see Fig. 2).

### 3.2. HyperReenact Architecture

The proposed HyperReenact aims to modify the weights \( \mathbf{\theta} \) of the generator \( \mathcal{G} \) to both lead to better reconstruction (without any further optimization steps) and perform neural face reenactment eliminating any visual artifacts on the generated images (Fig. 2). Given a pair of source and target images our framework first extracts the corresponding appearance \( \mathbf{f}_{app} \) and facial pose \( \mathbf{f}_p \) features. Specifically, to encode the appearance of a face we use the ArcFace [13] encoder \( \mathcal{E}_{app} \). ArcFace is trained on the face recognition task, as a result its features only capture the identity characteristics of a face. We note that we extract the feature map \( \mathbf{f}_{app} \), of shape \( 512 \times 7 \times 7 \) picking the output of the last convolutional layer of ArcFace. Similarly, to encode the facial pose of a face we use the encoder \( \mathcal{E}_p \), which is a pre-trained 3D shape model (DECA [16]). DECA is trained on 3D facial shape model reconstruction, hence the extracted features only capture the facial pose, without taking into consideration the appearance. We extract the feature map \( \mathbf{f}_p \), of shape \( 2048 \times 7 \times 7 \), picking the output of the last convolutional layer of \( \mathcal{E}_p \).

We then spatially repeat each offset by the kernel dimension of each layer \( k_{l} \times k_{l} \), significantly reducing the number of learnable parameters [4]. Finally, the updated weights for
each layer \( \ell \) of the generator are computed as \( \hat{\theta}_\ell = \theta_\ell \cdot (1 + \Delta \theta_\ell) \). We provide a detailed analysis on the architecture of our hypernetwork module in the supplementary material.

### 3.3. Training Process

We train the proposed HyperReenact framework following a curriculum learning (CL) scheme [7], where we gradually increase the complexity of the training data. Specifically, we first train our network on real image inversion, where the source and target faces are the same. We further train our model on the task of self reenactment, where the source and target faces have the same identity but different facial pose. Finally, we continue training our model on cross-subject reenactment, where the source and target faces have different identity and facial pose. In Section 4.2, we show that the proposed curriculum learning scheme improves our results. We detail each training phase below.

**Phase 1: Real image inversion** On the first training phase, the source \((I_s)\) and the target \((I_t)\) images are the same to the input image \((I)\). Given the appearance and facial pose of the input image \(I\) as well as the initial inverted latent code \(w\), we train our network to refine the missing identity details between the real image and its initial reconstruction using \(w\). Our training objective during the inversion phase consists of the following reconstruction loss terms:

\[
L = \lambda_{pix} L_{pix} + \lambda_{lpips} L_{lpips} + \lambda_{id} L_{id} + \lambda_{g} L_{g},
\]

where \(L_{pix}\) is the \(l_1\) pixel-wise loss and \(L_{lpips}\) is the perceptual loss [23] between the real \(I\) and the refined \(\hat{I}\) image. Additionally, to further enhance the identity preservation we calculate the identity loss \(L_{id}\) that computes the cosine similarity of the features extracted using the ArcFace [13]. Finally, to allow for refinement of the eye gaze direction, we calculate the gaze loss \(L_{g}\), which is the \(L_2\) distance between the gaze direction of the real image and the reconstructed image \(\hat{I}\), extracted using a gaze estimation method [65]. To this end, our framework is able to refine the missing identity details from the initial reconstructed images.

**Phase 2: Self reenactment** During the second training phase, we train our model on self reenactment where the identity of the input source and target images is the same and the facial pose is different. Given the appearance of the source image \(I_s\) and the facial pose of the target image \(I_t\), the hypernetwork is trained to predict the offsets \(\Delta \theta\) so that the reenacted image \(\hat{I}_s\) has the identity of the source image and the facial pose of the target image. The objective during this phase is:

\[
L = \lambda_{pix} L_{pix} + \lambda_{lpips} L_{lpips} + \lambda_{id} L_{id} + \lambda_{sh} L_{sh} + \lambda_{g} L_{g},
\]

where \(L_{pix}, L_{lpips}, L_{id},\) and \(L_{g}\) denote the losses described above, calculated between the target image \(I_t\) and the reenacted image \(\hat{I}_s\). In order to transfer the facial pose of the target image, we calculate the shape loss \(L_{sh}\), i.e., the \(l_1\) distance of the 3D facial shapes extracted using [16] from the target and the reenacted image.

**Phase 3: Cross-subject reenactment** To further enhance our results on cross-subject reenactment, we propose to fine-tune our model trained on self reenactment using cross-subject image pairs. As cross-subject training is a challenging task, to ease the training process, we concurrently perform training for the tasks of self and cross-subject reenactment, by letting half of the image pairs in each batch to correspond to each task. Our training objective is the same as the one defined in (3), however, for the cross-subject batch samples we only calculate the identity \(L_{id}\) loss between the source and the reenacted images and the shape loss \(L_{sh}\) between the target and the reenacted images.

### 4. Experiments

In this section, we provide the implementation details and we present our quantitative and qualitative results and comparisons with state-of-the-art methods. In Section 4.1, we report results on self and cross-subject reenactment on the VoxCeleb1 [30] dataset, and in Section 4.2, we provide ablation studies to investigate the contribution of each design choice to the overall effectiveness of our method.

**Implementation details** We use the StyleGAN2 model [25] and the e4e inversion model [46] trained on the VoxCeleb1 dataset provided by [9] and we train our model on the same dataset with \(256 \times 256\) images. We note that the only trainable modules of our method are the the Reenactment Module (RM) and the hypernetwork \(H\), while the encoders \(E_w\), \(E_{app}\), and \(E_p\), along with the StyleGAN2 generator \(G\) are kept frozen (Fig. 2). We also note that we learn offsets for all the layers of the StyleGAN2 generator, except for the “toRGB” layers that mainly change the texture and the color of images [55] (please see the supplementary material for more details). We first train our model on the task of real image inversion with learning rate \(2 \cdot 10^{-5}\) and we continue on the task of self reenactment with the same learning rate and a batch size of 16. We finally fine-tune our model on cross-subject reenactment with a constant learning rate of \(10^{-4}\). We set \(\lambda_{pix} = 10.0, \lambda_{lpips} = 5.0, \lambda_{id} = 10.0, \lambda_{sh} = 0.5\) and \(\lambda_{g} = 2.0\). All models are optimized with Adam optimizer [27] and are implemented in PyTorch [34].

#### 4.1. Comparison with state-of-the-art methods

We evaluate our method on the test set of the VoxCeleb1 [30] dataset and we provide additional quantitative and qualitative results on the test set of the VoxCeleb2 [12] dataset in the supplementary material. We compare our framework with 10 state-of-the-art methods that have made their source code and models publicly available, namely, X2Face [54], FOMM [42], Neural [11], Fast BL [62],
Table 1: Quantitative results on self and cross-subject reenactment. For CSIM metric, higher is better (↑), while for the rest of the metrics lower is better (↓). We note that the best and second best results are shown in bold and underline respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Self Reenactment</th>
<th>Cross-subject Reenactment</th>
<th>User Pref. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CSIM↑</td>
<td>LPIPS↓</td>
<td>FID↓</td>
</tr>
<tr>
<td>X2Face [54]</td>
<td>0.70</td>
<td>0.21</td>
<td>25.6</td>
</tr>
<tr>
<td>FOMM [42]</td>
<td>0.64</td>
<td>0.27</td>
<td>35.3</td>
</tr>
<tr>
<td>Neural [11]</td>
<td>0.40</td>
<td>0.42</td>
<td>127.0</td>
</tr>
<tr>
<td>Fast BL [62]</td>
<td>0.65</td>
<td>0.41</td>
<td>55.0</td>
</tr>
<tr>
<td>PIR [37]</td>
<td>0.69</td>
<td>0.23</td>
<td>50.5</td>
</tr>
<tr>
<td>LSR [29]</td>
<td>0.59</td>
<td>0.26</td>
<td>63.0</td>
</tr>
<tr>
<td>FD [9]</td>
<td>0.65</td>
<td>0.23</td>
<td>19.0</td>
</tr>
<tr>
<td>LIA [53]</td>
<td>0.64</td>
<td>0.26</td>
<td>31.7</td>
</tr>
<tr>
<td>Dual [21]</td>
<td>0.26</td>
<td>0.39</td>
<td>46.5</td>
</tr>
<tr>
<td>Rome [26]</td>
<td>0.69</td>
<td>0.43</td>
<td>39.2</td>
</tr>
<tr>
<td>Ours</td>
<td>0.71</td>
<td>0.23</td>
<td>27.1</td>
</tr>
</tbody>
</table>

Figure 3: Qualitative results and comparisons on self (first 3 rows) and cross-subject reenactment (last 3 rows) on VoxCeleb1 [30]. Our method is able to faithfully preserve the identity characteristics and also effectively transfer the head pose, the facial expression and the gaze direction of the target face without producing significant visual artifacts.

Quantitative results We evaluate our method on two tasks, namely, self reenactment and cross-subject reenactment. For self reenactment, we calculate six different evaluation metrics. Specifically, we measure the identity preservation by calculating the cosine similarity (CSIM) of the features extracted using the ArcFace face recognition network [13], and the reconstruction quality using the Learned Perceptual Image Path Similarity (LPIPS) metric [23]. Additionally, we calculate the Fréchet-Inception Distance (FID) [20].
to measure the quality of the reenacted images and the Fréchet-Video Distance (FVD) \cite{49, 43} to measure the temporal consistency of the generated videos. Finally, to evaluate the facial pose transfer, we calculate the Average Pose Distance (APD) and the Average Expression Distance (AED), similarly to \cite{37}. All metrics for self reenactment are calculated between the target and the reenacted images. When evaluating our method on the task of cross-subject reenactment, we calculate the CSIM metric between the source and the reenacted images, and we also calculate the APD and AED. In Table 1, we report results both on self and on cross-subject reenactment. We note that for self reenactment we report results on the test set of VoxCeleb1, where the first extracted frame from each video is used as the source frame and all other frames are used as the target ones. For cross-subject reenactment, we randomly select 35 video pairs from the test set of VoxCeleb1. In the task of self reenactment, our method outperforms all other techniques on identity preservation (CSIM), as well as on pose (APD) and facial expression (AED) transfer, while on LPIPS, FID and FVD metrics our method is among the best results. In the more challenging task of cross-subject reenactment, our method outperforms all other techniques on identity preservation and head pose transfer, while being on-par with Rome \cite{26} on expression transfer.

Moreover, we conduct a user study to further assess the performance of the proposed method in comparison to state-of-the-art works. Specifically, we present 20 randomly selected image pairs, 10 of self and 10 of cross-subject reenactment, to 30 users and ask them to select the method that best reenacts the source frame in terms of (i) identity preservation, (ii) facial pose transfer, and (iii) image quality. We note that we opt to include only the methods that exhibit high performance on both quantitative and qualitative results. That is, we exclude X2Face \cite{54} and FOMM \cite{42}, since they lead to several visual artifacts (as shown in the supplementary material). Similarly, we exclude Neural \cite{11} and Dual \cite{21} due to their poor quantitative results. As shown in Table 1, our method is by far the most preferable.

Finally, in order to evaluate the proposed method under the challenging (and far more useful in real-world applications) condition of large variations between the head pose of the source and target frames, we build a small benchmark set for the task of self reenactment, containing pairs of images with large head pose differences. Specifically, from each video of the VoxCeleb1 test set we select 5 image pairs with head pose distance (measured as the average of the absolute differences between the 3 Euler angles) larger than 15°. We report results in Table 2. Our method outperforms all other techniques on identity preservation and head pose transfer, while ranking second and performing on par with the method of Rome \cite{26} on expression transfer.

**Qualitative results** In Fig. 3, we show qualitative comparisons on self and cross-subject reenactment. We note that for better visualization we report results only with the best performing methods, namely, Fast BL \cite{62}, PIR \cite{37}, LSR \cite{29}, FD \cite{9}, LIA \cite{53} and Rome \cite{26}. On the supplementary material we present additional comparisons with all methods. As shown, our method is able to produce mostly artifact free images, successfully preserve the source identity characteristics and faithfully transfer the target facial pose (i.e. head pose orientation, facial expression and gaze direction), even on the challenging task of cross-subject reenactment and on extreme head pose differences.

### 4.2. Ablation studies

In this section, we report the results of the ablation studies we performed to assess the contribution of: (a) the proposed curriculum learning (CL) scheme, (b) fine-tuning on the task of cross-subject reenactment, and (c) the gaze loss. Regarding (a), i.e. the contribution of the proposed curriculum learning scheme (Section 3.3), we provide results both on self and on cross-subject reenactment with our final model trained using the curriculum learning (CL) scheme and with a model trained directly on the task of self and cross-subject reenactment. As shown in Table 3, our model trained with CL achieves better results on head pose (APD), expression transfer (AED), and identity preservation on self reenactment. This is also shown in Fig. 4, where using CL leads to results less visual artifacts on the reenacted images.

For (b), we compare our method with and without training with cross-subject data. As shown in Table 4, when fine-tuning our method with cross-subject data, our quantitative results with respect to identity preservation (CSIM) are improved especially on cross-subject reenactment. The effect of cross-subject training on the identity preservation is also shown in Fig. 5, where we eliminate the identity leakage.

<table>
<thead>
<tr>
<th>Method</th>
<th>CSIM↑</th>
<th>APD↓</th>
<th>AED↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>X2Face \cite{54}</td>
<td>0.45</td>
<td>3.1</td>
<td>12.1</td>
</tr>
<tr>
<td>FOMM \cite{42}</td>
<td>0.44</td>
<td>3.2</td>
<td>12.7</td>
</tr>
<tr>
<td>Neural \cite{11}</td>
<td>0.38</td>
<td>1.5</td>
<td>8.9</td>
</tr>
<tr>
<td>Fast BL \cite{62}</td>
<td>0.44</td>
<td>1.5</td>
<td>9.0</td>
</tr>
<tr>
<td>PIR \cite{37}</td>
<td>0.40</td>
<td>4.0</td>
<td>11.9</td>
</tr>
<tr>
<td>LSR \cite{29}</td>
<td>0.48</td>
<td>1.4</td>
<td>8.5</td>
</tr>
<tr>
<td>FD \cite{9}</td>
<td>0.34</td>
<td>2.7</td>
<td>10.4</td>
</tr>
<tr>
<td>LIA \cite{53}</td>
<td>0.43</td>
<td>3.0</td>
<td>9.9</td>
</tr>
<tr>
<td>Dual \cite{21}</td>
<td>0.23</td>
<td>4.9</td>
<td>12.6</td>
</tr>
<tr>
<td>Rome \cite{26}</td>
<td>0.53</td>
<td>1.1</td>
<td>5.8</td>
</tr>
<tr>
<td>Ours</td>
<td>0.58</td>
<td>0.9</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Table 2: Quantitative results on self reenactment using a set of images with large head pose differences between the source and target faces (subset of the VoxCeleb1 test set).
Table 3: Quantitative results on self and cross-subject reenactment with and without using curriculum learning (CL).

<table>
<thead>
<tr>
<th>Method</th>
<th>Self Reenactment</th>
<th>Cross Reenactment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CSIM  APD  AED</td>
<td>CSIM  APD  AED</td>
</tr>
<tr>
<td>w/o CL</td>
<td>0.69  0.7  6.7</td>
<td>0.72  0.6  11.6</td>
</tr>
<tr>
<td>w/ CL</td>
<td><strong>0.71  0.5  5.1</strong></td>
<td><strong>0.68  0.5  9.3</strong></td>
</tr>
</tbody>
</table>

Table 4: Quantitative results on self (SR) and cross-subject (CR) reenactment with and without performing cross-subject reenactment training (CSRT).

<table>
<thead>
<tr>
<th>Method</th>
<th>CSIM↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o CSRT</td>
<td>0.69</td>
</tr>
<tr>
<td>w/ CSRT</td>
<td><strong>0.71</strong></td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we present HyperReenact, a method for neural face reenactment that jointly learns to refine and re-target the facial images using a pretrained StyleGAN2 model and a hypernetwork. We leverage the effectiveness of hypernetworks on the real image inversion task and extend their use for real image manipulation. Our method learns to fuse the disentangled representations of source identity and target facial pose, to effectively modify the weights of the generator, performing both identity refinement and facial pose re-targeting. We show that our approach can successfully reenact a source face, preserving the identity and transferring the target facial pose. We also demonstrate that our method can produce artifact-free images even on challenging cases of extreme head pose movements.
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