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ABSTRACT

Music can convey ideological stances, and gender is just
one of them. Evidence from musicology and psychol-
ogy research shows that gender-loaded messages can be
reliably encoded and decoded via musical sounds. How-
ever, much of this evidence comes from examining mu-
sic in isolation, while studies of the gendering of music
within multimodal communicative events are sparse. In
this paper, we outline a method to automatically analyse
how music in TV advertising aimed at children may be de-
liberately used to reinforce traditional gender roles. Our
dataset of 606 commercials included music-focused mid-
level perceptual features, multimodal aesthetic emotions,
and content analytical items. Despite its limited size, and
because of the extreme gender polarisation inherent in toy
advertisements, we obtained noteworthy results by lever-
aging multi-task transfer learning on our densely annotated
dataset. The models were trained to categorise commer-
cials based on their intended target audience, specifically
distinguishing between masculine, feminine, and mixed
audiences. Additionally, to provide explainability for the
classification in gender targets, the models were jointly
trained to perform regressions on emotion ratings across
six scales, and on mid-level musical perceptual attributes
across twelve scales. Standing in the context of MIR, com-
putational social studies and critical analysis, this study
may benefit not only music scholars but also advertisers,
policymakers, and broadcasters.

1. INTRODUCTION

The purpose of this study is to analyse gender-coding in
a context where music is secondary to other modalities
and serves a clear purpose, such as in advertisement. Our
aim is to investigate how music may be employed to re-
inforce traditional gender roles in toy commercials, and
we propose an automatic method for analyzing this phe-
nomenon. 1 Our overarching research objective is to pro-

1 https://github.com/marinelliluca/gender_coded_sound_ismir2023
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vide a basis for a theory of message production. Specifi-
cally, a theory of the effects that message producers, their
decision-making, or their unconscious gender biases have
on the selection and composition of sound and music in
toy adverts. For this goal, we propose an integrative ap-
proach combining content analytical (CA) variables, mu-
sic perceptual ratings, and multimodal affective ratings to
annotate toy commercials, and using multi-task learning
(Fig. 1) to analyse the gendering of their soundtracks.

1.1 Gendered music styles as cognitive schemas

Empirical studies have demonstrated that gender and sex
impact the perception and processing of music [1–3].
However, the idea that sex determines fixed differences in
brain structure has been questioned due to potential mis-
interpretations, overestimations, and publication bias [4].
Gender schemas, instead, are learned cognitive networks
of associations that guide an individual’s behavior by as-
similating or rejecting gender-appropriate ideas and activi-
ties [5,6]. Schemas guide an individual’s perception, infor-
mation processing, and memory retention, as they prevent
information overload by organising one’s perceptual expe-
rience into a coherent and intelligible whole [6, 7].

Popular music genres have been themselves theorised as
cognitive schemas containing extramusical concepts that
can be primed when a subject is exposed to the genre’s
music [8, 9]. Such schemas are formed through repeated
exposure to the multimodal discourse encompassing mu-
sic, which is to some extent globalised, but that also varies
from culture to culture as a result of glocalisation. 2 pro-
cesses [9] Schema theory has also been used in literary
reading and analysis to explain organised "bundles of in-
formation and features" [10, p. 106-7] such as literary gen-
res (e.g., science fiction, fantasy, horror).

While gendered language patterns in text and lyrics
[11] may be relatively more straightforward to interpret,
gender-coding in sound and music ensues from the histor-
ical sedimentation, in musical practice, of multimodal as-
sociations between gendered meanings in language, visual
images, and musical structures [12]. For example, instru-
ments have been consistently associated with masculinity
or femininity, even when their sound is presented in iso-
lation and not visually linked to the actual object [13, 14].
Sergeant and Himonides [15, 16] investigated whether in
Western art music individual sounds or their organization

2 A lexical blend of globalization and localism.



Figure 1. Brief overview of the experimental pipeline.

within a composition could infer the sex or gender of the
performer or composer. Even though they found no cor-
relation between the gender of the composers or perform-
ers and the gendering of music, raters agreed on the gen-
dering of music, which was associated with features such
as tempo, minor/major key, and tonal weight or density.
Tagg [17] studied the reception of gendered meanings in
TV theme tunes and also found high agreement among
participants. Several musical dimensions, such as average
tempo, rhythmic and dynamic regularity, and presence of
active bass lines, may contribute to conveying gendered
meanings. In a subsequent investigation, Tagg and Clar-
ida [18] found that musical pieces linked to female char-
acters were more prone to be classified as quiet and calm.
Wang and Horvát [19] computationally extracted twelve
descriptors of musical parameters and perceptual features
for over 200k songs by more than 8k globally distributed
artists across a multitude of popular music genres. They
found statistically significant differences for eleven out of
twelve musical parameters with regard to the gender of the
composers, suggesting the existence of measurable, supra-
genre, gendered music styles in the global music industry.

Some of these studies appear to contradict each other, 3

while at the same time sharing the same fallacy, in that
feminine and masculine patterns in the performance and
composition of music should be considered on a par
with distinct gendered styles in spoken language, such as
Lakoff’s ‘women’s talk’ [20]. As such, these differences
should not be understood in terms of a causal relationship
between the gender of the artists and gendered musical pat-
terns. Individuals may have a tendency to use forms of
expression that they deem appropriate with regard to their
identity, but given the performative nature of gender we
cannot possibly generalise this behaviour (i.e., even strong
correlation is not causation), as this would end up reinforc-
ing gender stereotypes and their power relations.

Gender schemas therefore mediate our perception of
music, and this relationship appears to be bidirectional.
At the same time, music-primed schemas can alter our
perception of other people’s ethnicity, rural/urban back-
ground, age, expertise [8], and even gender [21, 22]. We
thus posit that not only gender roles and stereotypes can

3 [19] found significant correlations between the gender of the com-
posers and characteristics of their music, while [16] did not.

be understood in terms of schemas, but also that mascu-
line and feminine music styles can be viewed as music-
primed gender schemas, which to some extent overlap with
the former. We also presume that different music-primed
schemas might exist for other intersectional factors, such
as class.

1.2 Gendered toy marketing

Gender polarisation in TV advertising aimed at children
has been consistently found in a large body of studies
spanning over 40 years [23–25]. Differences in commer-
cials targeted at girls, boys, and mixed audience have been
found in terms of: sound (voices, background music and
sound effects), language, transitions and camera work, set-
ting, interactions and activities, and colours.

Specifically in terms of sound and music, Welch et al.
[23] noted that in general the sex of the voice-over matched
the target audience of the commercials, but that male nar-
rating voices also occurred more often in mixed audience
commercials, and subsequent research confirmed the same
trend [25]. They also found that commercials targeted at
boys had more noise, louder music, and more sound ef-
fects. Another study [24] conversely found that music
used in girls’ advertisements is generally softer and more
likely to have a sung narration style. Whereas, Johnson
and Young [26] identified what they called "gender exag-
geration:" male voice-overs tend to be exceedingly deep,
growl-like or aggressive, whereas female voice-overs are
often very high-pitched and singsong.

By interpreting music as an inherently multimodal dis-
course, a critical analysis of gender markers in children’s
TV adverts can help to investigate the relation between mu-
sic and hegemonic discourses on gender; and to promote
further research towards a commercial and contemporary
musical semiotics of gender. Analysing music in gendered
advertising aimed at children allows a privileged glance
into the birthplace of music-primed gender schemas.

1.3 Automatic discourse processing

Discourse analysis is an umbrella term that refers to ap-
proaches developed across diverse academic disciplines.
This includes disciplines that first developed models for
understanding discourse, such as linguistics, social semi-
otics and conversation analysis. But it also refers to other



All Feminine Masculine Mixed
N = 606 N = 163 N = 149 N = 200

Type χ2(6, N = 512) = 89.02, p = .000
5.6% Sung 9.8% None 2.5%

18.8% Spoken and sung 36.8% 6.0% 17.0%
67.7% Spoken 52.8% 81.2% 75.5%
7.9% No voices 0.6% 12.8% 5.0%

Age χ2(6, N = 512) = 39.51, p = .000
79.5% Adults 76.7% 79.2% 83.0%
5.9% Children and adults 8.0% 6.0% 6.5%
6.6% Children 14.7% 2.0% 5.5%
7.9% No voices 0.6% 12.8% 5.0%

Gender χ2(6, N = 512) = 332.1, p = .000
39.8% Feminine 95.7% 2.0% 29.5%
46.9% Masculine 1.8% 83.9% 54.5%
5.4% Feminine and masculine 1.8% 1.2% 11.0%
7.9% No voices 0.6% 12.8% 5.0%

Gender exaggeration χ2(6, N = 512) = 243.6, p = .000
16.5% Exagg. feminine 44.8% None 8.0%
15.5% Exagg. masculine None 40.3% 7.0%
60.1% All normal sounding 54.6% 47.0% 80.0%
7.9% No voices 0.6% 12.8% 5.0%

Table 1. Contingency tables of voice-related content analytical variables with χ2 tests of independence. The column "All"
includes commercials without actors or presenter (94).

approaches that apply and extend these models of under-
standing to their particular academic field, such as cog-
nitive psychology, literary criticism and artificial intelli-
gence [27]. Research on discourse processing, an endeav-
our of natural language processing (NLP), is already at a
stage where machine learning approaches are able, for ex-
ample, to automatically detect social attitudes and political
stances in online news or social media [28, 29].

Beyond textual discourse and NLP, denotative mean-
ings in images and videos can be easily captured by ma-
chine learning techniques [30,31]. However, works that try
to address connotative meanings or the rhetoric of multi-
media content are still in their infancy and such approaches
are often not even framed as pertaining to discourse or
semiotic analysis. Dinkov et al. [32] predicted the politi-
cal ideological bias (left, centre, right) of media outlets us-
ing text, metadata, and audio (via speech processing tech-
niques) from YouTube channels, but not visual content. Ye
et al. [33] predicted the messages that image and video ad-
vertisements convey by explicitly modeling symbolic as-
sociations (e.g., gun for “danger”) and combining cues
from multiple modalities, including the loudness in video
soundtracks. Notably, none of these studies leveraged ap-
proaches and tools from music information retrieval.

1.4 Multi-task learning in MIR

In multi-task learning we train a single model to perform
multiple related tasks simultaneously, leveraging shared
information among tasks, which results in several benefits.
Böck et al. [34] simultaneously modelled tempo estima-

tion and beat tracking of musical audio, showing state-of-
the-art performance for both tasks. Wu et al. [35] com-
bined multi-task and self-supervised learning, resulting in
improved performance. Chowdhury et al. [36] proposed a
VGG-style deep neural network to predict emotional char-
acteristics of music based on mid-level perceptual features
(e.g., melodiousness and tonal stability) and found that the
loss in performance was negligible when compared to pre-
dicting emotions directly. Further improvements were ob-
tained by training jointly on the mid-level and emotion an-
notations, with the small loss in performance justified by
the gain in explainability of the predictions. Our study ex-
pands upon this foundation by incorporating emotions and
perceptual features, while also adding more granular struc-
ture to facilitate a comprehensive understanding of the gen-
dering of music in multimodal contexts.

2. DATASET

Our hierarchical data collection framework comprised CA
variables at the lower level, music-focused ratings from ex-
perts at the middle level, and multimodal affective ratings
at the highest level of subjectivity. Mid-level perceptual
features, which describe relevant and instantly identifiable
musical characteristics, exhibit high consistency across lis-
teners and can be predicted from the acoustic signal. These
features also correlate with music’s affective dimensions
[37]. The emotion ratings were collected from adults rather
than children because adults are better equipped to cap-
ture the commercials’ intended emotional impact. Fur-



thermore, research indicates that children exhibit adult-like
emotion recognition capabilities by age 11 [38].

2.1 Sampling method

In March 2022, we collected a sample of 5614 videos from
the official YouTube channel of Smyths Toys Superstores,
a major UK toy retailer. To ensure comparability with pre-
vious studies [39,40], we selected only high-quality videos
intended for television and excluded those without audio,
formatted for mobile phones, or with substantial on-screen
text. Additionally, we excluded advertisements featuring
toddlers and pre-schoolers as these are actually targeted at
parents. To minimise duplicates, we removed videos with
the same title from our sample.

Given that we are interested in understanding the gen-
dering of sound and music in the toy industry at large, we
needed to enforce some balance across gender targets. We
thus performed a preliminary classification of 1778 com-
mercials based on their intended target audience (feminine,
masculine or mixed audience) using simple heuristics re-
garding the gender of the majority of presenters featuring
in the commercial, the colour coding of the video and ulti-
mately the category of the product. This resulted in 780
’feminine’, 509 ’masculine’, and 489 ‘mixed audience’
commercials. A final sample of 606 commercials, span-
ning over 10 years from 2012 to 2022, was obtained by
randomly sampling from each category 202 videos.

2.2 Content analysis (manual annotation)

The gender orientation (also target audience) of the
commercials was determined by the gender of the ac-
tors/presenters. Following [26], in order to account for
tokenism, whenever a presenter of the other gender was
included in the background or for just a few seconds, these
were considered token gender representations and not ex-
plicit market orientations. All fictional characters, even
when realistic (e.g. from a video game), were not con-
sidered as actors/presenters and the corresponding com-
mercials were coded as having no actors. Whenever com-
mercials featured exclusively character ‘dismemberment’
(e.g., showing only hands without a face or head) [41]
these were also coded as having no actors.

Four distinct items describing the sound of the voices
in the commercial were collected using a coding schema
based on Verna’s research [42]. But unlike the original
work, we coded for all voices in the commercial, both
diegetic and non-diegetic. The reason for this choice is
that there is no way to reliably distinguish between diegetic
and non-diegetic sounds purely based on the audio signal.
Commercials were coded in terms of type of voices ("Spo-
ken", "Sung", "Both spoken and sung", "No voices"), then
in terms of voices age ("Adults" which included young
adults, "Children", "Children and adults", "No voices"),
gender exaggeration of the voices ("All normal sound-
ing", "Exaggeratedly masc.", "Exaggeratedly fem.", "No
voices"), and finally in terms of voice gender ("Feminine",
"Masculine", "Feminine and masculine", "No voices"). In
order to determine the reliability of each variable, 15% of

the commercials was double-coded by two coders indepen-
dently. For all variables we obtained Krippendorff’s alpha
levels above .80 (with ‘gender orientation‘ and ‘gender of
the voices’ exceeding .90), and therefore met the standards
of reliability required for this type of analysis [43]. Out
of 606 commercials analyzed, 163 were targeted at a femi-
nine audience, 149 at a masculine audience, 200 at a mixed
audience and 94 featured no actors or presenters. Contin-
gency tables of the voice variables are shown in Table 1.

2.3 Music-focused and emotion ratings

Participants in our study were paid between £7 and £8 per
hour (depending on their completion time) on Prolific.co.
In order to minimise the effects of careless responding, a
low-effort metric was computed by summing the length of
all long strings for each participant, and those that scored
above two standard deviations from the average value were
screened out during data collection, as it was performed
in batches of 50 participants. For 600 of the videos, we
collected between five and six ratings on each music and
emotion scale. At an initial stage, the remaining 6 videos
were used as controls (i.e., were rated by all participants),
but we do not leverage them as such in the current study.

Musically trained participants (at least three years of
experience with an instrument) rated the soundtracks
of the commercials on 15 music-focused bipolar scales
[44, 45]: Electric/Acoustic, Distorted/Clear, Loud/Soft,
Many/Few instruments, Heavy/Light, High/Low pitch,
Punchy/Smooth, Wide/Narrow pitch variation, Harmo-
nious/Disharmonious, Clear melody/No melody, Com-
plex/Simple rhythm, Repetitive/Non-repetitive, Dense/
Sparse, Fast/Slow tempo, and Strong/Weak beat. We col-
lected a total of 4560 ratings from 152 participants from
the UK (75 M, 77 F, aged 40 ± 14). Given that our fo-
cus is on music, but soundtracks consist of speech, music
and sound effects, our question was formulated as follows:
"The following are a series of perceptual attributes of mu-
sic. You are asked to evaluate the music in the background
in terms of the adjectives on each side of the scale."

To annotate the perceived affect of videos, we drew
from the aesthetic emotions scale [46, AESTHEMOS],
which was devised from an extensive review of emotion
measures from different domains such as music, litera-
ture, film, painting, advertisements, design, and architec-
ture, and is thus ideal, in its flexibility, for our use with
multimodal stimuli. Given that our focus is on music and
sound, in a preliminary study we limited our choice to a
subset of 10 AESTHEMOS items that intersect with the
13 music emotions listed by Cowen et al. [47]. Of these,
we kept only seven scales which showed significant dis-
criminant capabilities: Happy or Delightful, Amusing or
Funny, Beauty or Liking, Calm or Relaxing, Energising
or Invigorating, Angry or Aggressive, and Triumphant or
Awe-inspiring. We used a single unipolar item for each
subscale, instead of two. We collected a total of 4530 rat-
ings from 151 participants from the UK (76 M, 75 F, aged
39 ± 13). Given that our aim is to analyse the intended
emotional profile, our question was formulated as follows:



Target F1 Secon. F1 Avg. R2 emo Avg. r emo Avg. R2 mid Avg. r mid
Embeddings Voice

mfcc no .79 ± .08 .66 ± .07 .02 ± .17 .36 ± .11 .14 ± .16 .48 ± .09
mfcc yes .78 ± .10 .65 ± .07 .06 ± .16 .38 ± .11 .13 ± .15 .43 ± .10
msd no .87 ± .05 .66 ± .06 .25 ± .11 .54 ± .08 .35 ± .14 .62 ± .09
msd yes .95 ± .04 .79 ± .05 .26 ± .15 .56 ± .09 .30 ± .12 .58 ± .09
openl3_env no .91 ± .05 .72 ± .06 .34 ± .10 .61 ± .08 .41 ± .10 .66 ± .07
openl3_env yes .95 ± .04 .77 ± .05 .34 ± .13 .62 ± .08 .35 ± .12 .62 ± .08
openl3_music no .87 ± .09 .71 ± .06 .31 ± .16 .56 ± .19 .39 ± .16 .64 ± .15
openl3_music yes .91 ± .11 .76 ± .10 .29 ± .17 .56 ± .19 .31 ± .14 .59 ± .13

Table 2. Mean and standard deviation from 5x repeated 5-fold cross-validation. ’Target’ refers to the gender orientation of
ads (binary); secondary tasks involve voice-related content analytical variables. ’No’ represents models trained on voice-
separated accompaniments, while ’Yes’ indicates models trained on entire soundtracks.

"Toys commercials are targeted at an audience mainly con-
sisting of children and aim at evoking the following emo-
tions. Pay attention to both sound and images and rate each
intended emotion accordingly."

2.4 Between-targets ANOVA

We first performed between-targets (i.e., gender targets of
the commercials) one-way analyses of variance for each of
the music-focused and emotion scales. When ANOVA as-
sumptions were violated, we performed a Kruskal-Wallis
H-test instead. Highly significant polarisation (p < .001)
emerged for twelve of the mid-level music perceptual
scales, with stark contrasts observed between feminine
and masculine-targeted commercials, and commercials tar-
geted at mixed audiences generally registering in-between
values. Masculine adverts were more Electric than Acous-
tic, more distorted, disharmonious and with a less clear
melodic contour than feminine ones. They also were
more dense in terms of instrumentation, more Punchy, with
stronger beats, and therefore were generally louder and
heavier. Also in terms of rhythmic complexity, they were
more complex than feminine-targeted commercials. Thus
a clear picture emerges, as the soundtracks in boys’ adverts
are significantly more abrasive than those in girls’ ads.

Similarly, stark contrasts (p < .001) were observed be-
tween feminine and masculine-targeted commercials for
all affective scales, with commercials targeted at mixed au-
diences often registering in-between values. Commercials
targeted at boys were the least "Happy or delightful", the
least "Amusing or funny", "Calm or relaxing", and reg-
istered the lowest values on the scale "Beauty or liking".
They instead were the most "Energising or invigorating",
"Angry or aggressive", and "Triumphant or awe-inspiring".
Apart from the scale "Amusing or funny", which scored
the highest values within mixed audiences commercials,
adverts targeted at girls displayed an opposite behaviour
to those for boys. For example, they were the most
"Calm or relaxing" and the least "Angry or aggressive".
As previously highlighted with the music-focused scales,
masculine-targeted commercials appear again to be signif-
icantly more abrasive than the feminine ones.

We report a more in-depth analysis in an upcoming

publication. In this paper, we exclude "Amusing or
funny" from further analyses due to poor correlation with
the mid-level features. We also exclude the three non-
significant mid-level scales: Wide/Narrow pitch variation,
Repetitive/Non-repetitive, and Fast tempo/Slow tempo.

3. MACHINE LEARNING PIPELINE

Our machine learning framework is a multi-task learning
model implemented in PyTorch (Fig. 1). It was trained to
simultaneously learn mid-level features regression, emo-
tion regression, and all the CA variables (classes). These
tasks share an initial hidden layer with 128 units and then
branch out into separate sub-tasks. Each sub-task has its
own hidden layer with 128 units and an output layer with
dimensions corresponding to the specific task.

To avoid the jingle of the retailer in the last 5 sec-
onds of most soundtracks, we trimmed them accordingly.
Then with Spleeter [48] we separated voices and accom-
paniments. Features were extracted in non-overlapping
chunks across the trimmed soundtrack and then averaged
across the chunks. We computed 20-band MFCCs using
librosa [49], along with their delta and delta-deltas,
yielding 60-dimensional embeddings. A reimplementa-
tion of a state-of-the-art model trained on the million
song dataset (MSD) [50] provided 256-dimensional em-
beddings. OpenL3 features were computed using the pro-
vided conda package [51], generating 512-dimensional
embeddings for both environmental and music models.

The proposed model employs an equally weighted,
combined loss function, incorporating the mean squared
error for the mid-level features and emotion regression
tasks, and cross-entropy loss for the classification tasks.
The model was trained jointly on all tasks. We also used
a model checkpoint and early stopping with a patience
of 30 epochs (maximum of 200). Repeated 5-fold cross-
validation was performed (10% test, 10% validation, for
5 repetitions, i.e. 25 "folds", as the random seed was not
set) and utilised the AdamW optimizer instead of Adam for
regularization. Further optimising the network to surpass
the already remarkable results, as well as conducting abla-
tion studies to evaluate the various components and design
choices, is beyond the scope of our investigation.



Target F1 Secon. F1 Avg. R2 emo Avg. r emo Avg. R2 mid Avg. r mid
Embeddings Voice

mfcc no .52 ± .05 .67 ± .06 .04 ± .16 .37 ± .11 .14 ± .14 .48 ± .09
mfcc yes .48 ± .04 .67 ± .05 .05 ± .15 .38 ± .11 .15 ± .14 .46 ± .09
msd no .62 ± .05 .67 ± .06 .23 ± .15 .54 ± .10 .36 ± .12 .64 ± .07
msd yes .67 ± .06 .80 ± .05 .29 ± .12 .57 ± .08 .33 ± .10 .60 ± .07
openl3_env no .59 ± .06 .72 ± .06 .30 ± .12 .59 ± .08 .42 ± .10 .66 ± .07
openl3_env yes .66 ± .07 .77 ± .06 .34 ± .11 .61 ± .07 .35 ± .10 .62 ± .07
openl3_music no .64 ± .07 .73 ± .06 .32 ± .12 .60 ± .08 .43 ± .11 .68 ± .07
openl3_music yes .67 ± .04 .78 ± .05 .35 ± .12 .61 ± .08 .37 ± .10 .63 ± .07

Table 3. Same as Table 2, but results refer to ternary ‘Target’ classification.

4. RESULTS

Tables 2 and 3 reveal once again stark differences between
the soundtracks of commercials designed for feminine and
masculine audiences (the value "no" corresponds to mod-
els trained on the voice-separated accompaniments). In
fact, the binary classification task on the soundtracks in-
cluding voice achieves an impressively high Target F1
score of .95 ± .04 using the MSD and OpenL3 env em-
beddings. It is also worth noting that even without voice,
the soundtracks still contain enough information to clas-
sify the commercials with a high degree of accuracy, with
the OpenL3 env embedding achieving a Target F1 score of
.91 ± .11. In a way, the dataset is so gendered that it can be
considered a toy dataset in all senses.

Upon closer examination of the R2 and r emotions met-
rics, we observe that they are relatively low across all ex-
periments compared to mid-level metrics. This contrasts
with previous research [36] where mid-level correlations
were lower than those of emotions, as in our case the R2

mid-level and r mid-level metrics are generally higher,
with the OpenL3 embeddings performing the best.

When comparing Tables 2 and 3, the high performance
of the MSD and both OpenL3 embeddings on the binary
task, suggests that there are no significant differences in
the soundtracks of mixed-audience commercials compared
to those targeted at feminine or masculine audiences. This
confirms the results from the analysis of variance and high-
lights the ability of these embeddings to perform simi-
larly across different target audiences. Overall, we found
that the OpenL3 embeddings performed better than others
across all tasks, indicating superior generalizability, as al-
ready shown in previous research especially in the context
of limited training examples [52]. However, the relatively
low R2 and r for emotions suggest that there is still room
for improvement, possibly through multimodal fusion.

It is noteworthy that human voice plays a critical role
in conveying higher-level connotations, as performance on
the classification tasks and especially the emotion regres-
sions generally improves when voices are present. Addi-
tionally, improvement in mid-level regressions on the ac-
companiments of the soundtracks (no voice) indicates that
participants in the data collection were able to focus on the
background of the soundtracks, as they were asked to.

Although the MFCCs are the worst performing, their

discriminative power on the target task and the decent per-
formance on the mid-level features regression highlight the
underlying "simplicity" of the task, in terms of the strong
collinearity due to the degree of gender-polarization inher-
ent in the dataset.

5. CONCLUSION

By examining the performance of different musical em-
beddings in classifying commercials targeted at different
audiences, and by providing explainable inference of the
target of the commercials, in terms of affective and of mu-
sic perceptual features, this study sheds light on the role of
music in gendered marketing strategies. Such approach has
significant implications for advertisers, policymakers, and
broadcasters, who recently faced a public backlash against
the gendered marketing of toys and other products. 4 Fur-
thermore, the study highlights the importance of consid-
ering the role of music when regulating marketing strate-
gies and developing more inclusive and diverse advertising
campaigns. Our results suggest that gendered music styles
in toy commercials emerge as a result of deliberate mar-
keting strategies, as such styles reflect gender stereotypes
that are "ludicrously old-fashioned and offensively out of
touch" [53] and still prevalent in the industry.

By bringing together music analysis, machine learning,
and critical analysis, this study illustrates the potential of
interdisciplinary approaches, contributing to the emerging
field of computational social studies. It highlights the im-
portance of considering the role of music, among other
modalities, in shaping societal norms and values and the
need for greater awareness and accountability in the use of
such affordances in marketing and other industries.

Future research can build on these findings by further
investigating the relationship between gendered music and
advertising strategies in different industries and contexts,
exploring the impact of gendered music on consumer be-
havior and societal perceptions of gender, and developing
new methodologies for creating more inclusive and diverse
marketing campaigns. The results also emphasise the po-
tential for the development of multimodal approaches to
enhance the models’ performance on these tasks.

4 https://www.bbc.co.uk/news/world-us-canada-46613032
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