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Abstract

Reconfigurable intelligent surfaces (RISs) or known as intelligent reflecting surfaces

(IRSs) have emerged as potential auxiliary equipment for future wireless networks, which

attracts extensive research interest in their characteristics, applications, and potential.

RIS is a panel surface equipped with a number of reflective elements, which can artifi-

cially modify the propagation environment of the electrogenic signals. Specifically, RISs

have the ability to precisely adjust the propagation direction, amplitude, and phase-

shift of the signals, providing users with a set of cascaded channels in addition to direct

channels, and thereby improving the communication performances for users. Compared

with other candidate technologies such as active relays, RIS has advantages in terms of

flexible deployment, economical cost, and high energy efficiency. Thus, RISs have been

considered a potential candidate technique for future wireless networks.

In this thesis, a wireless network paradigm for the sixth generation (6G) wireless net-

works is proposed, where RISs are invoked to construct smart radio environments (SRE)

to enhance communication performances for mobile users. In addition, beyond the con-

ventional reselecting-only RIS, a novel model of RIS is originally proposed, namely,

simultaneous transmitting and reflecting reconfigurable intelligent surface (STAR-RIS).

The STAR-RIS splits the incident signal into transmitted and reflected signals, making

full utilization of them to generate 360◦ coverage around the STAR-RIS panel, improving

the coverage of the RIS. In order to fully exert the channel domination and beamforming

ability of the RISs and STAR-RSIs to construct SREs, several machine learning algo-

rithms, including deep learning (DL), deep reinforcement learning (DRL), and federated

learning (FL) approaches are developed to optimize the communication performance in

respect of sum data rate or energy efficiency for the RIS-assisted networks.

Specifically, several problems are investigated including 1) the passive beamforming prob-

ii



lem of the RIS with consideration of configuration overhead is resolved by a DL and a

DRL algorithm, where the time overhead of configuration of RIS is successfully reduced

by the machine learning algorithms. Consequently, the throughput during a time frame

improved 95.2% by invoking the proposed algorithms; 2) a novel framework of mobile

RISs-enhanced indoor wireless networks is proposed, and a FL enhanced DRL algorithm

is proposed for the deployment and beamforming optimization of the RIS. The average

throughput of the indoor users severed by the mobile RIS is improved 15.1% compared to

the case of conventional fixed RIS; 3) A STAR-RIS assisted multi-user downlink multiple-

input single-output (MISO) communication system is investigated, and a pair of hybrid

reinforcement learning algorithms are proposed for the hybrid control of the transmit-

ting and reflecting beamforming of the STAR-RIS, which ameliorate 7% of the energy

efficiency of the STAR-RIS assisted networks; 4) A tile-based low complexity beam-

forming approach is proposed for STAR-RISs, and the proposed tile-based beamforming

approach is capable of achieving homogeneous data rate performance with element-based

beamforming with appreciable lower complexity.

By designing and operating the computer simulation, this thesis demonstrated 1) the

performance gain in terms of sum data rate or energy efficiency by invoking the pro-

posed RIS in the wireless communication networks; 2) the data rate or energy efficient

performance gain of the proposed STAR-RIS compared to the existing reflecting-only

RIS; 3) the effect of the proposed machine learning algorithms in terms of convergence

rate, optimality, and complexity compared to the benchmarks of existing algorithms.

iii



Table of Contents

Acknowledgments i

Abstract ii

Table of Contents iv

List of Figures x

List of Tables xii

List of Abbreviations xiii

1 Introduction 1

1.1 Research Motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Methodologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Why Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.2 DL & RL for the RIS Control . . . . . . . . . . . . . . . . . . . . . 6

1.2.3 Comparing DL & RL in RIS Control . . . . . . . . . . . . . . . . . 6

1.2.4 FL for Flexible Deployments of RISs . . . . . . . . . . . . . . . . . 7

1.3 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.5 Author’s Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Background and the State-of-the-Art 13

iv



2.1 Background of RIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.1 Reflecting RIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.2 From Reflecting-RIS to STAR-RIS . . . . . . . . . . . . . . . . . . 15

2.1.3 STAR-RIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.4 Multiple Access for RIS Engaged Communications . . . . . . . . . 17

2.2 RIS-assisted Communications . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2.1 Passive Beamforming in Reflecting RISs . . . . . . . . . . . . . . . 18

2.2.2 STAR-RIS-assisted Communications . . . . . . . . . . . . . . . . . 18

2.3 RIS for NOMA Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3.1 NOMA Enhanced Wireless Communications . . . . . . . . . . . . 19

2.3.2 RIS-assisted NOMA Networks . . . . . . . . . . . . . . . . . . . . 20

2.4 Background of Machine learning . . . . . . . . . . . . . . . . . . . . . . . 21

2.4.1 Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.4.2 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . . 22

2.4.3 Federated Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.5 Machine learning for Wireless Network Optimisations . . . . . . . . . . . 25

2.5.1 DL for RIS-assisted Networks . . . . . . . . . . . . . . . . . . . . . 25

2.5.2 DRL for RIS-assisted Networks . . . . . . . . . . . . . . . . . . . . 26

2.5.3 DRL for Beamforming Problem . . . . . . . . . . . . . . . . . . . . 27

2.5.4 DRL for Deployment Planning . . . . . . . . . . . . . . . . . . . . 28

2.5.5 Deployment of RISs . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.5.6 FL in Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . 29

2.5.7 Distributed DRL for Wireless Networks . . . . . . . . . . . . . . . 29

2.6 Knowledge Gap and Distinctions of This Thesis . . . . . . . . . . . . . . . 30

3 Passive Beamforming with configuration overhead 31

3.1 Configuration Overhead Problem of the RIS . . . . . . . . . . . . . . . . . 31

3.2 System Model and Problem Formulation . . . . . . . . . . . . . . . . . . . 33

3.2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

v



3.2.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2.3 RIS Configuration Model . . . . . . . . . . . . . . . . . . . . . . . 35

3.2.4 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2.5 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3 Deep learning Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3.1 ETDL Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.3.2 DNN Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.3.3 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.4 Reinforcement Learning Solution . . . . . . . . . . . . . . . . . . . . . . . 46

3.4.1 Algorithm flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.4.2 State, Action and Reward Function . . . . . . . . . . . . . . . . . 49

3.4.3 Neural Network Structure . . . . . . . . . . . . . . . . . . . . . . . 53

3.4.4 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.5 Numerical Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5.1 Parameters Settings . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5.2 Convergence and Optimality . . . . . . . . . . . . . . . . . . . . . 55

3.5.3 Impact of the Overhead and Elements Number . . . . . . . . . . . 58

3.5.4 Configuration Strategies . . . . . . . . . . . . . . . . . . . . . . . . 60

3.5.5 Source of the Gains . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.5.6 Performance Summary . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4 Flexible Deployment of Reconfigurable Intelligent Surfaces 65

4.1 Flexible Deployments of RISs . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2.1 System Description and Assumption . . . . . . . . . . . . . . . . . 67

4.2.2 Interior Layout Modeling . . . . . . . . . . . . . . . . . . . . . . . 69

4.2.3 Propagation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.2.4 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

vi



4.2.5 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3 Federated Learning Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.1 Enhancing DRL by FL . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.2 FL Model for DRL . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.4 FL-DDPG executed optimisation for Mobile RISs . . . . . . . . . . . . . . 79

4.4.1 FL-DDPG Algorithm and Training . . . . . . . . . . . . . . . . . . 80

4.4.2 State, Action and Reward Function . . . . . . . . . . . . . . . . . 82

4.4.3 Neural Network Structure . . . . . . . . . . . . . . . . . . . . . . . 85

4.4.4 Convergence and Computational Complexity Analysis . . . . . . . 86

4.5 Numerical Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . 87

4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5 STAR-RISs: A Coupled Phase-Shift Model Based Beamformer 96

5.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.1.1 Model of STAR-RISs . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.1.2 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.1.3 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.1.4 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.1.5 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.2 The Hybrid DDPG Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.2.1 DDPG Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.2.2 Continuous-discrete Actions and Hybrid DDPG . . . . . . . . . . . 106

5.2.3 Reward Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.2.4 Neural Network Structure . . . . . . . . . . . . . . . . . . . . . . . 110

5.3 Joint DDPG-DQN Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.3.1 MDP for Joint DDPG-DQN . . . . . . . . . . . . . . . . . . . . . . 111

5.3.2 Inner Environment and the DQN agent . . . . . . . . . . . . . . . 113

5.3.3 Outer Environment and the DDPG agent . . . . . . . . . . . . . . 116

5.3.4 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

vii



5.4 Numerical Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . 118

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6 Tile-based Beamforming for STAR-RIS 126

6.1 The Complexity for STAR-RIS Beamforming . . . . . . . . . . . . . . . . 126

6.1.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.1.2 Organizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.2.1 System Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.2.2 Proposed Tile-based STAR-RIS Operation . . . . . . . . . . . . . . 130

6.2.3 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.2.4 Communication Model . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.2.5 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.3 Proposed Distributed Learning Solution . . . . . . . . . . . . . . . . . . . 137

6.3.1 PPO-based STAR-RIS Partition and Beamforming . . . . . . . . . 137

6.3.2 AFFL Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.4 Numerical Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . 148

6.4.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

6.4.2 STAR-RIS and the Partitioning Problem . . . . . . . . . . . . . . 149

6.4.3 AFFL Distributed Model . . . . . . . . . . . . . . . . . . . . . . . 154

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7 Conclusion 158

7.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

7.2 Limitation and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . 162

7.2.1 Limitations of This Thesis . . . . . . . . . . . . . . . . . . . . . . . 162

7.2.2 Joint Active & Passive Beamforming with Practical Reflection

Model and Imperfect CSI . . . . . . . . . . . . . . . . . . . . . . . 162

7.2.3 The Comprehensive Configuration Overhead Investigation . . . . . 163

7.2.4 Competition and Collaboration between Multi-RISs . . . . . . . . 163

viii



7.2.5 RIS for Near-field Communications . . . . . . . . . . . . . . . . . . 164

Appendix A Proof of Remark 4 in Chapter 4 165

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

ix



List of Figures

1.1 Application scenarios of the RIS. . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 Model of reflecting-RIS assisted wireless networks . . . . . . . . . . . . . . 14

2.2 Model of STAR-RIS assisted wireless networks . . . . . . . . . . . . . . . 16

3.1 Schematic of the RIS-assisted multi-user downlink communication system. 32

3.2 Illustration of the transmission over N fadings. . . . . . . . . . . . . . . . 35

3.3 Flow diagram of the proposed ETDL algorithm . . . . . . . . . . . . . . . 42

3.4 Flow diagram of the proposed EA-DDPG algorithm . . . . . . . . . . . . 49

3.5 RL/DL performance under different channel conditions. . . . . . . . . . . 56

3.6 RL/DL performance under different channel conditions. . . . . . . . . . . 58

3.7 RL/DL performance over transmitting power with different elements num-

ber in Rician channel (NOMA). . . . . . . . . . . . . . . . . . . . . . . . . 60

3.8 Configuration stratagem of DL/RL algorithm. . . . . . . . . . . . . . . . . 61

3.9 Throughput gain of the RIS, NOMA, decoding order, and phase shift

optimisation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.1 System model of NOMA enhanced mobile RIS . . . . . . . . . . . . . . . 68

4.2 Federated learning enhanced indoor mobile RIS networks . . . . . . . . . 80

4.3 Flow diagram of the local training in the FL-DDPG algorithm . . . . . . 82

4.4 Neural network structure of the proposed FL-DDPG algorithm . . . . . . 86

4.5 Optimised path for the mobile RIS . . . . . . . . . . . . . . . . . . . . . . 88

x



4.6 Mobile RIS performance with different learning rate . . . . . . . . . . . . 89

4.7 Mobile RIS performance with different number of reflection elements . . . 90

4.8 Achievable sum rate versus AP transmit power . . . . . . . . . . . . . . . 91

4.9 Date rate gain of each component in mobile RIS enhanced networks . . . 91

4.10 The performance of federated learning . . . . . . . . . . . . . . . . . . . . 92

4.11 Training effect with/without federated learning . . . . . . . . . . . . . . . 93

5.1 System model of STAR-RIS assisted wireless networks . . . . . . . . . . . 99

5.2 Flow diagrams of the DDPG/hybrid DDPG algorithms. . . . . . . . . . . 105

5.3 Amplitude response over normalized action output of hybrid DDPG algo-

rithm for STAR-RIS (β = 0.5). . . . . . . . . . . . . . . . . . . . . . . . . 107

5.4 Flow diagram of the proposed DDPG-DQN algorithm. . . . . . . . . . . . 112

5.5 Reward of hybrid DDPG algorithm and DDPG-DQN algorithm with dif-

ferent learning rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.6 Performances comparison of different algorithms for STAR-RIS . . . . . . 120

5.7 Power consumption of different algorithms for STAR-RIS . . . . . . . . . 121

5.8 Performance comparison between STAR-RIS, reflecting-only RIS, and dou-

ble spliced RIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.9 Power consumption of STAR-RIS, reflecting-only RIS, and double spliced

RIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.10 Reward against the number of STAR/reflecting elements . . . . . . . . . . 124

6.1 System model of STAR-RIS assisted NOMA networks . . . . . . . . . . . 129

6.2 Tile model of the STAR-RIS. . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.3 Structure of the AFFL Framework. . . . . . . . . . . . . . . . . . . . . . . 145

6.4 Example partitioning for the STAR-RIS. . . . . . . . . . . . . . . . . . . . 151

6.5 Performances of different types for STAR-RIS in OMA/NOMA networks . 152

6.6 Performance comparison of different partitioning scheme for the STAR-RIS.153

6.7 Performances of different learning frameworks for STAR-RIS . . . . . . . 155

6.8 Performances of different learning frameworks for STAR-RIS . . . . . . . 156

xi



List of Tables

3-A Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3-B Performance Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4-A Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5-A Default Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6-A Default Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6-B Training time consumption of different partitioning approaches and train-

ing frameworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

xii



List of Abbreviations

3D Three-Dimensional

3GPP Third Generation Partnership Project

5G Fifth-Generation

6G Sixth-Generation

AFFL Access-free Federated Learning

AOA Angle of Arrival

AWGN Additive White Gaussian Noise

BS Base Station

CSI Channel System Information

DDPG Deep deterministic policy gradient

DL Deep learning

DNN Deep neural network

DoF Degrees-of-freedom

DQN Deep Q network

DRL Deep Reinforcement learning

ES Energy splitting

ETDL Environment Trained Deep Learning

FL Federated Learning

FPGA Field Programmable Gate Arrays

xiii



IRS Intelligent Reflecting Surfaces

ITU International Telecommunication Union

LoS Line of Sight

LTE Long Term Evolution

MIMO Multiple Input Multiple Output

MISO Multiple Input Single Output

ML Machine Learning

MS Model Switching

NLOS Non-line-of-sight

NOMA Non-orthogonal Multiple Access

PG Policy gradient

PPO Proximal policy optimization

QMUL Queen Mary University of London

RC Reflection Coefficient

RF Radio Frequency

RIS reconfigurable intelligent surface

SIC Successive interference cancelation

SNR Signal-to-noise ratio

SRE Smart Radio Environments

STAR-RIS simultaneous transmitting and reflecting reconfigurable intelligent surface

TC Transmission coefficient

TRC Transmission and reflection Coefficient

WLAN Wireless local area network

ZF Zero forcing

xiv



Chapter 1

Introduction

In the past three decades, wireless communication technology has made revolutionary

progress, but most wireless technologies focus on transceiver sides, such as coding, mod-

ulation, etc. Although the fading channel has been identified as the bottleneck that

restricts improving the communication quality for decades, the propagation environ-

ment having fading and noise was consistently considered to be uncontrollable until

the emergence of reconfigurable electromagnetic metamaterials [1]. This advancement in

materials technology proffers scholars working in wireless communication an opportunity

to artificially modify the electromagnetic propagation environment. As a consequence,

after the fifth-generation (5G) mobile communication system has entered the commercial

stage, a major innovation for the future communication system, namely the concept of

the smart radio environment (SRE) has emerged [2]. The main function of the SRE is

to offer propagation environments with less path loss and interference for mobile users.

Two important pillars that support accomplishing the ambitious blueprint of SRE

are the reconfigurable intelligent surfaces (RISs) and the machine learning (ML) toolbox.

On one hand, RISs provide passive means to change the propagation environments for

the electromagnetic signal [3], which laid a physical foundation for achieving SRE. On

the other hand, ML approaches play the role of the brain for RIS, thereby controlling

1
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Figure 1.1: Application scenarios of the RIS.

RIS to generate SRE that meets user demands.

RISs [4, 5], also known as intelligent reflecting surfaces (IRSs) [6], have been antic-

ipated as a neonatal component of future communication systems [7]. RISs are two-

dimensional (2D) panels and are comprised of a massive number of low-cost reconfig-

urable elements. By employing reflecting element arrays, the incident signal can be

manipulated by RISs. The propagation direction, amplitude, and phase shift of the sig-

nals can be precisely adjusted, providing users with a set of cascaded channels in addition

to direct channels [8, 9]. Through a smart controller (e.g., a field-programmable gate

array (FPGA) attached to the RIS), the phase and the amplitude of these reconfigurable

elements can be beneficially controlled, thus reconfiguring the propagation of the incident

wireless signals and realizing SRE.

The RIS is a game-changing technology which can be applied in a variety of appli-
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cation scenarios. As shown in Fig. 1.1, it can be employed in various communication

systems, including but not limited to cellular networks, Internet of Things (IoT) net-

works, indoor WiFi, and vehicle-to-everything (V2X) communications.

1.1 Research Motivations

Although RIS provides the possibility to change the signal propagation for the users,

this function does not necessarily results in any data rate or other gain for mobile users.

Aimlessly changing the phase or amplitude of the signal is likely to cause severe inter-user

interference. Therefore, it is necessary to concentrate the signal energy to the designated

user terminal by using the passive beamforming at RIS and the joint active & passive

beamforming at BS and RIS. Some existing research contributions studied the RIS beam-

forming, such as reflective beamforming for RIS [10], joint active & passive beamforming

for RIS-BS [11], bidirectional beamforming for simultaneous transmitting and reflect-

ing RIS (STAR-RIS) 1 [12], and multi-RIS beamforming [13]. Unfortunately, existing

research ignores some practical issues that may cause severe signal to the interference-

and-noise ratio (SINR) degradation.

First, most existing studies assume an absolutely ideal RIS that responds perfectly

to all commands in real time. This assumption simplifies the problem and makes it

less challenging. However, as pointed out in [14], the time required to configure all

RIS array elements can be significant, causing a reduction in effective transmission time

and thus degradation on data throughput. In addition, existing papers generally ignore

possible occlusions around the RIS. In fact, losing LoS can cause significantly larger

path loss, resulting in a decrease in SINR at the receiving side. Finally, complexity is

an important issue in RIS beamforming which is usually ignored in the current research.

Since the RIS element generally does not have the power amplification function, in order

to ensure signal strength, the RIS needs to have a large number of elements. Therefore,

1The transmitting refers to a refraction in a passive manner, which does not require any active radio
frequency (RF) signal chain.
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computing the phase shift for each array element using traditional schemes such as

convex optimization algorithms would generate impractical complexity. These practical

problems need to be solved to improve the efficiency of using RIS, which motivate the

author to investigate these practical problems and propose several ML algorithms to

resolve them, respectively.

1.2 Methodologies

In order to resolve the beamforming problem of the RISs in the wireless networks, in

this thesis, several machine learning algorithms are proposed, including deep learning

(DL), reinforcement learning (RL), and federated learning (FL) to optimise the deploy-

ment, active beamforming of the base station (BS), passive beamforming of the RIS,

and resource allocation for RIS-assisted NOMA networks, improving key performance

indicators including sum data rate and power efficiency with respect to the quality of

service (QoS).

1.2.1 Why Machine Learning

• Dynamic and non-functional environment: In practical scenarios, the wire-

less networks have to operate in non-ideal scenarios, where the obstacles, propaga-

tion environments, and user distributions are likely to be non-analytical. Moreover,

the mobility of the users and surroundings (e.g. vehicles) will lead to dynamic opti-

misation problems. Due to the aforementioned two challenges, using conventional

optimisation techniques for optimising mobile networks is intractable. However,

for such dynamic and complex problems, machine learning is capable of indicating

a near-optimal solution through an experience-based method but not a functional

expression. The agent accumulates certain experiences through continuous explo-

ration of the current environment and obtains high-quality solutions by learning

and remembering these fruitful or dreadful experiences [15].
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• Long-term optimisation problem: Since wireless networks have to provide

continuous services for different users, the optimisation for a period of service time

is a long-term and cumulative optimisation problem [16]. The long-term nature

of the problem was ignored in the previous research since the state of transceivers

(e.g. modulation scheme, transmit power) can be arbitrarily changed in any time

slot, such as modulation mode switching, resource allocation, etc. However, when

a kind of physical property cannot be arbitrarily changed, the long-term nature

of the problem can have a significant impact. For example, the position of the

mobile RIS is limited by the moving speed, thus, the trajectory needs a long-

term optimisation when a flexible deployment plan is designed for the RIS. Similar

problems requiring long-term optimisation include RIS beamforming problems with

configuration overhead or maximum phase-shift change constraints.

• Massive elements: The last reason is the complexity of controlling RISs. Since

elements on RISs are not equipped with active power amplifiers, the power of the

transmitted or reflected signal produced by each element is limited. Hence, in order

to ensure sufficient signal power at the receiving terminal, RISs require a massive

number of elements, and the required number is estimated to start from hundreds to

thousands. Since solving the beamforming problem requires calculating the reflect-

ing coefficient (RC) or transmitting coefficient (TC) for each element, the massive

number of elements leads to a high-complexity problem. Paradoxically, beamform-

ing needs to be given on the fly based on CSI, which indicates that the system has

a low tolerance for time complexity. Well-trained artificial intelligence algorithms

are capable of giving a solution spending insignificant time consumption [17], and

this real-time prompt feature fits the requirement of the communication system

since it needs to make an immediate decision according to the real-time CSI.
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1.2.2 DL & RL for the RIS Control

In this thesis, the research aim is to develop ML algorithms to intelligently control the

RIS in order to improve the aforementioned communication performances of RIS-assisted

wireless networks. Several practical but challenging problems are considered, including

the configuration overhead, mobility of RISs and users, non-analytical surroundings, and

the non-ideal phase response of the array elements. These issues further complicate the

optimisation problem in RIS-assisted networks. As a consequence of reasons summarized

in 1.2.1, DL and deep reinforcement learning (DRL) algorithms are developed to solve the

formulated problem, and the benefits and drawbacks of DL and DRL are investigated.

Assisted by the fitting function of deep neural networks (DNNs), DL algorithms are

indeed conducive to solving complex and non-functional optimisation problems. Mean-

while, DRL algorithms are considered to be a more competent methodology for long-term

optimisation problems since DRL is able to formulate a Markov decision process (MDP)

to maximise the accumulated reward for a time frame [18, 19]. Therefore, DRL algo-

rithms are employed for the long-term optimisation such as the flexible deployment of

the mobile RIS.

1.2.3 Comparing DL & RL in RIS Control

However, due to the participation of DNNs, DL and DRL algorithms are also endowed

with Achilles’ Heel. Poor interpretability is the first criticism. Even if the solution pro-

vided by the agent is manually observed, its principle and the logic behind the obtained

solutions can only be inferred with the lack of interpretability [20]. Moreover, since the

optimality of DL and RL algorithms is difficult to be analytically proved, this has led

to a question. For a specified circumstance, which algorithm has salient performance

and applicability? Although a number of artificial intelligence algorithms have been pro-

posed for the communication field and are claimed to be effective, their performance in

communication systems is still inconclusive. Thus, it is still problematic to determine
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which approach is preferred in certain communication scenarios. In this thesis, not only

several DL and RL algorithms are developed for the optimisation of the RISs, but also

the performance between DL and RL algorithms is compared in the same scenario to

reveal the superiority and inferiority of the algorithms.

1.2.4 FL for Flexible Deployments of RISs

Meanwhile, since multiple mobile RISs can be deployed in different cells, federated learn-

ing (FL) is employed to strengthen their training efficiency and effectiveness for the pro-

posed multi-cell multi-agent scenario [21]. FL arouses the interest of researchers as a

distributed learning framework since it can effectively utilize computational resources

[22] with a protection of user privacy [23]. Especially for the DRL algorithm, FL can

improve training efficiency and learning effect, since agents can explore the environments

simultaneously and their knowledge can be transferred to each other through a global

neural networks model. Therefore, a DRL algorithm with a framework of FL is proposed,

namely the FL enhanced deep deterministic policy gradient (FL-DDPG) algorithm to

jointly optimise the passive beamforming, dynamic deployment of RISs, and the power

allocation for NOMA users.

1.3 Research Contributions

The main contributions of this thesis can be summarised as following

1. A RIS-assisted multi-user downlink communication system over fading channels

is investigated. In particular, the time overhead for configuring the RIS reflec-

tive elements at the beginning of each fading channel is considered. Two ML

algorithms are proposed, including a deep learning algorithm named environment

trained deep learning (ETDL) and a reinforcement learning algorithm named explo-

ration attenuated deep deterministic policy gradient (EA-DDPG), to solve the
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resulting overhead-dependent joint optimisation problems. The ETDL algorithm

trains the DL agent through the communication environment, which eliminates the

requirement of the training data set. The EA-DDPG algorithm has the ability to

achieve continuous and deterministic control of phase shifts. The proposed solu-

tions are capable of balancing the trade-off between configuration overhead and

configuration accuracy to improve the throughput of the RIS-assisted networks.

2. A novel framework of RISs-enhanced indoor wireless networks is proposed, where a

RIS mounted on a robot is invoked to enable the mobility of the RIS and enhance

the service quality for mobile users. Meanwhile, non-orthogonal multiple access

(NOMA) techniques are adopted to further increase the spectrum efficiency since

RISs are capable of providing NOMA with artificially controlled channel condi-

tions, which can be seen as a beneficial operation condition to obtain NOMA

gains. To optimise the sum rate of all users, a deep deterministic policy gradient

(DDPG) algorithm is invoked to optimise the deployment and phase shifts of the

mobile RIS as well as the power allocation policy. In a multi-cell scenario, where

each cell employs a robot, in order to improve the efficiency and effectiveness of

agent training for the DDPG agents, a federated learning (FL) training framework

is adopted to enable multiple agents to simultaneously explore similar environ-

ments and exchange experiences. The proposed FL-enhanced DDPG algorithm

can control RISs to provide additional data rate gain compared with the fixed RIS

deployment.

3. A STAR-RIS assisted multi-user downlink multiple-input single-output (MISO)

communication system is investigated. In contrast to the existing ideal STAR-

RIS model assuming an independent transmission and reflection phase-shift con-

trol, a practical coupled phase-shift model is considered. Then, a joint active

and passive beamforming optimisation problem is formulated for minimising the

long-term transmission power consumption, subject to the coupled phase-shift con-

straint and the minimum data rate constraint. Despite the coupled nature of the
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phase-shift model, the formulated problem is solved by invoking a hybrid contin-

uous and discrete phase-shift control policy. Inspired by this observation, a pair

of hybrid RL algorithms, namely the hybrid deep deterministic policy gradient

(hybrid DDPG) algorithm and the joint DDPG & deep-Q network (DDPG-DQN)

based algorithm are proposed. The hybrid DDPG algorithm controls the associ-

ated high-dimensional continuous and discrete actions by relying on hybrid action

mapping. By contrast, the joint DDPG-DQN algorithm constructs two MDPs rely-

ing on an inner and an outer environment, thereby amalgamating the two agents

to accomplish a joint hybrid control. The proposed hybrid beamforming algo-

rithm outperformed the conventional continuous beamforming approach in terms

of energy efficiency.

4. A STAR-RISs aided downlink NOMA communication framework is proposed, where

two STAR-RIS protocols are investigated, namely the energy splitting (ES) and

the mode switching (MS). However, since the STAR-RIS has a massive number

of reconfigurable elements, the passive beamforming problem has enormous action

dimensions and extremely high complexity, resulting in an increased training time

and performance degradation for the artificial intelligent agent. To resolve this

predicament, a partitioning approach is proposed to divide the STAR-RIS into

several tiles. A distributed learning approach is conceived for the partitioning and

the corresponding tile-based passive beamforming of each STAR-RIS, as well as

the power allocation for users to maximise the average throughput achieved by

multiple base stations. In particular, the deep reinforcement learning (DRL) agent

is employed at each BS, and an access-free federated learning (AFFL) model, which

gathers the features of FL and transfer learning (TL) is proposed to accelerate or

even exempt the training process for agents. When STAR-RIS has a massive num-

ber of STAR elements, the proposed joint partitioning and tile-based beamforming

outperforms the conventional element-based beamforming with significantly lower

complexity.
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1.4 Outline of the Thesis

Chapter 1 introduces an overview including research motivations, methodologies,

and main contributions of this thesis.

Chapter 2 summarizes background and a state-of-the-art for the RIS-assisted net-

works and the related machine learning algorithms.

Chapter 3 presents a RIS-assisted multi-user downlink communication system over

fading channels, where the time overhead for configuring the RIS reflective elements at

the beginning of each fading channel is considered. A DL approach and an RL approach

are proposed to solve the beamforming problem of the RIS and their performance is

investigated.

Chapter 4 describes a novel framework of mobile RISs-enhanced indoor wireless

networks, where a RIS mounted on a robot is invoked to enable mobility of the RIS and

enhance the service quality for mobile users. To optimise the sum rate of all users, an

FL enhanced DDPG algorithm is invoked to optimise the deployment and phase shifts

of the mobile RIS as well as the power allocation policy.

Chapter 5 proposes a novel STAR-RIS model. A practical coupled phase-shift model

of the transmitting and reselecting signals is investigated. A pair of hybrid DRL algo-

rithms are proposed for jointly optimising the transmitting and reselecting beamforming.

Chapter 6 conceives a low-complexity beamforming approach that employs the DRL

method to intelligently divide STAR elements into multiple tiles, solving the beamform-

ing matrix by regarding tiles as units.

Chapter 7 presents the conclusion including contributions, publications, and a plan

for future work.
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Chapter 2

Background and the

State-of-the-Art

This chapter summarizes the background and a state-of-the-art on related fields of this

thesis. This chapter first briefly reviews the literature on RIS assisted networks, as

well as STAR-RIS assisted wireless networks. Then the recent development of NOMA

and RIS-aided NOMA networks is introduced. Finally, a number of state-of-the-art ML

approaches for optimising communication systems are reviewed in the last section.

2.1 Background of RIS

The RIS is regarded as a promising technique in recent years since it offers an approach to

artificially revise the fading channel to improve the channel gain and eliminate interfer-

ence among users. In addition, RISs can provide noticeable gains since they can provide

additional line-of-sight (LoS) paths for users who do not originally have an LoS path

[24]. Compared with other candidate technologies for coverage extension, such as active

relays (e.g. UAV relays, WIFI extenders), RIS has advantages in terms of economical

cost [25] and energy efficiency [3, 26] due to its portable shape, simple structure, and

13



Chapter 2. Background and the State-of-the-Art 14

UserUser

BSBS

Reflected link

Direct link

Reflected link

Direct link

Reflected link

Direct link

RIS 

controller

RIS

User

BS

Reflected link

Direct link

Reflected link

Direct link

RIS 

controller

RIS

Figure 2.1: Model of reflecting-RIS assisted wireless networks

passive features, respectively. Furthermore, RISs do not need to take up a considerable

space, these thin panels can be installed or attached to the wall, furniture or even clothes

[27]. Therefore, RISs have been considered as a potent candidate technique for future

wireless networks.

2.1.1 Reflecting RIS

RIS is a type of smart surface that can manipulate electromagnetic waves to control

and optimise wireless communication systems. RIS is composed of a large number of

small elements or units, which can be electronically adjusted to alter the reflection,

refraction, and absorption of electromagnetic waves as shown in Fig. 2.1. These surfaces

are capable of dynamically modifying the propagation characteristics of radio waves in

their vicinity, enabling them to adapt to changing wireless communication environments

and improve system performance. The basic principle of RIS is to use passive elements

with electronically reconfigurable properties to modify the behavior of wireless signals.

RIS can be made up of different types of materials, such as conductive or dielectric

materials, and each unit or element is equipped with an electronic control circuit that

can adjust its properties. These control circuits can be programmed to manipulate the

phase, amplitude, and polarization of the incident waves, allowing the RIS to selectively
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reflect, refract, or absorb wireless signals in a controlled manner.

RISs can be deployed in various scenarios, including indoor and outdoor environ-

ments, and can be integrated into different types of communication systems, such as cel-

lular networks, Wi-Fi, and Internet of Things (IoT) networks. They have the potential

to significantly improve wireless communication performance by mitigating signal inter-

ference, extending coverage range, increasing spectral efficiency, and enhancing security

and privacy [28].

2.1.2 From Reflecting-RIS to STAR-RIS

The performance of RISs and wireless relays has been comprehensively compared due

to their similar functions and roles [26, 29]. Despite the appealingly low complexity and

noise figure [26], an undeniable fact is that the reflecting-only RISs are likely to have a

coverage disadvantage compared to omnidirectional relays due to their 180◦ half-plane

reflection limitation. However, in practical scenarios, users roam at both sides of the

RIS, and the reflecting-only RIS cannot provide signal enhancements for users located

at the back of the RIS. This deficiency of reflecting-only RISs inspires the design of

double-sided RISs to achieve 360◦ coverage boundary.

Hence, a simultaneous transmitting and reflecting reconfigurable intelligent surface

(STAR-RIS) model emerged as an ameliorated version of the reflecting-only RIS [30].

As an advanced derivative, an additional transmission function is facilitated by the

simultaneous transmitting and reflecting (STAR) elements. The STAR-RIS accommo-

dates a number of STAR elements on a surface to separate the incident electromagnetic

waves into transmitted and reflected signals. Consequently, the transmitted signals and

reflected signals can form a pair of sectors on both sides of the surface simultaneously,

thereby solving the limitations of RISs in terms of their coverage region. In contrast to

the reflecting-only RIS, which has to be in the vicinity of either the base station (BS)

or the users, STAR-RIS may be positioned flexibly. Furthermore, if the BS or users
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are out of the optimal orientation of the RIS, the gain provided by the reflecting-only

RIS deteriorates distinctly [31]. Fortunately, the emergence of STAR-RISs can relax the

orientation requirement of (STAR) RISs1, since the transmission and reflection sectors

have the opposite orientation.

2.1.3 STAR-RIS

STAR-RIS has the capability of controlling and manipulating electromagnetic waves

by simultaneously transmitting and reflecting them. This allows RIS to perform both

functions of transmitting and reflecting the incident signals, providing coverage of signals

at both sides of the STAR-RIS as shown in Fig. 2.2. The basic concept behind STAR-

RIS is that each STAR element in the RIS array can be configured to dynamically adjust

its properties to transmit and reflect the incident electromagnetic waves. This is achieved

by electronically controlling the phase, amplitude, and polarization of the incident waves

at each RIS element. By carefully designing the configuration and operation of the RIS,

it is possible to achieve desired beamforming and beam steering effects for both the

transmitted and reflected waves.

1The abbreviation ’(STAR) RISs’ refers to both reflecting-only RISs and STAR-RISs.
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2.1.4 Multiple Access for RIS Engaged Communications

The multiple access (MA) schemes of the RIS engaged future wireless communication

network is a critical problem since the number of mobile terminals and Internet-of-Things

(IoT) devices maintains a continuously increasing trend. On one hand, various orthogo-

nal multiple access (OMA) technologies are widely adopted by existing cellular networks

that can be inherited to RIS-assisted networks. On the other hand, another promising

candidate, the non-orthogonal multiple access (NOMA) technique has potential advan-

tages in RIS-assisted communication systems [32, 33]. To tackle the explosively increas-

ing number of user equipment in next-generation wireless networks, with the advantages

of high spectral efficiency and high flexibility, NOMA has been envisioned as an effective

solution [34, 35]. By serving users via the same time/frequency/code resource block,

NOMA can significantly outperform conventional OMA based counterparts in terms of

average sum-rate and outage probability [36, 37].

There are potential compatibility and affinity between the RIS and NOMA [38].

As pointed out by the authors of [38], affinities between RISs and the NOMA scheme

include that RISs can provide additional signal diversity, desired channel condition, and

undemanding multi-antenna constrain for NOMA systems. The artificial intervention

channels and additional degrees-of-freedom (DoF) provided by RIS offer an opportunity

to further improve the NOMA gain, and it also enables the communication quality of

NOMA users to be determined by quality of service (QoS) requirements instead of being

restricted by the natural channel gain [38]. In a conventional NOMA enhanced wireless

network, the decoding order of successive interference cancelation (SIC) is determined

by the natural channel state information (CSI) of users, which is not likely to be fully

consistent with the users’ data rate demand. However, RISs can artificially modify the

CSI for each user and thereby provide desired propagation condition for superposed

signals. Therefore, motivated by the aforementioned reasons NOMA techniques are

invoked in the mobile RIS model to obtain further capacity and data rate gains.
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2.2 RIS-assisted Communications

2.2.1 Passive Beamforming in Reflecting RISs

The ascendant of RIS has spawned a number of related academic contributions in recent

years, especially in the passive beamforming design [39]. The authors of [40] studied the

joint optimisation of the reflection coefficients and the resource block allocation for a RIS-

assisted orthogonal frequency division multiple access (OFDMA) network to maximise

the minimum rate among all users. In [10], the authors proposed a robust beamforming

for the transmitter to against the imperfect cascaded BS-IRS-user channels. The authors

of [41] proposed a framework of self-sustainable RIS by adopting the energy harvest

technique, and a computationally-efficient iterative algorithm was proposed to maximise

the sum data rate as well as maintaining the self-sustainability of the RIS. The authors

of [13] proposed multiple RISs collaboration paradigms and theoretically analysed that

the double-RIS with cooperation has the ability to capture superior signal to the SINR,

compared to the single-RIS paradigm. To counteract the interference caused by RISs,

the authors of [42] employed a dynamic rate splitting method to improve the energy

efficiency for the system. In addition to theoretical research, some entities have also

been constructed. For example, in [43] the authors constructed a RIS prototype with

1100 controllable elements, and their experimental results could prove the potential and

effectiveness of RISs.

2.2.2 STAR-RIS-assisted Communications

The STAR-RIS is regarded as an emerging and promising technique, and a number of

research contributions on STAR-RISs have been published due to its coverage advan-

tage compared with reflecting RISs [8, 44] and refracting RISs [45]. The authors of [46]

proposed a design of STAR elements that can split the incident signal into the reflected

signal and the transmission signal, which inspired the proposal of the energy splitting
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(ES) mode of STAR-RISs. Another simpler scheme to achieve STAR is to switch the

mode of elements through binary switches that arrange a part of elements working in

reflection mode and others in transmission mode [30, 47]. A novel bilayer structure was

proposed for the STAR-RIS in [48] to achieve almost independently reflection and refrac-

tion beamforming, and the spectral efficiency was maximised by a weighted mean square

error minimisation approach. An indoor communication network model was proposed

in [49], where a STAR-RIS embedded in the wall was invoked to enhance the signals

from two independent access points (APs) to suppress inter-cell interference. The joint

transmission and reflection beamforming is one of the main research directions of the

STAR-RIS, since beamforming and interference suppression of the STAR-RIS are more

complicated than unidirectional RISs. Several researchers focused on the correlated

phase-shift optimisation for the STAR-RIS, an efficient element-wise alternating optimi-

sation algorithm was proposed for NOMA and OMA networks [50], and a convex opti-

misation algorithm was proposed in [12] for the joint beamforming of the STAR-RIS and

the multi-antenna small base station (SBS) to extend the coverage of the SBS. Moreover,

most recently, three transmission and reflection coefficients (TRC) configuration strate-

gies, namely the primary-secondary phase-shift configuration, the diversity preserving

phase-shift configuration, and the T/R-group phase-shift configuration strategies were

proposed in [51] for the STAR-RIS assisted NOMA networks.

2.3 RIS for NOMA Networks

2.3.1 NOMA Enhanced Wireless Communications

Given the trend that the number of users in cellular networks continues increasing,

NOMA techniques are considered to be suitable for future communications since the

huge number of devices requires enormous capacity [52, 53]. Furthermore, NOMA tech-

niques are regarded as one of the candidate technologies for the next generation wireless

communication since it has superior spectral efficiency and user fairness as well [54].
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The author of [55] developed the analytical frameworks of up-link and down-link

NOMA in a dense wireless network and proved the NOMA gain in terms of achievable

rate and outage probability. Due to the high sensitivity on power, the power control

policy of the NOMA enhanced system is a kernel of the optimisation. Therefore, a series

of related studies were proposed to optimise the delay [56], outage probability [57], and

energy efficiency [58] of the NOMA enhanced communication system.

2.3.2 RIS-assisted NOMA Networks

As the combination of RISs and NOMA techniques is considered promising, a series of

related research contributions have been proposed in the past years. To combine the

advantages of RISs and NOMA, authors of [59] proposed a new RIS-aided downlink

NOMA system to improve the reliability of the wireless network, and they derived the

analytical expression of the bit error rate (BER) performance of RIS enhanced NOMA

systems. The author of [60] investigated the physical layer security of a RIS enhanced

NOMA system. A NOMA based model of RIS-unmanned aerial vehicles (UAVs) com-

munication was proposed in [61], where the authors deployed RISs on the outer surface of

a skyscraper to assist the wireless link of UAVs. UAVs’ trajectories, passive beamform-

ing of the RISs, and power allocation are treated as optimisation variables to minimise

the energy cost of the UAVs. A partitioned RIS was employed in [62] to enhance the

spectrum efficiency by improving the ergodic rate of all users, and the physical resource

distribution was optimised by three efficient search algorithms.

The authors of [63] optimised user clustering, passive beamforming, and power allo-

cation for a downlink NOMA system with RISs by iteratively optimising three sub-

problems. A RISs enhanced NOMA cellular network with the joint transmission coor-

dinated multipoint was proposed in [64] to improve the data rate of edge users, while

the network spectral efficiency was evaluated and validated through Monte-Carlo simu-

lations. Meanwhile, in [65] and [11], joint optimisations of the base station beamforming

and the passive beaming at the RIS were proposed with the aim of minimising the total
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transmit power of the base station.

The authors of [66] proposed an algorithm to jointly optimise the active beamforming

of the base station and the passive beamforming for a RIS-assisted downlink NOMA net-

work to maximise the data rate and ensure users’ fairness. The authors of [67] employed

RIS to enhance the channel for cell-edge users in a two-cell NOMA network and pro-

posed an algorithm to minimise the total transmit power under the constraints of users’

SINR demand. To solve the deployment problem of RISs, the authors of [68] proposed

a monotonic-based optimisation method, where the frequency division multiple access

(FDMA), and time division multiple access (TDMA), and NOMA schemes were consid-

ered.

2.4 Background of Machine learning

2.4.1 Deep Learning

DL is an important subfield of ML that focuses on neural networks. It involves training

DNNs, which are composed of multiple layers of interconnected nodes, to perform tasks

such as fitting, recognition, regression, etc.

The basic concepts of DL include:

Neural Networks: Deep learning models are built using DNNs, which are composed

of interconnected neural nodes organized into form of layers. Each neural node receives

input from its connected neural nodes. The input is processed into an output, which is

passed on to the next layer.

Activation Functions: Activation functions introduce non-linearity into DNNs,

enabling them to learn complex non-linear patterns from data. Common activation

functions used in deep learning include ReLU (Rectified Linear Unit), sigmoid, tanh,

and etc.
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Backpropagation: Backpropagation is the main approach for training DNNs. It

involves calculating the gradient of the loss function with respect to the parameters of

the network and then using this gradient to update the weights of each node in order to

minimise the loss. This process is repeated iteratively until the network converges to a

expected set of weights.

Training: DL models typically require large amounts of data for training. More data

allows the network to learn more accurate representations of the underlying patterns in

the data, leading to superior performance.

Transfer Learning: Transfer learning is a technique in DL where a pre-trained

DNN, trained on one task or domain, is used as an initialized model for training a new

model on a different but related task or domain. TL can help in cases where labeled

data for the target task or domain is changed.

DL has achieved state-of-the-art results in a number of fields, including computer

vision, speech recognition, natural language processing, and robotics, and it is excepted

as a powerful tool to resolve problems in wireless communications.

2.4.2 Reinforcement Learning

Reinforcement learning is another type of ML approach that focuses on training agents

to make decisions in an environment to maximise a cumulative reward. It is commonly

used in scenarios where an agent needs to interact with an environment. The continuous

learning process through trial and error to take actions can lead to desirable outcomes.

The basic concepts of RL include:

Agent and Environment: In RL, there is an agent that takes actions in an envi-

ronment. The agent interacts with the environment by observing its current state, taking

actions, and receiving feedback in the form of rewards or penalties based on the actions

it takes.
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State, Action, and Reward: The state represents the current situation of the

environment, which would be observed by the agent. The action represents the decision

made by the agent to perform in the environment. The agent then receives a reward or

penalty from the environment based on the action taken, which serves as feedback to

guide the agent’s learning.

Step and Episode: Each state-action-reward circulation is called a step. The RL

agent continues to cycle until the desired state is reached or the maximum number of

steps expires. This sequence of steps is called an episode. At the start of each episode,

the environment is set to the initial state and the agent’s reward is reset to zero.

MDP: Long-term problems are often modeled as Markov Decision Processes (MDPs),

which formalize the interaction between an agent and an environment. MDPs are often

characterized by states, actions, rewards, and transition probabilities, which can be used

to model a wide range of sequential decision-making problems.

Policy: A policy is a mapping from states to actions, and it determines the behavior

of the agent. The agent’s goal is to learn an optimal policy that maximises the cumulative

reward over time. Policies can be deterministic, where the agent always selects the same

action for a given state, or stochastic, where the agent selects actions with a certain

probability.

Value Function: The value function represents the expected cumulative reward

that an agent can obtain from a given state or state-action pair, while following a certain

policy. It is used to evaluate the desirability of different states or actions, and can be

used to guide the agent’s decision-making. Commonly used value functions include the

state-value function (V (s)) and the action-value function (Q(s, a)).

Exploration and Exploitation: RL agents need to strike a balance between explo-

ration and exploitation. Exploration refers to trying out different actions to discover their

effects on the environment and learn about the environment, while exploitation refers to

selecting actions that are expected to yield high rewards based on the agent’s current
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knowledge. Finding the balance between exploration and exploitation is crucial for the

agent to learn an optimal policy.

RL has been applied to a wide range of applications, including robotics, game play-

ing, recommendation systems, and autonomous vehicles, etc. It is preferred in wireless

communication systems since it does not need to collect huge data samples for training

but it can be training by interreact with environment to resolve the practical problems.

2.4.3 Federated Learning

Federated learning is a machine learning framework that enables models training across

multiple decentralized devices or servers while keeping the data local. In federated

learning, the training process takes place on the edge devices without requiring the data

to be sent to a central server. The FL framework has a number of common advantages for

all ML algorithms, for example, it can save more hardware resources, improve training

speed, and with the protection of user privacy [69]. The basic working flow of FL includes:

Initialization: A central server or authority distributes an initial model to the

participating devices. This model is usually pre-trained on a large dataset and serves as

a starting point.

Local Updates: Each device performs model training using its local data with-

out sharing the data itself. This training step is typically performed through multiple

iterations or epochs, using techniques like stochastic gradient descent.

Global Aggregation: After local training, the devices send only the updated model

parameters (not the raw data) back to the central server. The server aggregates these

model updates using techniques like averaging or weighted averaging, creating a global

model update.

Local Model Update: The central server incorporates the aggregated model update

into the global model. The updated model is then redistributed to the devices for the
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next round of local training.

Iteration: The process of local training, model aggregation, and model update is

repeated for multiple iterations, allowing the model to improve over time.

2.5 Machine learning for Wireless Network Optimisations

2.5.1 DL for RIS-assisted Networks

DL has been successfully applied in RIS-assisted networks [5, 70, 71]. DL is primarily

used for channel estimation in RIS-assisted networks, in order to extract the channel

state information (CSI) in support of RIS-based passive beamforming. Gao et al. [72]

employed a synthetic deep neural network (DNN) for sequentially estimating the BS-RIS

channel and RIS-user channel, while reducing the pilot overhead and guaranteeing the

estimation accuracy. Obtaining the channel state information (CSI) with the assistance

of ML algorithms aroused the interest of researchers, since the channel estimation is

challenging for the conventional minimum mean square error (MMSE) estimator in RIS-

assisted networks [73, 74]. Thus, DL was widely applied for the channel estimation for

RIS-assisted networks [75, 76]. Furthermore, a deep transfer learning (DTL) algorithm

was proposed in [77] and the DTL method is able to achieve a comparable bit error rate

(BER) performance with the optimal detection method with perfect CSI. DL is used to

circumventing CSI instead of inferring, which can reduce the transceiver’s dependence

on CSI [78] and even work without instantaneous CSI feedback [79].

In addition to using DL for the estimation, using DL to optimize the performance of

communication systems is also a major research direction [80]. In [81], a DL approach

was proposed for the resource management problem of vehicle networks. Moreover, a

communication deep neural network (CDNN) approach was proposed in [82] for the

energy efficiency optimization in a MIMO-NOMA network. To be more specific, DL

was also invoked for the phase-shift control of RISs. For example, an unsupervised
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DL algorithm was proposed for joint active and passive beamforming optimisation in

[83]. The passive beamforming design, as the main research problem of RIS, has also

induced some deep learning solutions. The authors of [84] proposed a DL solution for the

joint active and passive beamforming design for a RIS-assisted downlink multiple-input

single-output (MISO) network. Moreover, a DL-empowered predictive beamforming

method was proposed in [85] to maximise the average sum-rate. In [86], a well-trained

convolutional neural network (CNN) was employed to help RISs infer the interfering

signals from the incident signals and thereby maximise the received SINR.

2.5.2 DRL for RIS-assisted Networks

Compared with DL algorithms, RL and deep reinforcement learning (DRL) algorithms

were employed to optimise diverse optimisation variables, including the deployment of

the aerial RIS [87], the secrecy rate of communication systems [88], and the user schedul-

ing [89]. In [90], three machine learning algorithms were jointly invoked to maximise the

throughput of a RIS-assisted NOMA network, where a long short-term memory (LSTM)

algorithm was adopted to predict the position of users, a K-means based Gaussian mix-

ture model was used to determine users’ clustering and a deep Q-network (DQN) was

in charge of optimising the phase shift matrix and power allocation policy. In [61], the

authors envisaged deploying RISs at high altitudes to establish a RIS-NOMA network

for UAVs, and a DRL algorithm was proposed to jointly optimise UAVs’ trajectories,

the RIS’s passive beamforming, and the NOMA resource allocation. Similar with [61],

an RISs assisted UAV communication system was invoked in [91] that a UAV and mul-

tiple RISs were paired to serve a number of ground users and two DRL approaches

were adopted to maximise the overall weighted data rate and geographical fairness of by

optimising the UAV’s trajectory and phase shifts of RISs.
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2.5.3 DRL for Beamforming Problem

DRL has demonstrated commendable performance in various wireless network systems

[92]. By invoking a DRL approach, the authors of [93] investigated the joint design of

transmit beamforming at the base station and the phase shifts at the RIS. By adopting

a deep deterministic policy gradient (DDPG) algorithm, Huang et al. [5] conceived

the joint optimisation of the transmit beamforming matrix of the BS and the phase-

shift matrix of the RIS. Yang et al. [94] proposed a deep Q network (DQN) for secure

beamforming guarding against eavesdroppers in dynamic environments. Their simulation

results verified that the DQN approach is capable of enhancing the secrecy rate and the

satisfaction probability of users. Furthermore, a DRL scheme was invoked in [95] for

optimising a RIS-assisted NOMA network, where a long short-term memory (LSTM)

based echo state network (ESN) algorithm collaborated with a decaying double deep

Q-network (D3QN) for intelligently controlling the RIS according to the users’ data

demand. In [17], a proximal policy optimisation (PPO) algorithm was developed for

minimising the expected Age-of-Information (AoI) for an aerial RIS. Specifically for the

STAR-RIS scenario, a federated learning algorithm was proposed in [96] for maximising

the achievable data rate of a STAR-RIS assisted heterogeneous NOMA network. The

author of [97] proposed a hill-climbing algorithm to optimise the power allocation at the

base station and reflecting beamforming to achieve an anti-jamming communication. The

author of [98] optimised the reflecting beamforming of a RIS by an RL approach and their

results suggest that the participation of the RL significantly improves the secrecy and

quality of service (QoS) satisfaction probability of the system. In [99], a dueling double

deep Q-network algorithm was proposed to optimise the user association and resource

allocation to maximise the long-term performance of the cellular network. The authors

of [100] employed the DDPG algorithm to resolve the energy efficiency maximisation

problem of a STAR-RIS assisted NOMA downlink network by jointly optimising the

active beamforming at the BS and TRCs at the STAR-RIS.
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2.5.4 DRL for Deployment Planning

Invoking RL algorithms for deployment planning has achieved several remarkable success-

ful cases [101, 102]. In [103], the authors applied Q-learning and State-Action-Reward-

State-Action (SARSA) algorithms to plan motions for a swarm of robots so that they

can be deployed to a user-defined target distribution timely. The author of [104] adopted

a deep reinforcement learning (DRL) algorithm with an actor-critic structure to optimise

a complete coverage path for the tiling robot with minimal energy cost. In addition to

robots, RL algorithms have been used to design the trajectory for other kinds of craft,

such as vehicles [105, 106] and UAVs [107–110]. From a perspective of the communi-

cation, since RL algorithms have a prominent ability to solve non-convex problems, it

manifests extraordinary potential in deployment optimisation to ensuring the communi-

cation quality [111, 112].

2.5.5 Deployment of RISs

The authors of [113] employed statistical geometric tools to investigate the impact of

large-scale deployment of RIS on cellular network performance. It is theoretically proved

that the deployment of RIS greatly improves the coverage performance of BS. A deploy-

ment optimisation of the RIS assisted relay system was proposed in [114], where the

optimal strategy is to deploy the RIS near the relay. The authors of [95] optimised the

deployment of the RIS by DRL algorithm. Although the 3D position of the RIS is cal-

culated, how to arrange the RIS to the optimal position with height is not considered.

Another work focused on RIS 3D deployment is presented in [115], theoretically revealing

the statistical optimal position of RIS in single-input single-output systems. Obtaining

more LoS coverage by optimizing RIS deployment is studied in [116], which has a similar

scope to Chapter 4, but the location and behaviors of users are not considered in [116].
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2.5.6 FL in Wireless Networks

FL was also considered to be invoked in the wireless network due to its advantages [117],

and some research contributions on FL in wireless networks have been proposed [118].

The author of [119] proposed an FL approach to estimate channels for a RISs-assisted

massive Multi-input Multi-output (MIMO) system. To optimise the data rate of RIS-

assisted networks, the authors of [120] proposed an FL-based beam reflection optimi-

sation algorithm to achieve high-speed communication with the sparse CSI. In addi-

tion, since the FL process needs to exchange data between agents via wireless networks,

research on how to use wireless communications to support federated learning is also chal-

lenging [121–123]. The authors of [122] formulated the joint learning and communication

problem, and proposed an iterative algorithm to minimise the total energy consumption

for an FL-based system. For example, FL was adopted for channel estimation in a RIS-

assisted massive multi-input multi-output (MIMO) network, and the simulation results

indicate the FL framework provides significantly lower transmission overhead than the

centralized learning framework.

2.5.7 Distributed DRL for Wireless Networks

DRL algorithms are considered potential candidates for solving optimisation and control

problems in future communication systems [124], and the distributed DRL is preferred

in the wireless network due to the superior convergence [125]. Distributed proximal

policy optimisation (DPPO) [126], which is broadly recognized for its stable and fast

convergence, was adopted in wireless networks to optimise spectral efficiency in [127].

However, the disadvantage of this distributed framework is that the agents and the

chief need to exchange policy gradients (PG) frequently, which is likely to cause signifi-

cant communication overhead and synchronization problems. A DRL-based distributed

dynamic downlink-beamforming coordination approach was introduced in [128] for the

beamforming problem in a downlink MISO network.



Chapter 2. Background and the State-of-the-Art 30

2.6 Knowledge Gap and Distinctions of This Thesis

Although there are a number of existing research contributions on RIS assisted wire-

less networks, there are still many important scientific questions that have not been

addressed. Existing research that has already been done on RIS beamforming has the

following deficiencies, including Limitation 1. Most existing research does not consider

imperfect problems in practice (e.g. configuration overhead and constrained reflection

coefficient values); Limitation 2. Apply statistical models (e.g. random user distribu-

tions) rather than any specific case; Limitation 3. In most existing research contribu-

tions, RISs are assumed to be fixed on a wall or other bearing, and the rigid deployment

may prevent RIS from obtaining LoS paths and optimal channel enhancement, especially

in an environment with obstructions; Limitation 4. The coverage of the reflection beam

from RIS is limited; Limitation 5. The complexity of existing beamforming schemes is

generally high. If a RIS has a massive number of reconfigurable elements, the complexity

of the beamforming algorithm will be unacceptable.

Since the existing research still has deficiencies in the above problems, this thesis aims

to investigate the configuration overhead problem, mobile deployment, two-directional

beamforming, and low-complexity beamforming for RISs in the following four chap-

ters. Various practical concerns, such as signaling and configuration overhead, non-ideal

responsiveness of programmable elements, etc., are taken into account in Chapter 3 and

Chapter 5, respectively, against Limitation 1. Second, a mobile RIS model is consid-

ered with modelling of specific surroundings in Chapter 4, instead of using fixed RIS

and statistical models in Limitation 2 and Limitation 3. In Chapter 5, a STAR-RIS

model is proposed for coverage extension against Limitation 4, and the joint trans-

mitting and reflecting beamforming of STAR-RIS has to be resolved in order for the

beam to effectively cover both sides of the RIS panel. In Chapter 6, how to reduce the

complexity is considered against Limitation 5.



Chapter 3

Passive Beamforming with

configuration overhead

This chapter introduces a RIS-assisted multi-user downlink communication system over

fading channels, where the time overhead for configuring the RIS reflective elements at

the beginning of each fading channel is considered. A DL approach and an RL approach

are proposed to solve the beamforming problem of the RIS and their performance is

compared.

3.1 Configuration Overhead Problem of the RIS

Employing the RIS in wireless networks, the existing literature mainly focused on the

optimisation for one specific channel coherence block (i.e., static channel scenario) but

ignored the time overhead for configuring the reflection coefficients of the RIS. How-

ever, given the fact that RISs are equipped with a large number of reflective elements,

it leads to a non-negligible time overhead for configurations, thus degrading the perfor-

mance of data transmission. Sources of the configuring overhead include but are not

limited to programmable controllers [14] or shift registers. This is also confirmed by

31
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Figure 3.1: Schematic of the RIS-assisted multi-user downlink communication
system.

the prototype experiment conducted by the research team of Massachusetts Institute

of Technology [129]. By taking the RIS configuration overhead into consideration, a

fundamental tradeoff problem is emerged. Specifically, although totally reconfiguring

the reflection coefficients of the RIS can well match the current channel condition and

achieve a high instantaneous data rate. However, the precise configuration reduces the

time duration for data transmission due to the time overhead caused by the reconfigura-

tion of each RIS element. The situation can be even worse for practical data transmission

over fading channels. Since if the reflection coefficient of one element is selected not to be

reconfigured at the current channel fading, it will reserve the previous value. Therefore,

a sophisticated transmission policy has to be developed to balance the configurations

between different channel fadings and to achieve a long-term performance gain.
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3.2 System Model and Problem Formulation

3.2.1 System Model

As shown in Fig. 3.1, a RIS-assisted multi-user downlink network is considered, where

a single-antenna access point (AP) equipped with a single antenna provides service to

K single-antenna users and a RIS with M passive reflecting elements are employed to

enhance the channel. The passive beamforming of the RIS is controlled by an attached

smart controller, which generates the configuration instruction for the reflective elements.

The locations of the AP, RIS, and users are denoted by (xap, yap, zap)
T , (xr, yr, zr)

T ,

and (xk, yk, zk)
T , respectively, in a three-dimensional (3D) Cartesian coordinate system.

In particular, the locations of the RIS and the AP are fixed, and users are randomly

moving over different time slots and are assumed to be static for each time slot. As

a consequence of the location variation, all channels are assumed to follow the quasi-

static block fading channel model, and the channel coefficient remains approximately

constant in each channel coherence block and varies independently from block to block.

Specifically, one particular transmission period T is considered, which consists of N

channel blocks with the duration of T , i.e., T = NT . Thus, in order to fit the fading

channel blocks, the phase shifts of the RIS has to be reconfigured at the beginning of

each channel block1.

The RIS’s diagonal reflection matrix for the n-th block is denoted by

Θ [n] = diag
(
ejθ1[n], ejθ2[n], · · · , ejθM [n]

)
, (3.1)

where θm [n] ∈ [0, 2π) denotes the reflection phase shift of the m-th element. In this

chapter, the values of θm [n] are assumed to be continuous in the interval [0, 2π). In

practice, this value may have to come from a fixed discrete set, such as {0, π}. The

1Since the scope of this research is not channel estimation, CSI knowledge is assumed to be known.
The channel estimation method can refer to the approaches mentioned in Chapter 2. In practice, the
CSI need to be measured at the beginning of each fading block.
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proposed scheme only needs to add a simple decision threshold to meet the requirements.

If less configuration precision is applied, less configuration overhead is required, but at

the expense of configuration precision, which will lead to a trade-off problem.

3.2.2 Channel Model

Let hb,k [n] ∈ C1×1 and hb,r [n] ∈ CM×1 denote the corresponding AP-user k and AP-RIS

channels for the n-th block. Correspondingly, the channel between the RIS and the user

k is denoted by hr,k [n] ∈ CM×1. Since the positions of AP and RIS are selected, and

the distance between RIS and users is relatively close, we assume that the channels from

AP to RIS and from RIS to users following Rician fading. On the contrary, since the AP

can be far away from the user and the user roams randomly, there is a high possibility

of occlusion between them, and the channel from the AP to the user is assumed to be

a Rayleigh channel. Thus, assuming that direct channel follows Rayleigh fading and the

RIS-assisted channels are modelled as Rician fading [130], the channels can be modeled

as

hb,k [n] =
√
PL (dAU,k)h

NLoS
b,k [n] , (3.2a)

hb,r [n] =
√
PL (dAR)

(√
KAR

KAR + 1
hb,r

LoS +

√
1

KAR + 1
hb,r

NLoS [n]

)
, (3.2b)

hr,k [n] =
√
PL (dRU,k)

(√
KRU

KRU + 1
hLoS
r,k +

√
1

KRU + 1
hNLoS
r,k [n]

)
, (3.2c)

where the distances for the direct AP-user link, the AP-RIS link, and the RIS-user

link are denoted by dAU,k, dAR, and dRU,k, respectively. The propagation path loss for

all channels is modeled as PL (d) = ρ0

(
d
d0

)−α
[131], where ρ0 represent the path loss at

the reference distance, d denotes the distance between the transmitter and the receiver,

α represents the path loss exponent, and KAR,KRU denote the Rician factors [132].

hb,r
LoS, and hLoS

r,k are the deterministic line-of-sight (LoS) components, which can be
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Figure 3.2: Illustration of the transmission over N fadings.

calculated as

hb,r
LoS =

[
1, . . . , ej(m−1)π sin(aAR) . . . , ej(M−1)π sin(aAR)

]T
,

hLoS
r,k =

[
1, . . . , ej(m−1)π sin(aRU,k), . . . , ej(M−1)π sin(aRU,k)

]T
,

where sin (aAR) =
yr−yap√

(xr−xap)2+(yr−yap)2
and sin (aRU,k) = yk−yr√

(xk−xr)2+(yk−yr)2
. hb,k,

hb,r
NLoS, and hNLoS

r,k are the non-line-of-sight (NLoS) components modeled as Rayleigh

fading. Each element of hb,r
NLoS or hNLoS

r,k follows CN (0, 1).

Therefore, the combined channel power gain from the AP to the user k with the aid

of the RIS for the n-th block is given by

hk [n] =
∣∣hb,k [n] + hHr,k [n] Θ [n] hb,r [n]

∣∣2. (3.3)

3.2.3 RIS Configuration Model

The communication model with a consideration of the time overhead for configuring the

RIS is investigated. As illustrated in Fig. 3.2, at the beginning of each fading block, the

reflection matrix of the RIS is configured by the controller (intelligent agent). Once the

elements are configured, the AP can start the transmission to users with the assistance

of the configured RIS reflection matrix. Let Tc [n] denote the time duration consumed

by configuring the RIS in the n-th block. In general, Tc [n] depends on the number of
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RIS elements that need to be adjusted since it consumes time to send instructions for

each adjusted element [129] . Let T0 and 0 ≤ Mc [n] ≤ M denote the time duration

for adjusting one RIS element and the number of RIS elements to be configured in the

n-th block. Then, Tc [n] = Mc [n]T0. Therefore, the AP can choose to only configure a

part of RIS elements to reduce the configuration overhead, and keep the remaining RIS

elements staying in the previous state. Let τm [n] ∈ {0, 1} denote whether the m-th RIS

element is configured at the n-th block or not. Then, it can be given by

M∑
m=1

τm [n] = Mc [n] , ∀n, (3.4)

θm [n] = θm [n− 1] , if τm [n] = 0, ∀m,n. (3.5)

Since RISs may contain an enormous number of reflective elements, following equation

(3.4), precise phase shift for each individual element can lead to excessive configuration

overhead 2. Therefore, in order to reduce configuration overhead, several reflective ele-

ments can be grouped into a element group, where the elements in one group are spatially

adjacent and have a high channel correlation [133]. For ease of presentation, we refer to

each element group as a tile. As a result, the controller can no longer design the phase

shift for each reflective element, but instead, design a common phase shift for each tile.

Assuming that each tile has u reflective elements, the overhead can be reduced to

Tc [n] = Mc [n]T0/u. (3.6)

In this chapter, the reflective element number per each element tile is not considered as

an optimisation variable and it would be further discussed in Chapter 6. It is also worth

2Parallel control circuits can also be employed to reduce the transmission time of configuration com-
mands, but as long as the parallel control scheme cannot achieve the independent transmission of each
reflective element, the control information queues still exist, then the proposed solutions can be invoked
to further reduce the configuration overhead. Compared with the parallel control circuit scheme, the
proposed solution has advantages in terms of hardware, complexity, and economical cost.
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noting that RIS also has other overheads in each fading block, such as pilot overhead,

signaling overhead, etc. The pilot overhead depends on the channel estimation method,

and the signalling between the smart controller and RIS depends on the bandwidth and

transmission lag of the cable. These overheads may also result in reduced transmission

times. In order to focus on the configuration overhead issue, the complexity and time

overheads from other source is ignored in this chapter, and they can be discussed further

in future work.

3.2.4 Signal Model

The achievable throughput for both NOMA and OMA scenarios is investigated. In the

NOMA scenario, a resource block is shared by the users in a cluster, while multiple users

are considered to utilise an orthogonal resource block in the OMA scenario.

3.2.4.1 OMA

For the OMA scheme, the AP communicates with K users over orthogonal time/ fre-

quency resource of equal size. Thus, the transmitted signal from the AP to user k can

be denoted by

xO[n] =

K∑
k=1

√
Pk[n]sk[n], (3.7)

where sk[n] denotes the symbol sequence and Pk[n] represents the allocated power for

user k at block n. With an ideal orthogonal model, user k will not be interfered by other

users but only suffer from the noise n0[n], the received signal at user k can be expressed

as

yOk [n] = (hb,k [n] + hHr,k [n] Θ [n] hb,r [n])
√
Pk[n]sk[n] + n0. (3.8)
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Thus, the achievable communication rate of user k for the OMA case at the n-th

block is given by

ROk [n] =
1

K
log2

(
1 +

pk [n]hk [n]
1
Kσ

2
k

)
, (3.9)

where pk [n] denotes the allocated transmit power to user k at the n-th block and σ2
k

denotes the received noise power of user k. Considering the time overhead for configuring

the RIS, the effective communication rate of user k at the n-th block is given by

R
O

[n] =

(
1− Tc [n]

T

) K∑
k=1

ROk [n] . (3.10)

3.2.4.2 NOMA

For the NOMA scenario, assuming there is a NOMA cluster contains K users associated

with the AP, where the users utilise the same time/frequency resources. Therefore, the

superimposed signal can be denoted as

x[n] =
K∑
k=1

√
Pk[n]sk[n], (3.11)

Therefore, after transmitting through the RIS modified integrated channel, the received

signal at user k is given by

yk = (hb,k [n] + hHr,k [n] Θ [n] hb,r [n])xk[n] +

K∑
j 6=k

(hb,k [n] + hHr,k [n] Θ [n] hb,r [n])xj [n] + n0,

(3.12)

where the firt term (hb,k [n] + hHr,k [n] Θ [n] hb,r [n])xk[n] represents the received desired

signal for user k, and xk[n] represents the transmitting signal for user k, and the second

term
K∑
j 6=k

(hb,k [n] + hHr,k [n] Θ [n] hb,r [n])xj [n] represents the inter user interference.

However, not all undesired signals cause interference, since SIC allows user k to
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eliminate some of the signals of other users 3. Specifically, for each fading block, the user

with a higher channel power gain first decodes the signal of users with weaker channel

power gains, before decoding its own signal. Let πk and πj indicates the decoding

order among any users k and j. If hk [n] ≥ hj [n], it can be obtained πk > πj , which

indicate the signal for user j has to be decoded earlier than the signal for user k. Then,

the interfering signals from users with weaker channel conditions are removed and the

achievable communication rate of user k for NOMA at the n-th block is given by

RNk [n] = log2

(
1 +

pk [n]hk [n]∑
πj>πk

pj [n]hk [n] + σ2
k

)
. (3.13)

Accordingly, the effective communication rate for the NOMA case at the n-th block

is given by

R
N

[n] =

(
1− Tc [n]

T

) K∑
k=1

RNk [n] . (3.14)

3.2.5 Problem Formulation

This chapter aims to maximise the effective throughput of the entire duration, by jointly

optimising the configuration policy of the RIS {Θ [n] , n ∈ N}, and the power allocation

policy of the AP, {pk [n] , n ∈ N , k ∈ K}. Thus, the long-term joint optimisation problem

can be formulated as

max
{Θ[n],pk[n],τm[n]}

N∑
n=1

K∑
k=1

R
X
k [n]T (3.15a)

s.t. pOk [n] ≤ pOmax/K,∀n, (3.15b)

pNk [n] ≤ pNkmax, p
N
kmax ≤ pNjmax,∀n, (3.15c)

θm [n] ∈ [0, 2π) ,∀m,n, (3.15d)

3Perfect SIC is assumed in this thesis since the research scope of this thesis is not on the SIC decoder.
In practice, according to [134], the imperfect may lead to a possible BER increase depending on the
modulation scheme and power allocation policy (2dB in [134]). Some robust SIC decoding approaches
have also been developed for NOMA receivers [135]
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M∑
m=1

τm [n] = Mc [n] ,∀n, (3.15e)

θm [n] = θm [n− 1] , if τm [n] = 0, ∀m,n, (3.15f)

πk > πj , if hk [n] ≥ hj [n] ,∀k 6= j, (3.15g)

where X ∈ {N,O} indicates NOMA and OMA schemes. Constraint (3.15b) and

constraint (3.15c) indicate the maximum allowed transmit power for each user, and

considering user fairness, each user has a maximum power limitation. In the OMA case,

it can be obtained that pOk [n] ≤ pOmax/K, where pOmax represents the total transmission

power. For NOMA scenarios, it can be obtained that pNk [n] ≤ pNkmax, and pNkmax ≤

pNjmax according to the SIC principle. Constraint (3.15d) represents the phase shift

constraint for each element of the RIS. Constraints (3.15e) and (3.15f) are the constraints

for configuring the RIS elements, where (3.15e) indicates the time cost of configuring

reflecting elements and (3.15f) represents the initial phase shift of elements for a time

block. Constraints (3.15g) is NOMA decoding order constraints to ensure the decoding

order for each user is correct, which are only valid when X = N . Due to the existence of

configuration overhead, it is necessary to determine whether each reflecting unit needs

to be reconfigured at every moment, which is τm [n] ∈ {0, 1}. This binomial decision

constraint makes it difficult for phase shifts optimisation with configuration overhead

to be solved by conventional methods such as convex optimisation. Therefore, two ML

algorithms are proposed to solve this challenging problem.

3.3 Deep learning Solution

An ETDL algorithm is proposed in this section, where a DNN is employed to map the

phase shift as well as the power allocation policy with the corresponding channel state.

The motivation for proposing ETDL is that the conventional DL algorithms require rich

and diverse training data sets, which are onerous to obtain for communication scenarios.
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On the contrary, different from the conventional offline pre-training mode, the DL agent

is trained by the interaction with the environment and converges the phase shift and

power allocation to an optimal solution. Another advantage of the proposed ETDL

algorithm is that it has low complexity and is capable of obtaining fast convergence.

3.3.1 ETDL Algorithm

Algorithm 1 ETDL algorithm for problem (3.15)

1: Initialize the environment, the neural network size, and the training epoch number
e

2: Initialize the DNN ω with random parameters
3: for each episode do
4: Reset the environment and initial state
5: for each step 0 ≤ n ≤ N do
6: Input the current phase shifts Θ[n− 1] and the CSI {hr,k[n],hb,r[n], hb,k[n]} to

the DNN
7: DNN predict and output the phase shifts and power allocation according to

(3.16)
8: Calculate the datarate and feed into loss function
9: Train DNN ωn with the loss (3.18) for e epoches

10: [n]← [n+ 1]
11: end for
12: end for

3.3.1.1 Environment based training process

There is a predicament when DL-based algorithms are applied in wireless networks, which

is the acquisition of training data sets. Therefore, in order to solve the training problem

of the DL, the ETDL paradigm is proposed. In the ETDL mode, the training data set

used by the agent no longer needs to be prepared in advance, but allows the agent to

continuously interact with the environment to obtain training data. By adopting this

online training mode, the ETDL agent can be trained by the environment and has the

ability to adapt to the environment expeditiously. Furthermore, in order to compare the

throughput and convergence rate of RL and DL algorithms over a period of time. The

concept of episodes is also introduced in the ETDL training process.
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Figure 3.3: Flow diagram of the proposed ETDL algorithm

As described in Algorithm 1, at each channel block n, the DL agent needs to

collect the previous phase-shift matrix, Θ[n− 1], and the CSI, {hr,k[n],hb,r[n], hb,k[n]},

and input them into the DNN. In case that the configuration overhead is not considered,

the previous phase-shift matrix does not have to be included as the input value for the

DNN, and the DNN only needs to match the optimal phase shift based on the CSI.

However, this scheme is not adaptable for the RIS with configuration overhead since in

this design DNN has no access to learn the data rate impact caused by the configuration

overhead. Then, DNN predicts the current phase-shift matrix, Θ[n], and the power

allocation, {pk[n],∀k ∈ K} as follows

{Θ[n], pk[n]} = ω(Θ[n− 1],hr,k[n],hb,r[n], hb,k[n]|ωn), (3.16)

where ω represents the function fitted by the DNN and the ωn represents the parameters

of the DNN for block n. Once the action is executed in the environment, the achieved

data rate can be obtained and feed into the loss function to train the DNN. After proper

training procedures, the DNN is able to select a profitable action based on the existing

CSI and phase shifts.
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3.3.1.2 Loss Function

In order to maximise the throughput for both NOMA and OMA schemes, the following

loss function L[n] = −RX [n] is invoked.

In fact, for the beamforming in OMA networks, solving the optimisation problem can

be equivalently seen as solving:

L[n] = −
K∑
k=1

(
∣∣hb,k [n] + hHr,k [n] Θ [n] hb,r [n]

∣∣)2. (3.17)

However, this channel is not necessarily favored by NOMA, since the NOMA gain

increase with the discrepancy of users’ channel strength [33]. Moreover, since NOMA

users suffer from intra-cluster interference, the power allocation for each user has to

be jointly considered with the channel gain. Thus, the RIS phase shifts optimisation

problem in the NOMA scenario can be more complicated. In addition, equation (3.17)

cannot be invoked to jointly optimise phase shifts and power allocation. Therefore,

since DNN has the ability to fit complex or even non-analytic function relationships,

the throughput obtained from the environment is taken as the input value of the loss

function.

3.3.1.3 Overfitting Problem

Compared with the conventional DL algorithms, ETDL exempts the burden of preparing

a large number of training data sets. However, due to the limited data samples that can

be obtained in each episode, the overfitting problem becomes the cost of the shortcut.

Overfitting problem is a kind of high incidence of DNN training, which can cause serious

optimisation performance degradation. In order to resolve the overfitting problem, a

series of methods have been proposed, such as reducing the number of hidden layers

(neurons), early stopping [136], and cross-validation. Unfortunately, these solutions are

not suitable for the proposed ETDL algorithm or the communication scenario. The
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cross-validation method requires additional data sets for verification and it is unlikely to

be obtained in the considered scenario. There are also attempts to reduce hidden layers.

However, even if a DNN with only one hidden layer is employed, the degree of overfitting

is still unacceptable. Early stopping is indeed an effective solution to solve the overfitting

problem, but the practical problem is how to determine the time slot that the optimal

neural network parameters appear and stop the training process at the optimal moment

accurately.

Therefore, for the proposed ETDL algorithm , L2 regularisation is adopted to remit-

tence the overfitting problem [137]. By adding a penalty term, the regularised loss

function is given by

L[n] = −RX [n] + λ‖ω‖22, (3.18)

where λ is the regularization weight that balances the loss minimisation and regular-

ization, and ‖ω‖22 is the square root of the sum of the squares of the model parameters

ω.

3.3.2 DNN Structure

The proposed neural network consists of an input layer, an activation layer, a batch

normalization (BN) layer, and an output layer as shown in Fig. 3.3. In the proposed

RIS model, the size of the DNN input layer is determined by {Θ,hr,k[n],hb,r[n], hb,k[n]},

and it is indirectly determined by the number of RIS elements and the number of served

users. One or more activation layers can be used to fit the functional relationship between

input and output values, and ’relu’ is selected as the activation function for activation

layers. The output layer is responsible for outputting all the action parameters. Since the

phase shift is periodic, a ’tanh’ function is employed in the output layer to ensure that

the output is normalized. Even if the allocated power and phase shift have discrepant

magnitudes, the normalized output can be converted according to the corresponding
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demand. Finally, a BN layer is inserted before the output layer, since the BN layer

needs to ensure that the value passed into the output layer is within the effective range

of the ’tanh’ function.

In addition to the hierarchical structure of the neural network, the size of the neural

network is another issue that needs to be determined. Since the size of the input layer is

constantly changing, the size of the activation layer of the fully-linked network also has

to be adjusted accordingly to achieve the optimal fitting effect. The empirical formula

that can be given is that the reasonable number of neurons in the activation layer is 4 ∗

‖Θ,hr,k[n],hb,r[n], hb,k[n]‖, where ‖‖ represents the number of elements in the collection.

In practical scenarios, the devices may need to store multiple DNN models in order to

deal with different situations. Please note that processing these models are also limited

by the computational and storage performance of the processor, which is not considered

in this thesis.

Remark 1. The size of the input layer, hidden layers, and the output layer of the DNN

are all proportional to the number of reflective elements. Therefore, the reflective element

tile not only reduces the configuration overhead, but also reduce the scale and complexity

of the DNN.

3.3.3 Complexity Analysis

The main complexity of DL algorithms is from predicting and training, which can be

discussed separately. Assume that the employed DNN has I layers, and each layer has

ωi neural nodes. Furthermore, since different types of layers are employed, the floating

point calculation complexity consumed by the corresponding neurons is also different.

Therefore, the sum nodes of BN layers, ’relu’ layers, and the ’tanh’ layer are assumed to

be ωb, ωr, and ωt, respectively.

• Predicting complexity: As aforementioned, for any block n, the DNN needs to

predict the phase shifts and power allocation policy, and the complexity required
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to complete a single prediction is given by O(
I∑
i=0

ωi · ωi+1) as indicated in [138].

• Training complexity: For the back propagation training, different types of nodes

require different computations. A single ’BN’ node, a ’relu’ node and a ’tanh’ node

require 5, 1, and 6 times floating point operations, respectively [139]. Thus, a single

back propagation training step for the proposed DNN structure will contribute the

complexity of O(5ωb + ωr + 6 · ωt +
I∑
i=0

ωi · ωi+1).

Therefore, for the transmission period T , the overall complexity of the DL algorithm

can be calculated as

O(N · e · (5ωb + ωr + 6 · ωt +
I∑
i=0

2ωi · ωi+1)), (3.19)

where e represent the number of epoch for one training step.

3.4 Reinforcement Learning Solution

An RL algorithm, namely EA-DDPG is proposed in this section to solve the exactly

same problem as the proposed ETDL algorithm, which is the joint optimisation for phase

shifts of the elements and the power allocation policy for each user. Different from DL

algorithms, RL algorithms can formulate the phase shift control as a Markov decision

process [140] and predict the rewards in the future, which suggests that RL is more

capable of maximizing the long-term throughput for the wireless network. The phase

shifts, power allocation, and corresponding data rate changes caused by each decision

of the agent can be abstracted into a Markov transition, composed of four components,

namely state (s[n] ∈ S), action (a[n] ∈ A), reward (r[n]), and next state (s[n+ 1] ∈ S).

RL is committed to finding the optimal action a[n] for each state s[n], and the RL

agent introduces action value (Q-value) to quantitatively evaluate the long-term value of

each action. The long-term value of action a[n] is defined as the following the Bellman
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equation

Q(s[n],a[n])=r[n](s[n],a[n])+βmaxQ(s[n+ 1],a[n+ 1]), (3.20)

where β represents the discount factor in a range of [0,1], and the optimal action is

defined as

a∗[n] = arg max
a[n]∈A

Q(s[n],a[n]). (3.21)

3.4.1 Algorithm flow

In order to achieve a firm phase shifts control to obtain the configuration-overhead-free

experiences, the EA-DDPG algorithm is proposed, as the algorithm flow presented in

Fig. 3.4 and Algorithm 2. Contrary to the original deep deterministic policy gradient

(DDPG) algorithm [141], EA-DDPG adopts attenuated action noise to obtain determin-

istic actions to avoid additional configuration overhead. Two pairs of neural networks

are employed in the RL agent, namely the actor network µ, the critic network Q, and

their corresponding target networks µ′ and Q′. The RL agent can obtain the current

phase shift of the elements and the CSI can be obtained by channel estimation to form

the state s[n]. Then the actor network is able to give the action as

a[n] = µ(s[n]|ωµn), (3.22)

After action a[n] is taken in the communication environment, the phase shifts are

changed to s[n + 1] and the reward r[n] can also be calculated according to the data

rate. After that, the transition {s[n],a[n], r[n], s[n + 1]} has to be recorded into the

memory buffer. According to the memory replay approach, for each training step the

agent can be trained by a number of random samples from the memory bank. The actor
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network is trained by the policy gradient calculated by the critic network

∇ωµJ =
1

e

∑
e

∇aQ(se[n],ae[n]|ωQ)∇µωµ(se[n]|ωµ). (3.23)

where e represents the number of samples. With the actor-critic structure, the function

of the critic network is to evaluate the Q-value and the critic network is updated by

minimising the loss function

L[n] =
1

e

∑
e

(ye[n]−Q(se[n],ae[n]|ωQn ))2, (3.24)

where

ye[n] = re[n](se[n],ae[n]) + βQ′(se[n+ 1], µ′(se[n+ 1]|ωµ′n )|ωQ′n ). (3.25)

Algorithm 2 EA-DDPG algorithm for problem (3.15)

1: Initialize the environment and the neural network size
2: Initialize the actor network ωµu , critic network ωQu , target actor network ωµ

′
u , target

critic network ωQ
′

u with random parameters
3: for each episode do
4: Reset the environment and initial state
5: Action noise attenuation
6: for each step in t0 ≤ t ≤ tmax do
7: Observe s[n]
8: Choose a[n] according to (3.22)
9: Action a is execute in the environment

10: r[n] is calculated based on the environment and the next state s[n+1] is predicted

11: Record e{s[n],a[n], r[n], s[n+ 1]} in memory buffer
12: Random sample a batch of transection e from memory buffer
13: Calculate target according to (3.25)
14: Train critic network Q(s[n], ωQn ) with a gradient descent step (3.24)
15: Train actor network µ(s[n], ωµn) with (3.23)

16: Update the target networks ωµ
′
n ← (1− τ)ωµ

′
n + τωµn, ωQ

′
n ← (1− τ)ωQ

′
n + τωQn

17: s[n]← s[n+ 1]
18: end for
19: Each agent save the network models ωµn, ωQn , ωµ

′
n , ωQ

′
n

20: end for
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Figure 3.4: Flow diagram of the proposed EA-DDPG algorithm

3.4.2 State, Action and Reward Function

In order to employ DRL for the optimisation problem (3.15), a fundamental step is to

design the state space, action space, and reward function. Meanwhile, in order to ensure

both the efficiency of the exploration and convergence, the EA-DDPG algorithm is armed

with an action policy having decaying action noise.
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3.4.2.1 State Space

Similar to the input obtained by the DNN in the DL algorithm, the fading matrix is

also provided to the EA-DDPG algorithm to adjust the phase shifts of elements. Not

only that, in order for the RL to determine whether the elements need to be adjusted,

the phase shifts of the reflective elements in block n − 1 are also provided to the RL

agent as a reference. Therefore, the state for each fading block n is formed by {Θ[n−1],

hr,k[n],hb,r[n], hb,k[n],∀k}. Since the data type input to the neural network needs to be

unified 4, the state array can be expressed as

s[n] ={real{Θ[n− 1],hr,k[n],hb,r[n], hb,k[n]},

imag{Θ[n− 1],hr,k[n],hb,r[n], hb,k[n]}}, ∀k ∈ K. (3.26)

3.4.2.2 Action Space

The action space is composed of two optimisation variables, phase shifts of the elements

and power allocation for users. It is worth mentioning that the output action can also

be selected as the changed phase 4Θ[n], but in order to control the difference as much

as possible to compare the performance of RL and DL algorithms, the RL agent also

output Θ[n].

• Phase shifts: The actor network outputs the optimal Θ[n] for block n in a radian.

Then the output phase-shift matrix Θ[n] will be judged whether there is a difference

with the current phase Θ[n−1]. It is worth noting that since that the action noise

invoked by the DRL algorithm may cause tiny phase shifts but the impact of

these actions is negligible. Thus, in order to avoid inconsequential configuration,

insignificant phase shifts raised by the agent will be ignored, and substantial phase

changes will be carried out in the environment 5.

4At this stage, deep neural network implementations do not support complex input. This problem
may be resolved with the improve of AI programming language.

5In the simulation, the phase shift less than 2 degrees is ignored.
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• Power allocation policy: The allocated power {pk[n],∀n} for each user k will get

an independent output value from the actor network.

Thus, the overall action space can be noted as

a[n] = {Θ[n], pk[n],∀k ∈ K}. (3.27)

3.4.2.3 Exploration and Action Policy

The RL algorithm family generally requires action noise as an engine for exploring diver-

sity, and the action policy in original DDPG algorithm can be denote as

a[n] = µ(s[n]|ωµn) +NOU(0, 0.2), (3.28)

where µ(s[n]|ωµn) is the decision made by the actor network, ωµn denotes the parameters

of the actor network, NOU(0, 0.2) represents the zero mean Ornstein Uhlenbeck (OU)

noise that following NOU ∼ OU(0, ξ), and ξ is the volatility of the OU noise [142]. OU

noise is selected as the action noise since the exploration efficiency of the OU noise is

higher than the conventional Gaussian noise, which is proved by [143].

However, the accession of the action noise makes the agent unable to maintain the

phase shifts. For example, assuming θm[n] was adopted at time block n, once the agent

decide to maintain the θm[n] at time block n+1, it is supposed to have am[n+1] = µ(s[n+

1]|ωµ[n+1]) = θm[n], and in this manner the element m do not need to be reconfigured.

Unfortunately, the action noise destroys this deterministic relationship and it will cause

am[n+ 1] = µ(s[n+ 1]|ωµ[n+1]) +NOU(0, 0.2), which suggested that the reflective element

m needs to be reconfigured, and configuration overhead is incurred.

Therefore, in order to alleviate the contradiction between configuration overhead and

exploration, a decaying OU noise is selected as the action noise. The strong initial noise

is able to offer a variety of random actions, which can explore the environment efficiently
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at the early stage of the training. With the decaying of the noise power, the agent finally

obtains firm actions and stable convergence at the late training stage. Cooperating with

the aforementioned phase shift threshold, in the late stage of training, the agent can

maintain a fixed phase shift if necessary. Thus, the action with decaying OU noise can

be expressed as

a[n] = µ(s[n]|ωµn) +NOU(0, ξ), ξn = ξ0 → 0, (3.29)

where ξ = ξ0 at the beginning of the training stage and decay with the number of training

episodes.

Remark 2. Action noise is generally regarded as a boost for the RL exploration. How-

ever, for scenarios that need to maintain the state, the action noise is likely to enforce

the agent to change the state, which makes the agent lack the experience of maintaining

the state. Therefore, for the proposed scenario with configuration overhead, the decaying

action noise is employed and the agent is expected to obtain transition of keeping the

state in the late stage of training.

3.4.2.4 Reward Function

Since the optimisation goal is to maximise the throughput, similar to the loss function

employed in DL, the reward function for RL is set to the effective sum data rate of each

block n as

r[n] =

K∑
k=1

R
X
k [n]T. (3.30)

Correspondingly, since no additional rewards are provided for the increase in total

throughput, the discount factor have to be set to 1 to ensure the agent has enough

foresight to maximise long-term benefits.
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3.4.3 Neural Network Structure

Since the actor and critic networks have different inputs, they also have different struc-

tures, and the target network has exactly the same shape as the main network. The actor

network has a similar structure with the DNN employed in the proposed DL algorithm.

The actor network consists of the input layer, BN layer, activation layer(s), another BN

layer, and output layer in turn. As mentioned above, the size of the activation layer

needs to be coordinated with the number of RIS elements. An insufficient number of

neurons in the activation layer will result in a decrease in the fitting effect. On the con-

trary, according to empirical conclusions, extra activation layers will not only increase

the computational complexity, but also lead to a worse fitting effect. On the other hand,

the critic network has a larger scale, trainable parameters, and complexity, since the

critic network has to take both state s[n] and action a[n] as input to evaluate the action

value. Therefore, two BN layers connected to the input layer are still necessary, since

the value of the state and the action may have different sizes.

3.4.4 Complexity Analysis

Since the RL algorithm employs 4 neural networks, it has a higher complexity than the

DL algorithm. Inheriting the semiotics of DL complexity analysis, ωµ represents the

action networks and ωQ denotes the critic networks since the target networks have the

same size as the main networks.

• Predicting complexity: For each single action prediction, the complexity only

caused by the actor, which can be calculated as O(
I∑
i=0

ωµi · ω
µ
i+1) following the

same approach as the DL.

• Training complexity: Since both the actor network and the critic network need

to be trained, the most intuitive complexity is caused by the back propagation,

which can be given by O(5ωQb + ωQr + 6 · ωQt +
I∑
i=0

ωQi · ω
Q
i+1) and O(5ωµb + ωµr +
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6 · ωµt +
I∑
i=0

ωµi · ω
µ
i+1). It is also worth to notice that the training process needs

the prediction results from target networks, which can be calculated as O(
I∑
i=0

ωi ·

ωQi+1) +O(
I∑
i=0

ωµi · ω
µ
i+1).

Therefore, the total complexity of the RL algorithm is given by

O(N · e · ((5ωQb + ωQr + 6 · ωQt +

I∑
i=0

2ωQi · ω
Q
i+1)

+(5ωµb + ωµr + 6 · ωµt +

I∑
i=0

2ωµi · ω
µ
i+1))) (3.31)

where e represents the batch size of the RL algorithm. Comparing equation (3.19) and

equation (3.31), when the DNN employed in the DL approach has the same size as

the action network in the RL approach, the RL algorithm has a significantly higher

complexity.

3.5 Numerical Results and Analysis

This section presents the numerical results obtained by the developed RL and DL algo-

rithms to optimise the RIS’s phase shifts with configuration overhead, aiming to compare

and analyze their advantages, disadvantages, and strategic features.

3.5.1 Parameters Settings

To ensure a fair comparison of the convergence behavior, the ’Adam’ optimiser is employed

for both algorithms to train parameters for neural networks since it has high-efficiency

gradient descent strategy [144]. However, two algorithms are not likely to have the same

optimal parameter setting, thus, in order to ensure the performance of the algorithms,

different empirical optimal neural network sizes and learning rates are set in the RL

and DL algorithms. For the DL algorithm, the learning rate is set to be exponentially
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Table 3-A: Simulation Parameters
Parameter Description Value Parameter Description Value

fc carrier frequency 2GHz K number of users 4

Tn Fading block length 1ms T0 Time overhead per element 0.03ms

Buk bandwidth 1 MHz Pmax maximum transmitting power 26 dBm

da,r AP to RIS distance 300 m σ noise power density -55 dBm/MHz

ρ0 path loss at the reference distance −30 d0 reference distance 1 m

αAU path loss exponent, AP-users 3.5 αAR path loss exponent, AP-RIS 2.2

αRU path loss exponent, RIS-users 2.2 KAR,KRU Rician factors 3dB

α learning rate 3× 10−4 γ discount factor 1

e batch size 32 samples τ target update rate 0.002

u tile size 4 elements λ regularization weight 0.001

decayed starting from 0.001, and for the RL algorithm, both the actor and the critic

learning rate are assigned as 0.0003. On the other hand, neural networks follow the

aforementioned stature and each neural network contains one activation layer, where

the scale of the activation layer is in a range of 64-512, depending on the element num-

ber of the RIS and the user number. Although training neural networks of this scale

is completely affordable for a communication system, the parameter number of neural

networks required by the RL algorithm is larger, which can lead to further complexity.

The value of T0 is determined by the experiment in [129], where a reasonable range is in

[0.06, 0.015](ms), and two representative values 0.1 and 0.03 is used in this simulation.

The rest of the default parameters in this simulation are listed in Table 3-A. 6

3.5.2 Convergence and Optimality

Fig. 3.5 demonstrates the convergence of the proposed RL and DL algorithms. Following

the aforementioned system model, the AP-RIS link and RIS-users links are assumed to

have a Ricain fading channel and AP-users links follow the Rayleigh channel. At the

6In this thesis, the parameters of the simulation are generally selected according to the 3GPP standard,
common values found in other references, or our empirical optimum. Specifically, the parameters of
communication systems, such as the path loss, maximum transmit power, etc. are derived from the
standards [145] mentioned in the channel model; other parameters, such as center frequency, bandwidth,
number of users, Rice factor, etc., are selected according to the commonly used values in reference
materials; finally, machine learning The parameters of the agent, such as learning rate, bench size,
exploration rate, etc., are selected based on the empirical optimum figured out in other works (e.g.
[146]) or the simulation.
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(a) RL/DL optimised throughput under Rician channels for AP-RIS and
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(b) RL/DL optimised throughput under Rayleigh channels for AP-RIS and
RIS-user links.

Figure 3.5: RL/DL performance under different channel conditions.

early episodes of the training, the DL approach earns a larger throughput compared with

the RL algorithm, since the large action noise in early training compels the RL agent

to configure elements to random phase shifts. Two key phenomena can be captured by

observing the curves. Firstly, although both algorithms can converge with proper param-

eter settings, DL has a notable convergence advantage, i.e., DL can converge within 30
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episodes while RL requires a considerable long period to converge since the RL algorithm

requires a repetitive exploration process and large action noise. Meanwhile, in the later

episodes, both algorithms achieve comparable performance. Moreover, it can be seen

that the average NOMA gain reached about 42% compared to the OMA scheme, which

illustrates that the NOMA scheme has compatibility with the RIS-assisted networks. In

contrast, since there is a possibility that the LoS paths of the AP-RIS and RIS-user

links are blocked, and then the RIS may lose the Rician channel. Fig. 3.5(b) depicts

the obtained performance by the DL and RL algorithms for Rayleigh channel models.

As illustrated, the DL approach still maintains a conspicuous convergence advantage for

both NOMA and OMA schemes.

The optimality of the DL algorithm mainly depends on the fitting accuracy of the

DNN and the distribution of the training data. On the other hand, the optimality of DRL

is also plagued by local optimisation and DNNs’ fitting performance [147]. The fitting

performance of DNN is closely related to the size and structure of the DNNs. Therefore,

for the proposed DL and RL algorithms, their empirically optimal neural network layout

is adopted in the simulation. Assuming that all DNNs have perfect fitting functions and

unlimited training time, DRL theoretically has the possibility of obtaining the global

optimal solution [148]. However, in a finite training process, the optimality of DRL is

mainly limited by the action policy and local optimisation. Therefore, the optimality of

the proposed DL and RL algorithms is evaluated by comparing their achieved sum rate

under different channel conditions. In Fig. 3.5(b), the achieved long-term throughput of

DL is slightly inferior to the RL approach. The reason behind this can be explained as

follows. The phase of the signal over each channel block becomes poignantly random due

to the loss of the LoS path. Therefore, the RL algorithm with exploration examples is

likely to recognize more different states, and then to determine whether worth adjusting

the phase shifts of the elements and what the optimal phase shift to be configured.

Therefore, a moderate optimality advantage of the RL algorithm can be detected in the

Rician channel.
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Figure 3.6: RL/DL performance under different channel conditions.

3.5.3 Impact of the Overhead and Elements Number

Fig. 3.6 presents the achieved throughput performance of DL and RL with different

time consumption T0 for configuring one element in NOMA scenario. In particular, T0

is set to 0, 0.03T, and 0.1T . For the case of T0 = 0, it means that the time overhead
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for configuration is not considered. In the case of Rician channels (i.e., Fig. 3.6(a)),

the increase of the time overhead only causes a slight drop in the achieved throughput.

Under the Rician channel hypothesis, the optimal RIS phase shifts are which conforms to

the maximization of the main propagation path, thus, the change of overhead only has an

impact on the performance during the convergence process7. However, the DL strategy

is not preferable for the Rayleigh channel (or Rician channel with a small Rician factor)

since the randomness of the channel is grim, so that the strategy of sticking to a fixed

phase shifts for the RIS can no longer well-match the channel blocks. Therefore, the DL

algorithm achieves deficient performance in the Rayleigh channel. Another reality that

can be revealed is that the configuration overhead in a channel with larger randomness

can lead to a graver impact on the throughput. In the inferior channel, the agent can

only choose between two problems, suffer from the loss of transmission time caused by

the configuration overhead or give up matching the channel. Finally, when the Rayleigh

channel is invoked, the RL agent may choose to unwisely adjust the elements, even if it

bears the throughput degeneration caused by the configuration overhead, and the reason

for this phenomenon is revealed in Remark 2. Even if the RL agent takes firm action,

the inherent disadvantage of exploration makes it inferior to DL in terms of averting

configuration overhead. In fact, the performance achieved by the RL agent for T0 = 0.1

is a local optimum, since logically maintaining certain phase shifts is likely to be the

optimal solution when the configuration overhead is significant. Undeniably, assuming

the training process is infinite, which means that all actions and states are traversed,

the RL agent has the ability to obtain solutions that are equivalent to the DL agent.

However, in practice, system cannot afford unlimited training time for intelligent agents,

and thus the advantage of the DL algorithm in the Rayleigh channel exists.

Fig. 3.7 shows the achieved throughput versus the maximum allowed transmit power

for different numbers of RIS elements, where a Rician channel and the NOMA scheme

are invoked. It can be observed that for both DL and RL algorithms, the obtained

7For ease of the simulation, any phase change less than 2 degrees is ignored, which suggested elements
will only be adjusted when the shift range is greater than 2 degrees.
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Figure 3.7: RL/DL performance over transmitting power with different ele-
ments number in Rician channel (NOMA).

throughput increases with the increase of N and pmax due to a higher reflecting array

gain and a higher transmitting signal strength. From an algorithm perspective, the

results illustrate that when the Rician channel is obtained, the RL and DL methods can

achieve equal throughput without being affected by the number of the RIS elements.

3.5.4 Configuration Strategies

In order to further demonstrate the configuration of RIS elements and explore the strate-

gies heterogeneity between the agents, the number of the precision configured elements

number per episode is displayed in Fig. 3.8. It can be observed that even though the two

algorithms have achieved similar throughput, they adopted different strategies. Regard-

less of the value of T0, DL has a consistent strategy to converge to the optimal phase shifts

and maintain them. The configuration tendency of the elements is completely consistent

with the tendency of the throughput displayed in Fig. 3.6(a). During the early training

process (before convergence), as depicted in Fig. 3.8, the DL agent continuously changes

phase shifts over each fading block, and in this period it suffers from significant configu-
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Figure 3.8: Configuration stratagem of DL/RL algorithm.

ration overhead. After the DL algorithm converges, the phase shift would converge and

stick to the optimum, and the agent does not need to suffer from the configuration over-

head. Since the optimal phase shifts are obtained by the agent trained by all fading block

samples, in the Rician channel with less randomness, the optimal phase obtained by the

DL algorithm has an excellent performance. It is interesting and worth noting that the

RL agent has shown greater flexibility and it adopts inconsistent strategies in the case of

different values of the configuration overhead. In the case of T0 = 0.03, which could be a

tolerable overhead, the well-trained RL agent chooses to bear the overhead and adjust a

part of elements, though it is not frequently. However, when the configuration overheads

are eloquent, for example T0 = 0.1, the RL agent presents the same strategy as the DL

agent. Therefore, the RL approach has preponderance in terms of strategic diversity.

The RL algorithm has this feature since it formulates the states during a transmission

period (episode) into the Markov decision process model, and can predict the change

of the state by each action. However, the proposed DL algorithm does not have the

capability of a similar long-term planning, prediction, and memory functions. However,

it is worth considering that ’flexible strategy’ does not necessarily result in better overall

performance as demonstrated in Fig. 3.6.



Chapter 3. Passive Beamforming with configuration overhead 62

0 50 100 150 200 250
Episode

0

10

20

30

40

50

60

70

80

Av
er
ag
e 
Th
ro
ug

hp
ut
 (M

b)

RIS gain

RIS beamforming gain

decoding order gain

OMA RL
NOMA RL
NOMA random theta 
NOMA no RIS 
NOMA fixed decoding order

Figure 3.9: Throughput gain of the RIS, NOMA, decoding order, and phase
shift optimisation.

3.5.5 Source of the Gains

Fig. 3.9 plots the achieved throughput of the cases with incomplete procedures versus

episodes to identify the gain of each technological process. First of all, with the RIS

and the corresponding Rician channel, the case with RIS significantly outperforms the

case without RIS. On the other hand, the phase shifts optimised by machine learning

algorithms can achieve a gain of 95.2%, compared to the case of random configured RIS

phase shifts. It is worth to mention that since the configuration overhead is considered,

the achieved gain not only comes from the optimised phase shifts, but also from the intel-

ligent decision which diminishes the configuration overhead. Although employing RIS

and ML lead to an increase in the computational complexity and hardware cost of RIS,

the throughput gain is substantial. Another process worth noting is the determination

of the decoding order. Once the decoding order is not in line with the CSI, the NOMA

gain will be severely weakened. The curve achieved by the case with a fixed decoding

order is plotted as a benchmark. About 40% of the NOMA gain is lost, in the case of

incorrect decoding order.
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Table 3-B: Performance Summary
Algorithm Throughput(Rician/Rayleigh) Convergence Complexity Strategic diversity Overhead Resistance

DL Equivalence/Inferior Ascendant Ascendant Inferior Ascendant

RL Equivalence/Ascendant Inferior Inferior Ascendant Inferior

3.5.6 Performance Summary

The aforementioned analysis and simulation compared the pros and cons of the DL and

RL methods from multiple aspects. In summary, the DL algorithm can avoid the detri-

ment caused by the configuration overhead by virtue of the optimal phase shifts obtained

by training. However, this stubborn strategy can result in performance degradation in

the Rayleigh channel. On the contrary, the RL algorithm has a flexible strategy, which

can be customised according to the extend of the configuration overhead, but the price

is the significantly higher complexity and the lengthy training process. Therefore, once

the RIS has the opportunity to obtain the Rician channel during the service period, the

DL algorithm can be a preferable choice.

3.6 Summary

In this chapter, a RIS-assisted NOMA network model was studied, in which the time

overhead of configuring the reflective elements of the RIS is taken into account. To

solve the tradeoff problem caused by the configuration overhead, an ETDL algorithm

(DL) and an EA-DDPG algorithm (RL) were proposed for the formulated throughput

maximization problem and their performances were comprehensively investigated and

compared in the simulation. The simulation results first revealed that the NOMA scheme

achieved considerable gains compared to the OMA scheme in a variety of cases. From the

perspective of algorithm performance, DL and RL algorithms achieved approximately

equivalent overall performances but with their own decision-making characteristics. The

DL algorithm can fast converge to a proper phase shift and remain fixed, thus, its

performance was less affected by the RIS configuration overhead. On the contrary, RL
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is able to intelligently choose countermeasures based on the severity of the configuration

overhead. Thanks to the flexible strategy, the RL algorithm had the opportunity to

adapt to the Rayleigh channel and achieve higher gain. In terms of complexity, RL has

significantly higher complexity and storage space, since extra DNNs are employed. As

a summary, the RL algorithm is more adaptable for complex and fickle communication

scenarios. Note that only single-antenna transmission is considered in this chapter,

the investigation of multiple-antenna transmission, i.e., the overhead-dependent joint

beamforming optimisation, is an interesting but challenging research topic in the future.



Chapter 4

Flexible Deployment of

Reconfigurable Intelligent

Surfaces

This chapter describes a novel framework of mobile RISs-enhanced indoor wireless net-

works, where a RIS mounted on a robot is invoked to enable mobility of the RIS and

enhance the service quality for mobile users. It is worth noting that RIS is an attached

component on the robot, and these carrier robots can have other functions. It is also

possible to add RIS panels to existing service robots, such as sweeping robots, robot

guider in shopping malls, etc. This implementation does not cause considerable cost on

resources, which only need to instal a light panel on the robot. To optimise the sum rate

of all users, an FL enhanced DDPG algorithm is proposed to optimise the deployment

and phase shifts of the mobile RIS as well as the power allocation policy.

65
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4.1 Flexible Deployments of RISs

One of the main factors that RISs can provide noticeable gain is that they can provide

further possible line-of-sight (LoS) paths for users who do not originally have an LoS path

[24]. However, in most existing research contributions, RISs are assumed to be fixed on

a wall or other bearing, and the rigid deployment may prevent RIS from obtaining LoS

paths and optimal channel enhancement, especially in an environment with obstructions.

In an effort to complement this defect, a mobile RIS scheme in which RISs are mounted

on intelligent robots is proposed to achieve flexible deployment.

To maximise the data rate gain of empowering mobility to RISs, how to plan proper

dynamic deployments for mobile RISs is a problem worth exploring. Since users are

considered as moving as well, the optimisation problem is highly dynamic, and the joint

optimisation problem of movements and phase shifts of RISs is an emerging problem

worth exploring. In addition, since obstacles that hinder the movement of RISs and shield

LoS paths are likely to have irregular and non-analytic shapes, this also raises challenges

for conventional optimisation approaches. In contrast to convex optimisation, DRL is

considered to be a more competent methodology for dynamic optimisation problems since

DRL is able to recognize the current state of the environment [18, 19]. Meanwhile, since

multiple mobile RISs can be deployed in different cells, FL is employed to strengthen

their training efficiency and effectiveness for the proposed multi-cell multi-agent scenario

[21]. FL arouses the interest of researchers as a distributed learning framework since it

can effectively utilize computational resources [22] with a protection of user privacy [23].

Especially for the DRL algorithm, FL can improve training efficiency and learning effect,

since agents can explore the environments simultaneously and their knowledge can be

transferred to each other through a global neural networks model. Therefore, a DRL

algorithm with a framework of FL is proposed, namely the FL-DDPG algorithm to

jointly optimise the passive beamforming, dynamic deployment of RISs, and the power

allocation for NOMA users.
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4.2 System Model

This section first describe assumptions and system model of the proposed mobile RISs

enhanced wireless networks in subsection 4.2.1. The layout modeling method of the

indoor environment and the propagation model are illustrated in subsection 4.2.2 and

subsection 4.2.3, respectively. The signal models of both OMA and NOMA scheme

are illustrated in subsection 4.2.4. At last, the optimisation problem is formulated in

subsection 4.2.5.

4.2.1 System Description and Assumption

An indoor downlink multiple-input and single-output (MISO) scenario is considered,

where RISs are employed and each RIS is carried by a robot to enhance indoor propaga-

tion for a wireless access point (AP) to serve users in the room as illustrated in Fig. 4.1.

The served building is assumed having multiple floors or rooms, denoting each of them as

a cell, and each cell is configured with an AP. In order to relieve the interference between

each floor, a spectrum strategy that similar to what is adapted in the cellular networks

is employed to diminish adjacent cell interference. The frequency band of the system

is divided into at least two, and then adjacent floors can use different frequency bands.

For example, if the frequency band is divided into two, odd-numbered floors can occupy

the same frequency band, and even-numbered floors have to apply the other frequency

band. Since the floors using the same frequency band are guaranteed to have a sufficient

spatial distance and the signal is obstructed by ceilings, so that the interference between

APs can be reduced to a negligible level.

Each floor of the building is assumed to have a similar architectural structure and

layout, which is common in office buildings or flats. For each cell, the AP is equipped

with M antenna, while each user only has a single antenna. The RIS is armed with N

reflecting elements, which can provide concatenated LoS propagation for the transmitter

and receivers by reflecting and reconfiguring the signals. Multiple users are considered
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Figure 4.1: System model of NOMA enhanced mobile RIS

in the room and they follow independent random movements [149]. Since users are

constantly roaming, in order to maximise the channel gain, the robot carried RISs have

to be deployed opportunely according to the real-time user distribution. The robot

operates on the floor and the RIS is set at a fixed height on the robot, as a result the

altitude of RIS is considered as a constant. In order to ensure safe operations, the robot

cannot cross or collide with any obstacles, it also has to be guaranteed that the RIS will

not collide with people.

Remark 3. The fixed-position RIS is likely to encounter blind spots when it is employed

in indoor scenarios since furniture and room structures form a complex sheltered envi-

ronment. Whether the RIS is mounted on the wall or ceiling, the LoS blind zone may

be caused by girders, pillars, or chandeliers, and users in the blind zone can only get the

NLoS channel. On the contrary, the RIS mounted on the robot can be deployed timely

according to the user’s location, which can improve the probability of LoS propagation for

users.
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In this model, the set of APs is denoted as u ∈ U = {1, 2, 3...U}, and the set of

users associated with AP u is denoted as ku ∈ Ku = {1, 2, 3...Ku}. Users have to

be associated with the AP on the same floor and the RISs employed are denoted as

r ∈ R = {1, 2, 3...R}. For a clear expression, the AP, RIS, and the agent employed in the

same cell are defaulted to have a corresponding order, for instance, if the AP order is

u = 1, the RIS working with u is r = 1. To express the concatenated propagation caused

by RIS, the channel matrix of the link between AP and RIS is denoted as hu,r ∈ CM×N ,

and the links of the r-th RIS to users are denoted as hr,k ∈ CN×1. On the other hand,

users can also receive the signal via the direct link (AP to user link). Thus, the channel

between AP u and user k can be denoted as h ∈ CM×1.

The passive beamforming of RISs is considered as one of the main optimisation vari-

ables. The phase shift matrix of the RIS is denoted as Θr = diag[β1e
jθ1...βne

jθn ...βNe
jθN ],

where βn represents the amplitude of complex reflection coefficient and θn ∈ [0, 2π) rep-

resents the phase shift. On the contrary, since the main research scope of this chapter

is the joint optimisation of the deployment and passive beamforming of RIS, the active

beamforming at the AP side is solved by a conventional zero-forcing beamforming [150].

4.2.2 Interior Layout Modeling

Prior to discussing indoor propagation and RISs’ deployments, it is necessary to establish

an interior layout model. With the assistance of the layout model, it would be able to

determine whether there is LoS path between any two points in the indoor environment,

which is one of the key knowledge for RISs to obtain significant channel gains.

In order to accurately represent the outline of the furniture, a number of fictitious

bricks are engaged to construct the layout model instead of simple columns. For example,

a digitized layout model for the office is shown in the lower left corner of Fig. 4.1. Please

note that theoretically this modeling method can describe any shape or object, but it will

lead to a rise of computational complexity since each virtual brick has to be traversed
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to determine whether it occludes the LoS path.

4.2.3 Propagation Model

In order to simulate the indoor propagation, the statistical prorogation model is not

preferred since there is only a close range for indoor transmission distance (in metres)

and a deterministic propagation model is more conducive to precise planning the path

of the carrier robot. Thus, the aforementioned interior layout model and the indoor

propagation model proposed by ITU recommendation [145] are adopted to obtain a

deterministic indoor propagation model.

A propagation model including path loss and small-scale fading is considered, which

can be express as

Luku(d) = Luku(d)− 10 log10 h
u
ku , (4.1)

where huku denotes the Rician fading and Luku(d) represents the pass loss described in [145,

151]. With the aid of interior layout model and intersection detection [152], the LoS state

of a link can be calculated. Then we can obtain deterministic pass loss

Luku(d) =


LLoS(d), if LoS,

LNLoS(d, n), if NLoS.

(4.2)

For the NLoS link, the path loss can be calculated as

LNLoS(d, n) = L0 +N log10 d+ Lf (n), (4.3)

where variable d represents the separation distance between the transmitter and the

receiver and n represents the the number of completely blocked obstacles, determined

by the number of the walls or floors. N denotes the distance power loss coefficient, as
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suggested in [145], N = 25.5 is chosen for the proposed office scenario. The parameter f

represents the carrier frequency in MHz. Please note that although discrepant frequency

bands are invoked on adjacent floors, these center frequencies have to be adjacent to

avoid the heterogeneity in transmission characteristics.

The term L0 represents the basic transmission loss that can be calculated as

L0 = 20 log10 f − 28, (4.4)

and

Lf (n) = 15 + 4(n− 1). (4.5)

The path loss for the LoS link can be calculated as

LLoS(d) = 16.9 log10 d− 27.2 + 20 log10 f. (4.6)

4.2.4 Signal Model

4.2.4.1 OMA Scheme

In each cell, an FDMA scheme is adopted and some users utilize the same frequency

band by invoking ZF beamforming to eliminate interference. The pre-coded transmitting

signal from AP u can be expressed as

xu(t) =

Ku∑
ku=1

√
P uku(t)guku(t)suku(t), (4.7)

where suku(t) represents the data symbol sequence from AP u to user ku and P uku(t) is

the allocated power for user ku. guku ∈ CM×1 represents the active beamforming vector.
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Thus, the received signal at user k can be calculated as

yku =(hu,ku + hr,kuΘrHu,r)

Ku∑
ku=1

√
P ukug

u
kus

u
ku+n0, (4.8)

where n0 denotes the additive white Gaussian noise (AWGN)1. As aforementioned, the

active beamforming matrix guju is derived by a ZF approach to mitigate the interferences.

For a given user ku and interference user ju the normalized pre-coding matrix of can be

calculated as 
(hu,ku + hr,kuΘrHu,r)g

u
ku

= 1,

(hu,ju + hr,juΘrHu,r)g
u
ku

= 0, ju 6= ku.

(4.9)

We denote the ZF pre-coding matrix of AP u as Gu = [gu1 , ...g
u
ku
, ...guKu

]. If we

denote the channel response as matrix, where Hu,ku = [hu,1, ...,hu,Ku ], and Hr,ku =

[hr,1, ...,hr,Ku ]. As a result, the direct channel and the concatenated channel can be

regarded as an overall channel response as Hu = Hu,ku +Hr,kuΘrHu,r. Thus, the pre-

coding matrix Gu can be calculated as the pseudo-inverse of overall channel response

following Gu = Hu(Hu
HHu)

−1
.

Therefore, based on (4.8) the SINR for user k can be calculated as

γku =
|(hu,ku + hr,kuΘrHu,r)g

u
ku

√
P uku |

2

|(hu,ku + hr,kuΘrHu,r)
∑

ju 6=ku
guju

√
P uju |2 +σ2

, (4.10)

where σ2 is the average power of the AWGN 2. Consequently, the data rate of user ku

at time t can be calculated as

Ruku = Bku log 2 (1 + γku) , (4.11)

1For brevity of the express, the path loss Luku(t) is implicitly included in hu,ku and the time symbol
(t) is omitted in the subsequent equation to achieve a concise expression.

2If the multiple access approach is assumed to be ideally orthogonal, the inter-user interference can
be considered as zero.
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where Bku represents the bandwidth allocated to user k served by AP u.

4.2.4.2 NOMA Scheme

Contrary to the OMA scheme, the NOMA technique allows multiple users to form a

cluster and utilize the same frequency band simultaneously. Hence, for each user cluster

v ∈ V = (1, 2...V ), and we denotes the users in cluster v as kv. We also assume that

the maximum callable power of each cluster is the same, and the transmitted signal for

cluster v can be expressed as

xv =

Kv∑
kv=1

√
P ukv(t)s

u
kv(t), (4.12)

and then the transmitting signal of AP can be expressed as

xu =
V∑
v=1

guv

Kv∑
kv=1

√
P ukv(t)s

u
kv(t), (4.13)

where guv represents the ZF pre-coding matrix. Therefore, the received signal of user k

in the NOMA cluster v served by AP u can be expressed as

ykv =(hu,kv + hr,kvΘrHu,r)g
u
vx

u
kv + (hu,kv + hr,kvΘrHu,r)g

u
v

Kv∑
jv>kv

xvjv︸ ︷︷ ︸
intra-cluster interference

+

(hu,kv + hr,kvΘrHu,r)
V∑

v=1,v6=v
guvx

v

︸ ︷︷ ︸
inter-cluster interference

+n0, (4.14)

which include the desired signal (hu,kv + hr,kvΘrhu,r)g
u
vx

u
kv

of user kv, the intra-cluster

interference, and the inter-cluster interference received by user kv.

In order to obtain comparable results, the same ZF beamforming is also invoked at

the NOMA AP to partially eliminate inter-cluster interference. Similar with the OMA
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case, the pre-coding for NOMA can be expressed as


(hu,kv + hr,kvΘrHu,r)g

u
v = 1,

(hu,kv + hr,vΘrHu,r)g
u
v = 0, v 6= v.

(4.15)

The derivation process of the pre coding matrix for NOMA is the same as the OMA

scheme, thus we can also obtain it as

Gu
v = Hu,v(Hu,v

HHu,v)
−1
. (4.16)

where Hu,v represents the overall fading matrix for NOMA clusters. It can be observed

in (4.13) that instead of design beamforming for each individual user in the OMA scheme,

a beam in the NOMA system is designed for a NOMA cluster. However, users in the

same NOMA cluster also have a probability to own different CSI, and ZF beamforming

cannot perfectly eliminate inter-cluster interference for all users. For example, assuming

users jv and iv are in the same cluster v with channel (hu,jv + hr,jvΘrHu,r) 6= (hu,iv +

hr,ivΘrHu,r). According to (4.15) we have (hu,jv + hr,jvΘrHu,r)g
u
kv

= 0 and it is easy

to figure out (hu,iv + hr,ivΘrHu,r)g
u
kv
6= 0, which suggests the inter-cluster interference

cannot be removed completely at user jv. Given the background that ZF beamforming

can only remove inter cluster interference for a part of user, the user with the highest

equivalent channel gain3 in each cluster is selected as representative jv to determine the

ZF beamforming vector for the cluster. Therefore, the inter-cluster interference can be

eliminated at the strongest user in each cluster but weaker users still have to suffer.

A portion of intra-cluster interference can be eliminated by SIC and the intra-cluster

interference for each user can be calculated with a given decoding order. Since users and

RISs keep moving, the channel quality will be changing, so a dynamic decoding order

has to be determined in each time slot. For the convenience of presentation, we assume

3For convenience of expression, we call the user with the highest equivalent channel gain in each
cluster as the strongest user.
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that users in NOMA cluster v have a consistent numbering order with channel quality

at time t, where user K is the strongest user. Consider user jv and kv at time t have

relationship described as

| (hu,jv + hr,jvΘrHu,r)g
u
v |2

V∑
v=1,v6=v

| (hu,jv + hr,jvΘrHu,r)guv |2 +σ2

>
| (hu,kv + hr,kvΘrHu,r)g

u
v |2

V∑
v=1,v 6=v

| (hu,kv + hr,kvΘrHu,r)guv |2 +σ2

.

(4.17)

According to the SIC principle, user jv can adopt the SIC to remove the signal for

user kv in prior of decoding the signal for itself [153]. Thus, rewriting (4.17) in to

a concise shape as Ωu
jv
> Ωu

kv
, where Ωu

kv
=

|(hu,kv+hr,kvΘrHu,r)guv |2
V∑

v=1,v 6=v
|(hu,kv+hr,kvΘrHu,r)guv |2+σ2

, Ωu
jv

=

|(hu,jv+hr,jvΘrHu,r)guv |2
V∑

v=1,v 6=v
|(hu,jv+hr,jvΘrHu,r)guv |2+σ2

, and then the decoding order can be denote as Ωu
jv
>

Ωu
kv
, jv > kv.

Therefore, with a correct decoding order, the received SINR for user kv in the NOMA

network can be calculated by

γukv =
| (hu,kv + hr,kvΘrHu,r)g

u
v

√
P ukvs

u
kv
|2

| (hu,kv + hr,kvΘrHu,r)guv
Kv∑

jv=kv+1

√
P ujvs

u
jv
|2 + | (hu,ku + hr,kuΘrHu,r)

V∑
v=1,v6=v

guvxv |2 +σ2

.

(4.18)

At last, the data rate of user kv served by AP u can be calculated as

Rukv = Bu
kv log 2

(
1 + γukv

)
. (4.19)

4.2.5 Problem Formulation

This chapter aims to maximise the sum data rate of users by jointly optimising robot-

mounted RISs’ deployment Dr = {Dr(1), Dr(2), ...Dr(t)...}, r ∈ R, and the phase shift
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for all reflecting element Θr = {Θr(1),Θr(2), ...Θr(t)...}, r ∈ R of the mobile RIS, where

Dr(t) = [xr(t), yr(t), zr(t)] represents the position of mobile RIS r at time t. Meanwhile,

since APs need to collaborate with RISs, the corresponding power allocation policy

Pr = {P u(1), P u(2), ...P u(t)}, u ∈ U. Thus, the optimisation problem can be formulated

as

max
Dr,Pr,Θr

Ku∑
ku=1

U∑
u=1

Rku , (4.20a)

s.t. xmin ≤ xr(t) ≤ xmax,∀r, ∀t,

ymin ≤ yr(t) ≤ ymax,∀r, ∀t, (4.20b)∑
kv∈Kv

P ukv(t) ≤ P
u
vmax, ∀t,∀v,∀u, (4.20c)

kuv (t) < juv (t), ∀(k, j), ∀t,∀k, ∀u, (4.20d)

R(t) ≥ RQoS,∀t,∀k, ∀u, (4.20e)

where constraint (4.20b) ensures that the mobile RISs have to be deployed in the

appointed room, since once a mobile RIS is moved to other areas, it may cause unex-

pected interference especially when multiple RISs are deployed in the same room. Con-

straint (4.20c) is a power constraint that the total power allocated to users in a cluster

cannot exceed the maximum power that the cluster is authorized to invoke while in the

OMA scheme a signal user can be regarded as a cluster. It is worth noting that the power

constraint is for the AP side instead of the RIS, and the energy consumption of the robot

is not count in this constraint. Constraint (4.20d) is introduced to ensure that the user

ordering and decoding order can be performed correctly in each NOMA cluster. Finally,

taking into account the fairness of users, constraint (4.20e) represents the data rate of

each user at any time t is guaranteed to meet the minimum rate of QoS requirement. As

mentioned above, the predicament of the optimisation is that the formulated problem is

dynamic, non-convex [154] and the obstructive environment is non-functional. It is worth

mentioning that the phase shift optimisation in the NOMA scenario not only provides

channel enhancement for users, but the channel modification has to be NOMA-friendly
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as well to take care of user fairness. Therefore, a DRL algorithm is invoked to solve the

formulated problem.

4.3 Federated Learning Model

Subsection 4.3.1 elaborates on the role and superiority of invoking FL to coordinate

multiple agents and prove that there is a theoretical gain in FL-DRL framework. In

subsection 4.3.2, an FL model with local training is proposed to serve multiple cell

networks.

4.3.1 Enhancing DRL by FL

Federated learning is competent to be invoked for optimising the proposed communi-

cation model. As aforementioned, the proposed indoor network composed of APs has

cellular characteristics to extend, and independent agents served in each cell have great

common functions and attributes. For example, the pursuit of service quality, the equip-

ment of RISs and the propagation characteristics of signals in each cell are equal, which

constitutes the cornerstone of adopting the FL framework.

In addition to advantages mentioned in Chapter 2, DRL algorithms are specifically

suitable to be applied in the FL framework. The learning process of RL comes from

continuously interacting with the environment and exploring different states and actions.

However, the exploration of the environment is not likely to exhaust all states though

the action policy contains random actions or noise [155, 156], which leads to the global

optimum may not being discovered. In particular, the proposed communication scenarios

and indoor layouts have high complexity, impelling the efficient and sufficient exploration

to be a problem. Therefore, the training effect of DRL is determined by whether the agent

has sufficient exploration and experience, fortunately, the participation of FL is helpful to

reveal more different states since multi-agents are investigating the environment, which
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allows the environment to be explored more sufficiently.

Remark 4. When the environments explored by the DRL agents have similarities and

the state transitions have not been traversed by agents, the FL framework can provide

potential gains than independent training scheme since it is likely to obtain more suffi-

cient environmental knowledge.

Therefore, the FL scheme has more expected gain than independent agents until

all state transitions have been traversed by agents. Furthermore, the global model can

also greatly enriches the experience diversity since each agent has different initialization

and pseudorandom. In summary, by establishing a global model and exchanging neural

network parameters, agents located on different floors or cells can learn from each other’s

experiences. The introduction of FL can improve the training efficiency and effect of DRL

algorithms and the gain is also validated by the simulation results in Section 4.5.

4.3.2 FL Model for DRL

The proposed FL framework adopts decentralized training and uses federated averaging

to generate a global model. The operation process can be divided into three parts: local

training, updating global model, and downloading global model, which is illustrated in

Fig. 4.2.

• Local training: Each local agent set up their local model ωut and uses its own

computing resources to train the local model, where t represents the time and u

represents the agent number. Local neural network models have random initializa-

tion to increase the diversity of exploration at early training.

• Global model update: After a period of training interval FG, the parameters of

the global model ωGt can be upgraded by averaging the parameters of each local
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model, which can be express as

ωGt =
1

U

U∑
u=0

ωut . (4.21)

• Local model update: After the global model is updated, each agent downloads the

global model and then updates the local model according to the global model.

ωut = ωGt ,∀u. (4.22)

After the updating is complete, the new model can be used for the next round of

local training.

In user-based federated learning models, edge devices, such as mobile phones, play the

role of agents. Consequently, federated learning needs to upload and download models

over wireless channels, which incurs spectral overhead. In the proposed model, since there

is a wired connection between the controller (agent) and the AP, no spectral overhead

is required for model transmission.

4.4 FL-DDPG executed optimisation for Mobile RISs

With the aforementioned FL framework, this section details the FL enhanced DDPG

algorithm to optimise the deployment, phase shifts of RISs, and the power allocation for

users. The algorithm training and decision flow is explained in subsection 4.4.1. As a

DRL approach, the specific state space and action space design for mobile RIS scenario is

presented in subsection 4.4.2, and the adaptive neural network structure is introduced in

subsection 4.4.3. Furthermore, subsection 4.4.4 analyses the convergence and complexity

of the FL-DDPG algorithm.



Chapter 4. Flexible Deployment of Reconfigurable Intelligent Surfaces 80

Agent N

Agent 1

Agent N

Agent 1

Agent N

Agent 1

Global model

Figure 4.2: Federated learning enhanced indoor mobile RIS networks

4.4.1 FL-DDPG Algorithm and Training

An FL-DDPG algorithm is proposed to jointly optimise deployments, phase shifts of

mobile RIS and the corresponding power allocation policy for users in each cell. Addi-

tionally, several improvements are implemented on the original DDPG algorithm [141],

such as decaying OU noise and adaptive neural network structure to adapt the algorithm

into the proposed communication scenarios. Each local agent is assumed to be deployed

within the AP and it can control the actions of the RIS and the carrier robot via the

control channel. Due to the actor-critic structure, four neural networks are used in the

DDPG agent, namely the actor network µ, the critic network Q, the actor target network

µ′ and the critic target network Q′. Once observing the environment state st, the actor

network calculates the action at and then it will be executed. After the action is exe-

cuted, the state will be changed to st+1, and the reward rt will be calculated according
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to the data rate Rt and QoS requirement threshold. The detailed update flow of a single

DDPG agent is presented in Fig. 4.3.

In order to train the agent efficiently, decaying OU noise is adopted in the training

process

at = µ(st|ωµt ) +N(0, ξt), ξt = ξ0 → 0, ξ0 ∈ [1, 0), (4.23)

where ωµt represents the parameters of neural network µ and ξt denotes the scale of the

OU noise. The OU action noise can drive the agent to explore further diversely compare

to the Gaussian noise [143], and decreasing noise can improve exploration efficiency

without loss of convergence. On the other hand, memory replay technology is adopted

in the model. The agent record and store the transition (st,at, rt, st+1) for each step into

a replay memory buffer and randomly sample experiences at each step and train neural

networks according to the samples. For single sample at each step, the actor network can

be updated according to the policy gradient. Assuming the minibatch has e transition

samples, the policy gradient can be calculated as

∇ωµJ =
1

e

∑
e

∇aQ(st=e,at=e|ωQ)∇µωµ(st=e|ωµ). (4.24)

The critic network is in charge of evaluating the action value (Q-value) of the action

taken actions taken in a certain state, which is similar as the Q-learning and deep Q-

network (DQN) algorithms. A Q-value with a concern of long-term reward is defined by

the Bellman equation

Q(st,at) = rt(st,at) + βmaxQ(st+1,at+1). (4.25)

In order to accurately estimate Q-value, the critic network is updated by minimising
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the loss function

Le =
1

e

∑
e

(yt=e −Q(st=e,at=e|ωQ))2, (4.26)

where

yt = rt(st,at) + βQ′(st+1, µ
′(st+1|ωµ

′
)|ωQ′). (4.27)
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Figure 4.3: Flow diagram of the local training in the FL-DDPG algorithm

4.4.2 State, Action and Reward Function

The DDPG algorithm supports continuous state and action space. Therefore, regardless

of movement, phase shifts and power allocation are designed to be continuous to obtain

the accurate action, and the state, action space, and reward function are designed as



Chapter 4. Flexible Deployment of Reconfigurable Intelligent Surfaces 83

Algorithm 3 FL-DDPG algorithm for the sum rate optimisation

1: for each cell u ∈ U do
2: Initialize the environment and determine the neural network specifications based

on the number of RIS elements
3: Initialize the actor network ωµu , critic network ωQu , target actor network ωµ

′
u , target

critic network ωQ
′

u with random parameters
4: for each episode E do
5: if E % FG =0 then
6: Update global model ωµ,µ

′,Q,Q′

G = 1
U

∑U
u=0 ω

µ,µ′,Q,Q′
u

7: Update local models ωµ,µ
′,Q,Q′

u = ωµ,µ
′,Q,Q′

G .
8: end if
9: Reset the environment and initial state

10: for each step in t0 ≤ t ≤ tmax do
11: Observe st according to the radio map
12: Choose a according to action policy and µ(s, ωµt )
13: IRs take action a, observe rt and st+1

14: Record e{st,a, r, st+1}
15: Random sample a batch of transection e from memory buffer
16: Calculate target according to (4.27)
17: Train critic network Q(s, ωQ) with a gradient descent step (4.26)
18: Train actor network µ(s, ωµ) with (4.24)
19: Update the target networks ωµ

′ ← (1− τ)ωµ
′
+ τωµ,ωQ

′ ← (1− τ)ωQ
′
+ τωQ

20: st ← st+1

21: end for
22: Each agent save the network models ωµu , ωQu , ωµ

′
u , ωQ

′
u

23: end for
24: end for

follows.

4.4.2.1 State Space

For a single agent, the state space st contains four components, the RIS location Dr(t)

in time slot t, user location Dku(t), ku ∈ Ku, pass loss for each user Luku(t) and fading

matrixes hu,k,hu,r and hr,k. Thus, the state for time slot t can be noted as

st = {Dr(t), Dku(t), Luku(t), real{hu,k,hu,r,hr,k}, imag{hu,k,hu,r,hr,k}}, ku ∈ Ku.

(4.28)
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Since the elements in fading matrixes are complex numbers, the real and imaginary

parts of each element can be split and input to different nodes. These selected input

carry the necessary information for decision making, while the deployment plan requires

location information, and the optimisation of power allocation and phase shifts is based

on CSI.In addition, since the state is composed of different variable categories, and the

values may be very different (e.g. Value of Dr(t) may be 20 but the values in hu,k may

be 10e − 10). Thus, proper scaling is necessary to avoid some values being neglect by

the DNN.

4.4.2.2 Action Space

The composition of the action space completely corresponds to the three optimisation

parameters, including motion, phase shift and power allocation.

• Deployments: For the deployment, the agent does not calculate the optimal posi-

tion but choosing the next move ∆Dr(t) for the robot at each time slot t. The

proposed approach allows the agent to find the optimal movement at each moment,

with a consideration of long-term reward. However, the method of directly finding

an optimal position will cause the moving path of mobile RIS may not be optimal.

• Phase shifts: The agent calculates the optimal Θr(t) at the current moment for

each element express them in a radian system. The time for rotating the angle of

reflecting elements is neglected.

• Power allocation policy: The agent allocate power P uku(t) to each associated user

ku at each time slot, where the allocated power meets P uku(t) < P umaxku
(t). For

the OMA scenario, P umaxku
(t) = P umax/Ku but in NOMA cases users can have their

own power upper bound while
∑
ku

P umaxku
(t) ≤ P umax/Ku.
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In summary, the action space can be noted as

at = {∆Dr(t),Θ, P uku(t)}, ku ∈ Ku. (4.29)

4.4.2.3 Reward Function

For each cell, in order to maximise the data rate of the system, the reward is set to

be proportional to the sum rate of all users. As mentioned in (4.20e), in order to meet

the user fairness constraint, once the data rate of any user does not meet the QoS

requirements, a penalty has to be imposed. The agent will receive a discounted reward

as in (4.30), where λ is the reduction factor

Rt =


Ru(t), QoS requirement satisfied,

Ru(t)
λ , QoS requirement not satisfied.

(4.30)

4.4.3 Neural Network Structure

The structures of the actor network and the critic network is presented in Fig. 4.4. Two

batch normalization (BN) layers and an activation layer with relu function are employed

in the actor network. The first BN layer is in charge of normalizing input data and the

second BN layer ensures a valid input range for the tanh layer. Since all elements of

fading matrices hu,k,hu,r and hr,k need to be input to the actor network as the basis for

the phase shift optimisation, then the size of the input dimension have to be adaptive

and determined by the number of users and the number of elements in RIS. The size

of the hidden layer should also be adjusted accordingly to the communication system

to achieve a proper fitting effect. The empirical number of the activation layer nodes is

ωrelu = 4MN , where the position input is not counted since it adds a negligible input

dimension. A similar structure is adopted in the critic network. Since the critic network

only needs to output a Q-value, its hidden layers can have a minor size, although the
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Figure 4.4: Neural network structure of the proposed FL-DDPG algorithm

critic network has a larger input dimension.

4.4.4 Convergence and Computational Complexity Analysis

The convergence of the basic Q-learning has been proved in a series of literatures, such

as [157]. However, due to the introduction of neural networks, the convergence of the

DDPG algorithm is no longer guaranteed [141]. In fact, DRL algorithms may fail to

converge under the interference of improper parameters setting. Nevertheless, the pro-

posed FL-DDPG algorithm is capable to converge when a few constraints are met. If the

learning rate, target network update rate and action noise are properly set, FL-DDPG

can converge stably, which can be proved by simulation results displayed in Section 4.5.

The complexity of the FL-DDPG algorithm is determined by the size of the neural

network employed. Since the local training approach is adopted, each agent trains the

neural network by itself, so the complexity of each agent can be denoted as ζu can

be calculated independently and the total complexity of the multi-agent system is ζ =
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ζG+
U∑
u=0

ζu, where ζG represents the complexity caused by the updating and downloading

parameters of the globe model. Note that we assume a perfect model exchange, the error

and complexity caused by communication and positioning are not taken into account.

The action selection for each step is the responsibility of the actor network ωµ, and

the number of nodes in the actor network is denoted as ωµn for normalized nodes, ωµr

for relu nodes and ωµt for ’tanh’ nodes. Thus, the calculations complexity caused by

the node computation is 5 · ωµn + ωµr + 6 · ωµt as suggested in [139]. Further, assuming

the actor network has I layers in total and each layer i has ‖ωµi ‖ nodes, the complexity

required to propagate values between neural nodes and adding bias can be calculated

as
I∑
i=0
‖ωµi ‖ · ‖ω

µ
i+1‖. Then the complexity of actor network for a single step is ζωµ =

5·ωµn +ωµr +6·ωµt +
I∑
i=0
‖ωµi |·‖ω

µ
i+1‖. If the same assumption is applied to the critic network

Q, since the critic network has to train e samples at each step, with the same calculation

method, the complexity of the critic network is ζωQ = e · (5 ·ωQn +ωQr + 6 ·ωQt +
I∑
i=0
‖ωQi | ·

‖ωQi+1‖). Then, for the proposed scenario, which has t steps per episode, for a single

agent the total complexity can be calculate as ζu = E · t · (ζωµ + ζωQ), where E represents

the episode number. On the other hand, the complexity caused by the globe model is

2 · E/FG · ‖ωµ‖+ ‖ωQ‖, where FG represents number of episodes interval of global model

update, which is negligible compared to the local model training. Therefore, the total

complexity can be express as ζ =
U∑
u=0

ζuωµ + ζuωQ . Considering that the DRL algorithm

needs a period of training time, even if FL is adopted, the model training will take several

minutes or even hours. Thanks to the fact that the DDPG algorithm is an off-policy

algorithm, off-line training can be used in practice to avoid delays on decision making.

4.5 Numerical Results and Analysis

This section aims to exhibit numerical results of the FL-DDPG optimised mobile RIS

system. In the simulation, each cell is assumed to serve four users and these users are
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Table 4-A: Simulation Parameters
Parameter Description Value Parameter Description Value

fc carrier frequency 2GHz K number of users 4

Buk bandwidth 1 MHz Pumaxk maximum transmitting power 20 dBm

Vmax maximum speed of RIS 0.5 m/s λ QoS penalty coefficient 2

ymax room length 20 m xmax room width 15 m

RQoS QoS require 10 kb/s σ noise power density -30 dBm/MHz

α learning rate 3× 10−4 γ discount factor 1

e batch size 64 samples τ target update rate 0.002
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Figure 4.5: Optimised path for the mobile RIS

partitioned into two clusters. Each user makes a random movement on the horizontal

plane at every time slot, the moving distance conforms to the Rayleigh distribution and

the direction following the uniform distribution. The building structure of each cell is

assumed to be the same, and the global model update frequency for the FL is 20 episodes.

As for the agent, Adam optimisers are employed for the neural network training and the

proper learning rate range is 5 × 10−4 to 10−5 according to simulation scenarios. The

initial action noise scale is set as 0.4. The rest of the default parameters have been given

in Table 4-A.

Fig. 4.5 exhibits a trajectory example of the mobile RIS derived from the proposed

DDPG algorithm. In this figure, the orange curve records the trajectory of the mobile



Chapter 4. Flexible Deployment of Reconfigurable Intelligent Surfaces 89

0 50 100 150 200 250 300
Episode

200

300

400

500

600

700

800

900

1000

1100

Av
er
ag

e 
Th

ro
ug

hp
ut
 (M

b)

NOMA gain

OMA lr = 0.001
NOMA lr = 0.001
OMA lr = 0.0003
NOMA lr = 0.0003
OMA lr = 0.0001
NOMA lr = 0.0001

Figure 4.6: Mobile RIS performance with different learning rate

RIS and the blue stars represent the position where the robot stops at each discrete time

slot, which is also the RIS position that is input into the neural network as a part of the

state information. The mobile RIS is initially placed in the middle area of the office, and

it moves to a corner gradually so that provides LoS cover for the large area blocked by

the sofa. The gray and white blocks correspond to the furniture and walls of different

heights. It can be observed that the derived path avoids obstacles and the data rate gain

for the flexible deployment will be discussed later.

Fig. 4.6 demonstrates the training performance of the DDPG algorithm in a single

cell. It can be observed that the average throughput of the system increases steadily

over the training episodes and gradually flattens out in the late stage of training, which

proves that the algorithm has stable convergence within a proper learning rate range.

The throughput of well trained agents indicates that an inappropriately large learning

rate can result in a debuff in optimisation performance. For example, when the learning

rate is 0.001, the throughput suffers a decrease of approximately 7% compared to the

other two learning rates. Moreover, a significant NOMA gain can be observed, which is

around 42% compared to the OMA scheme under the same conditions.
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Figure 4.7: Mobile RIS performance with different number of reflection ele-
ments

The impact of the RIS reflecting elements number on system performance is inves-

tigated in Fig. 4.7. Logically, a larger amount of reflection elements can enhance the

propagation to a superior extent and obtain further power gain. It can be observed

that with the enhancement of 16 reflection elements, the OMA scheme obtain a data

rate equivalent to the NOMA scheme with 4 reflection elements. Meanwhile, the stable

convergence of results indicates although the different values of reflecting elements num-

ber N cause tremendous dimensional differences of the input state, by correspondingly

adjusting the size of the neural network, the proposed algorithm can serve RIS with

different specifications.

The throughput curves versus the transmit power are plotted in Fig. 4.8 and display

both OMA and NOMA cases where the number of antennas M is 2 or 4. The data rate

gain of the 4 antennas case is approximately 11.6% on average, compared to the case of

double antennas. The NOMA gain is higher with the growth of the transmission power,

the reason is when the transmission power is low, the weaker users are not likely to

meet the QoS requirements and need to be allocated more power to ensure the fairness.

Although this fairness-dominated power allocation scheme results in a reduction in data
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Figure 4.8: Achievable sum rate versus AP transmit power
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Figure 4.9: Date rate gain of each component in mobile RIS enhanced net-
works

rate gain, the NOMA scheme still achieves a noticeable gain in the case of small transmit

power.

In order to determine the gain of the maneuver deployment and each other component

in the mobile RIS model, Fig. 4.9 is plotted to show the throughput of the proposed
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Figure 4.10: The performance of federated learning

model and benchmarks. First of all, the dynamic decoding order achieves a gain of

10.2% compared to the pre-settled static decoding order. By observing the blue and

yellow curves, it can be found that the flexibly deployed RIS obtains an additional

15.1% data rate gain compared to the fixed RIS scheme, where the fixed RIS is settled

at the start position in Fig. 4.5. It is worth noting that the performance improvement

provided by the mobile RIS even exceeds the performance difference between the fixed

RIS model and no RIS engaged network, which indicates the superiority of the mobile

RIS framework is substantial. In addition, in contrast to the fixed RIS model, the mobile

RIS has compelling compatibility for various user distributions. In order to investigate

the effect of the phase shift optimisation, a RIS with random phase shifts is employed as

another benchmark. It is undeniable that the RIS with random phase shifts also leads

to a diminutive gain compared to the no RIS mode, but it is far inferior to the DRL

optimised case. Meanwhile, the curve behaves unevenness even in the final episodes since

the phase is not controlled by the agent.

Fig. 4.10 shows the impact of environmental differences on the performance of feder-

ated learning, where the difference factor (DF) represents the correlation of the fading
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Figure 4.11: Training effect with/without federated learning

characteristic in different cells. DF is 0 means that the cells have the same channel char-

acteristics. Obviously, FL achieved the optative performance in this case, since agents

are in the same environments so that the model update has the highest efficiency. It is

worth noting that even though the rooms have similar architectural structures, they have

different fading characteristics due to the difference in decoration and surface materials.

Therefore, the cases that cells with propagation differences are investigated, and DF =

1 suggests that the propagation characteristics of each cell are completely independent.

It can be observed that even in the case of DF=1, FL-enhanced DRL still has stable

convergence, and is capable to achieve a matched average sum rate to the single-cell case.

Fig. 4.11 reveals the gain of FL at different training maturities. It can be found

at first that the introduction of FL can effectively save training time. With the aid of

FL, agents only spend 150 episodes of training to achieve an equal performance that the

single-cell scheme needs 250 episodes, which supports the statement in Remark 4. Since

the DRL approaches train agents by replaying the obtained experiences, more diverse

and richer experience of transitions obtained by FL makes the agents’ decision-making



Chapter 4. Flexible Deployment of Reconfigurable Intelligent Surfaces 94

wiser. It is worth clarifying that despite fluctuations in throughput during early training

epochs, this is not necessarily evidence of faster or slowe convergence. The throughput

is jointly determined by the optimal strategy and the action noise. Due to a large action

noise in the early stage, the early throughput has a strong randomness. It is undeniable

that spending infinite training episodes can enable all states to be explored, so that the

agents can converge to the same optimal level. However, in practice, under the condition

that the training time is limited, FL has a significant training advantage compared to

the mode without FL.

4.6 Summary

This chapter presented a NOMA enhanced wireless network model with the aid of mobile

RISs that can provide NOMA craved channel conditions and improve channel quality

for users. In order to optimise deployments and phase shifts of RISs and the correspond-

ing power allocation for users, an FL enhanced DDPG algorithm has been proposed,

which has preponderant performance under the same training extend compared to the

independent DLR scheme since the engagement of FL lead to more sufficient exploration

and experience exchange for agents. Simulation results proved that 1) Compared to the

scenario without RIS, mobile RISs are capable to provide around 30.1% data rate gain

that significantly exceeds the gain of the fixed RISs paradigm, which is 12.4%; 2) The

NOMA scheme, where the proposed dynamic decoding identification method is applied,

outperforms the OMA scheme by obtaining approximately 42% gain in terms of the sum

rate; 3) The FL enhanced DDPG algorithm has stable convergence while the parame-

ters are within an appropriate range and the participation of the federated learning can

considerably reduce the training time of the DDPG agents or improve the training effect

under a limited equal training process.

Although mobile RIS exhibits significant gains, the cost is also obvious, including

the hardware overhead of RIS, the power consumption of the robot, complex signaling,
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etc. A critical thought is whether the gain is worth compared to the overhead. In the

author’s perspective, whether it is worthwhile or not depends on multiple factors in the

specific scenario, such as the value of communication tasks, whether there are available

robot resources, electricity prices, etc. The application cost of mobile RIS is relatively

high, and some simpler solutions, such as RIS with guide rails, can be considered instead

in budget-limited cases.



Chapter 5

STAR-RISs: A Coupled

Phase-Shift Model Based

Beamformer

Although STAR-RISs have the advantages of coverage, the effective design of the RC

and TC of STAR-RISs has become a new challenge. Firstly, the STAR-RIS requires

joint transmission and reflection beamforming, which is exceedingly more complex than

reflection-only beamforming. What aggravates the situation further is that the STAR-

RISs cannot independently adjust the TCs and RCs in practice, since the electric and

magnetic impedances are unlikely to leave arbitrary values, but they depend on the

electromagnetic properties of the STAR elements [46]. Furthermore, the coupling of the

TCs and RCs requires a hybrid continuous and discrete control scheme for the phase-shift

design. Given the above-mentioned adversities, it is a challenge to jointly solve the trans-

mission and reflection beamforming problem for STAR-RISs, especially considering that

the existing convex optimisation and machine learning solutions basically only support

either continuous or discrete control. Although several hybrid algorithms have been pro-

posed in the field of computer science [158–160], they are designed for minuscule action

96
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dimensions. For example, only four discrete actions were assumed in [159] since gaming

controllers usually have four buttons. However, the possible number of actions can be aN

for the STAR-RIS scenario, where a represents the possible number of actions for a single

STAR element and N represents the total number of elements employed. Based on the

current assumptions, prototypes of (STAR) RISs are likely to have a massive number of

elements, which implies that the action dimension of STAR-RISs substantially exceeds

the design in existing algorithms. Since there are lacking suitable hybrid algorithms for

the optimisation of STAR-RISs, two hybrid reinforcement learning (RL) algorithms are

proposed for joint active and passive beamforming design for the BS and the STAR-RIS.

5.1 System Model

5.1.1 Model of STAR-RISs

An energy splitting model is employed for supporting simultaneous transmission and

reflection [30], where the STAR-RIS is capable of splitting the incident signal into the

transmitted and reflected signals, partitioning the space into the transmission and reflec-

tion zones. Mobile users can be served by the transmitted or reflected signal, respec-

tively, depending on which region they happen to be roaming in. In order to perform

joint beamforming to covering both the transmission and reflection sectors, the TC and

RC of each STAR element have to be appreciatively integrated, which are denoted as

βR,ne
jθR,n and βT ,ne

jθT ,n , n = 1, 2, ..., N .

It is worth noting that for any STAR element, the TCs an RCs are determined by

its resistance and reactance. Therefore, it is non-trivial to independently adjust the

coefficients. For a given RC of βR,ne
jθR,n , according to the conservation of energy1, we

1According to the research in [46], the energy splitting does not require additional complexity or time
consumption but possible energy loss due to the imperfect feature of the electromagnetic material. This
chapter assumes that there is no energy loss in the process of transmission and reflection. The energy
loss has an impact on the phase shift relationship between transmission and reflection [46], which would
make the beamforming design more complex.
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have βT ,n =
√

1− β2
R,n. Then, simplifying RC βR,n as βn, the TC can be calculated

as
√

1− β2
ne
jθT ,n . As pointed out in [46], for STAR elements, the coupling between

the TC’s phase-shift θT ,n, the RC’s phase-shift θR,n and the amplitude βn follows a

relationship as

βn
√

1− β2
n cos(θR,n − θT ,n) = 0. (5.1)

Thus, for a STAR-RIS having N elements, the transmission and reflection matrices

have a diagonal structure given by

ΘR = diag
(
β1e

jθR,1 , β2e
jθR,2 , · · · , βNejθR,N

)
, (5.2)

ΘT = diag

(√
1− β2

1e
jθT ,1 , · · · ,

√
1− β2

Ne
jθT ,N

)
. (5.3)

5.1.2 System Description

A downlink scenario described in Fig. 5.1 is considered, where the AP is equipped with

M antennas, and the STAR-RIS has N STAR elements. There are K randomly roaming

users and each having a single antenna. Each of the N STAR elements has the ampli-

tude response βn, n = 1, 2, ..., N . The locations of the BS, RIS, and users are denoted

by (xb, yb, zb)
T , (xr, yr, zr)

T , and (xk, yk, zk)
T , respectively. The STAR-RIS naturally

partitions the users into two groups according to their locations. The users between

the BS and the STAR-RIS receive direct signals from the BS and reflected signals from

the STAR-RIS. This fraction of the users in the reflective region of the STAR-RIS are

denoted by Ru. For simplicity, this set of users is termed as R users in the rest of the

text. Correspondingly, the users served by direct BS signals and transmitted STAR-RIS

signals is denoted by Ti. The number of users obeys K = U + I, where U and I are the
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Figure 5.1: System model of STAR-RIS assisted wireless networks

numbers of R users and T users2. Although the mobile users are considered as moving,

the users are assumed that do not cross the region. The reason for this assumption is

that since a finite time frame is considered and the users are not able to cross the region

due to the moving speed, which suggests that R users and not become R users, and vice

versa.

5.1.3 Channel Model

In the STAR-RIS scenario, multiple channels have to be considered, including the BS

to STAR-RIS channel Hb,r ∈ CM×N , the direct channel spanning the BS to R and T

users Hb,R ∈ CM×U ,Hb,T ∈ CM×I , and the channel impinging from the STAR-RIS to

R and T users Hr,R ∈ CN×U ,Hr,T ∈ CN×I . For each specific user Ru and Ti, the direct

channels, and the T &R channels can be denoted as hb,u ∈ CM×1,hb,i ∈ CM×1,hr,u ∈

CN×1 and hr,i ∈ CN×1, respectively.

All channels are assumed to follow the quasi-static block fading model, where the

2For simplicity of equations, the subscript k = 1, 2, ...,K refers to any user, user Ru, u = 1, 2, ..., U or
Ti, i = 1, 2, ..., I refers to a R user or T user.
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fading coefficient remains constant in each time slot (TS) t. The channel Hb,r is assumed

to have a line-of-sight (LoS) path and obeys to the Rician distribution, since the BS

and STAR-RIS have a LoS component owing to their selected positions. Thus, upon

considering the path loss and the small scale fading, the Rician channel can be formulated

following the channel model given in Chapter 3. 3

The pathloss L follows the urban propagation model presented in 3GPP specification

TR 36.873 [161]. For the path with LoS, the path loss can be given by

LLoS (d, fc) = 22.0 log10 d+ 28.0 + 20 log10 fc, (5.4)

where d represents the 3D distance between the transmitter and the receiver, while fc is

the carrier frequency. For the NLoS propagation, the path loss is given by

LNLoS = max[LLoS (d, fc) ,LNLoS (d, fc)], (5.5)

LNLoS (d, fc) = 36.7 log 10d+ 22.7 + 26 log 10fc − 0.3(zr − 1.5).

On the other hand, due to the random movements of users, LoS propagation may

not necessarily be guaranteed, regardless whether the transmitting side is the BS or

the STAR-RIS. Therefore, the channel to users, Hb,R,t,Hb,T ,t,Hr,R,t and Hr,T ,t are

assumed to be NLoS channels and follow Rayleigh fading channel as described in Chapter

3.

3In order to focus on the hybrid beamforming problem of the STAR-RIS, the overhead model in
Chapter 3 is not included in this Chapter.
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5.1.4 Signal Model

The information sequence and the active beamforming vectors for user k at the BS are

denoted by sk,t and wk,t,∈ CM×K . The signal transmitted at TS t can be expressed as

xb,t =

K∑
k=1

wk,tsk,t. (5.6)

Then, the incident signal at the STAR-RIS is given by

xr,t = Hb,r,t

U∑
k=K

wk,tsk + n0, (5.7)

where n0 represents the Gaussian noise, and the received signal of user Ru is given by

yu,t = [hb,u,t + hr,u,tΘR,tHb,r,t]
U∑
u=1

wu,tsu,t + n0. (5.8)

Correspondingly, the received signal of user T i can be represented in a similar form

as

yi,t = [hb,i,t + hr,i,tΘT ,tHb,r,t]
I∑
i=1

wi,tsi,t + n0. (5.9)

Given the received signal, the SINR of user Ru and T i is given by

γu,t =
| [hb,u,t + hr,u,tΘR,tHb,r,t]wu,t |2

| [hb,u,t + hr,u,tΘR,tHb,r,t]
∑

k≤K,k 6=u
wk,t |2 +σ2

, (5.10)

γi,t =
| [hb,i,t + hr,i,tΘT ,tHb,r,t]wi,t |2

| [hb,i,t + hr,i,tΘT ,tHb,r,t]
∑

k≤K,k 6=i
wk,t |2 +σ2

, (5.11)

where σ2 represents the noise power. Therefore, given a bandwidth B, the achievable
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data rate of each user is given by

Rk,t = B log2 (1 + γk,t) . (5.12)

5.1.5 Problem Formulation

This chapter aims for minimising the power consumption of the BS by jointly optimising

the beamforming vector wk for the BS and the TCs as well as RCs of the STAR-

RIS. Again, the TCs and RCs of the STAR-RIS can be represented by the phase-shifts

ΘT ,ΘR, and amplitude coefficients β. Therefore, the optimisation problem can be

formulated as

min
w,ΘT ,ΘR,β

T∑
t=1

K∑
k=1

‖ w2
k,t ‖, (5.13a)

s.t. − π ≤ θT ,n,t ≤ π,∀n,∀t, (5.13b)

− π ≤ θR,n,t ≤ π,∀n, ∀t, (5.13c)

Rk,t ≥ RQoS, ∀k, ∀t, (5.13d)

0 < βn,t ≤ 1, ∀n, ∀t, (5.13e)

βn,t

√
1− β2

n,t cos(θR,n,t − θT ,n,t) = 0, (5.13f)

Pb,t ≤ Pmax, (5.13g)

where constraint (5.13b) and (5.13c) represent the legitimate range of the TC and RC

phase-shifts. Constraint (5.13d) is a QoS constraint specifically the minimum data rate.

Since (STAR) RISs are passive devices, their amplitude response is limited by the con-

servation of energy, as shown in (5.13e). Constraint (5.13f) characterizes the phase and

amplitude relationship of the TCs and RCs. Finally, (5.13g) is the maximum power

constraint for the BS.

The challenge of solving the formulated problem is not only owing to the joint con-

sideration of TCs and RCs, but also due to the constraint (5.13e). Given the coupling
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between θT ,n and θR,n, the STAR elements n cannot have independent arbitrary TCs

and RCs. Furthermore, although the STAR-RIS aspire continuous phase-shift control

for both transmission and reflection, one party of them can only have dualistic options.

For example, assuming βn 6= 04, once the TC is determined as θT ,n, the RC can only

select the phase-shift from {θT ,n+ π
2 , θT ,n−

π
2 }. Therefore, the coupled phase-shift model

of STAR-RISs requires hybrid continuous and discrete control for the transmission and

reflection, which needs hybrid DRL algorithms for solving this challenge.

5.2 The Hybrid DDPG Algorithm

The DDPG algorithm was shown to constitute an efficient solution for continuous control

problems [141]. For applying DRL approaches to solve the optimisation problem of

(STAR) RIS , the transmission period has to obey a Markov decision process (MDP)

[162]. In TS t ∈ T , by checking the CSI of the current channels, the agent determines

the current state st ∈ S and decides to carry out the action at ∈ A, where S and A

represent the state space and action space. The action refers to a vector storing the

active and passive beamforming coefficients at the BS and STAR-RIS.

Since passive and active beamforming are jointly considered, the MDP state for each

TS t includes the CSI of the BS to STAR-RIS, BS to users (both R and T users), and

the STAR-RIS to users channels, as shown in Fig. 4. Thus, st is given by

st = {Hb,r,t,Hb,R,t,Hb,T ,t,Hr,R,t,Hr,T ,t}. (5.14)

Once action at is executed, the agent has to determine the reward rt according to

the data rate and power consumption of the transceiver, and then the state would be

constrained to st+1 ∈ S. Once the above steps are completed, (st,at, rt, st+1) would be

saved as a Markov transition in the replay buffer for the agent’s training.

4If βn = 0 or βn = 1, the STAR-RIS operates in either the full transmission or full reflection mode,
which is not a preferred mode.
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5.2.1 DDPG Training

The objective of the DRL based agent training is to find the specific action at for each

state st, which maximizes the expected accumulated reward E[
∑T

i=t γrt+1], where γ

represents the discount factor γ ∈ [0, 1]. For a DDPG agent, the Q value of action at

can be quantified by the Bellman equation of [163]

Qµ(st,at) = E
[
r(st,at) + γQµ(st+1,at+1)

]
, (5.15)

where µ represents the action policy function S← A. The training of DRL agents aims

for ascertaining the optimal action yielding the maximum Q value, as given by

Q∗(st,at) = E
[
r(st,at) + max

a∈A
γQ∗(st+1,at+1)

]
. (5.16)

A parameterized actor function µ(s|ωµ) is considered and a function approximator

associated with a batch of parameters is denoted by ωQ. By sampling the aforementioned

transition experiences in the memory of the replay buffer, the DRL agent can be trained

by minimising the loss function

L(ωQ) =
1

e

∑
e

[yt −Q(st,at|ωQt )]2, (5.17)

where e is the size of the sampled transitions. However, to avoid oscillations or divergence

during the training process, yt has to be provided by the target network, which has the

same structure as the training network, but associated with a deferred parameter update.

Upon denoting the parameters of the target networks by ωQ
′
, yt can be expressed as

yt = rt(st,at) + γQ′[st, µ
′(st|ωµ

′

t )|ωQ
′

t ]. (5.18)

According to the principle of the original DDPG algorithm [141], the actor network
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Figure 5.2: Flow diagrams of the DDPG/hybrid DDPG algorithms.

is trained by the policy gradient calculated by the critic network as

∇ωµJ =

1

e

∑
e

∇aQ(se,ae|ωQ)|se=st,ae=µ(st)∇ωµµ(se|ωµ|se=st). (5.19)
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Algorithm 4 DDPG/Hybrid DDPG algorithm

1: Initialize the environment and the agent with the actor network ωµ, critic network
ωQ, target actor network ωµ

′
, target critic network ωQ

′

2: for each episode do
3: Reinitialize the environment to st=0

4: for each step in t0 ≤ t ≤ T do
5: Observe st
6: Choose at according to (5.21)
7: if DDPG algorithm then
8: Discretize a part of at into at,d
9: end if

10: if Hybrid DDPG algorithm then
11: Map at with ΘR,t and ΘT ,t
12: end if
13: Execute at in the environment
14: Calculated the reward rt and observe the next state st+1

15: Record e{st,at, rt, st+1} in memory buffer
16: Random sample a batch of transection e from memory buffer
17: Calculate target according to (5.18)
18: Train critic network Q(st,ω

Q
t ) with a gradient descent step (5.17)

19: Train actor network µ(st,ω
µ
t ) with (5.19)

20: Update the target networks ωµ
′

t ← (1− τ)ωµ
′

t + τωµt , ωQ
′

t ← (1− τ)ωQ
′

t + τωQt
21: st ← st+1

22: end for
23: end for

5.2.2 Continuous-discrete Actions and Hybrid DDPG

The actions designed for the DRL agent have to contain all optimised variables, resulting

in the action space of at = {w,ΘT ,ΘR,β}. Among these optimisation variables, w and

β can be handled by a continuous control scheme to achieve precise control. Therefore,

this subsection focuses on the discussion of ΘT and ΘR. As described above, due

to the existence of the constraint (5.13f), the transmission and reflection phase-shifts

cannot be adjusted independently by the STAR-RIS. For element n, assume βn 6= 0

and θR,n is determined, in order to satisfy the constraint (5.13f). In this context, it is

no hard to discover that θT ,n = θR,n ± π
2 . Therefore, regardless of whether the phase-

shift θR,n or θT ,n is selected to be continuously controlled, the phase control of the

other one is no longer a continuous control problem, but a binary selection problem.

Therefore, (5.13a) requires continuous control for w,ΘR,β and discrete control for ΘT ,
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Figure 5.3: Amplitude response over normalized action output of hybrid
DDPG algorithm for STAR-RIS (β = 0.5).

which lead to a hybrid action space associated with continuous and discrete actions.

The continuous sub-space and the discrete sub-space are denoted by ac = (ac1, a
c
2...a

c
n...)

and ad = (ad1, a
d
2...a

d
n...), respectively. For the convenience of presentation, there are

assumptions ΘR ⊂ ac and ΘT ⊂ ad without loss of generality.

5.2.2.1 Action Space for the DDPG Algorithm

If the DDPG algorithm is applied for solving the optimisation problem associated with

the hybrid action space, a direct and intuitive approach is to discretize a part of the

continuous output of the DDPG algorithm as presented in Fig. 5.2(a) and Algorithm

4. Including the action noise, a classic action policy is given for the DDPG algorithm by

at = µ(st|ωµt ) +NOU(0, ξ), (5.20)

where NOU(0, ξ) represents the zero mean OU noise [164] that follows NOU ∼ OU(0, ξ),

and ξ is the volatility of the OU noise.
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Thus, the continuous action space can be formulated as

act = {aw
t ,a

ΘR
t ,a

β
t }. (5.21)

Then, the normalized output of the actor network may be decoded into executable

actions for the communication environment by following the actions of

w← aw
t , (5.22)

ΘR ← aΘR
t , (5.23)

β ← a
β
t . (5.24)

Since the mapping of act and the continuous actions are trivial, it is not necessary to

discuss them in detail. On the other hand, for a specific STAR element n, θT ,n can be

obtained by the binary discretized adn,t

θT ,n,t =


θR,n,t + π

2 , adn,t > 0,

θR,n,t − π
2 , adn,t ≤ 0.

(5.25)

5.2.2.2 Action Space for Hybrid DDPG Algorithm

In order to deal with the high-dimensional continuous and discrete action components,

specifically for the STAR-RIS scenario, a hybrid DDPG algorithm is proposed. By

exploiting ΘR and ΘT having the same dimension for the STAR-RIS, the codebook

between the actor outputs and the phase-shifts is designed to achieve hybrid control.

The hybrid action policy for the STAR-RIS at time t can be expressed by

µ(st|ωµt ) = µc(st|ωµt )µd(st|ωµt )

=

N∏
n=1

µc(sn,t|ωµt )

N∏
n=1

µd(sn,t|ωµt ). (5.26)
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Specifically, for the STAR element n, the values of θR,n,t and θT ,n,t are compounded

and given in a normalized output as

µ(sn,t|ωµt ) = µc(sn,t|ωµt )µd(sn,t|ωµt ). (5.27)

In the face of the action noise similar to (5.20), the hybrid action ahn,t can be obtained

from (5.27). Then, the normalized action ahn,t has to be mapped to θR,n,t and θR,n,t as

θn,R,t = 2πahn,t, (5.28)

θn,T ,t =


θn,R,t + π

2 , ahn,t > 0,

θn,R,t − π
2 , ahn,t ≤ 0.

(5.29)

Since the normalized action ahn,t is in the interval [−1, 1], θn,R,t and θT have to be

mapped with ahn,t. Furthermore, θn,R,t vs ahn,t is modelled by a periodic linear function

and θT vs ahn,t by a piecewise linear function. The amplitude response ahn,t of a s single

STAR element is plotted in Fig. 5.3 for β = 0.5. Since STAR-RIS is generally equipped

with a large number of STAR elements, in this case, the hybrid DDPG algorithm has

a significantly smaller action dimension than the conventional DDPG algorithm, since

|aht | =
|act |+|adt |

2 .

Remark 5. In some existing hybrid DRL schemes, the agent can only output a single

action for the discrete action space, which is a disadvantage for problems associated with

high-dimensional discrete action spaces of multi-antenna or multi-element-RIS scenarios.

By contrast, the proposed hybrid scheme is eminently suitable for the high-dimensional

hybrid action spaces, where the discrete action dimension is no larger than the continuous

action dimension.
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5.2.3 Reward Function

The plain DDPG algorithm and the hybrid DDPG algorithm have identical reward

functions. In order to ensure that the agent meets the users’ QoS constraint, each

satisfied T and R user contributes a distinguishable positive reward. Meanwhile, to

minimise the power consumption, the sum power cost associated with w results in a

negative reward. Thus, the reward function at TS t can be formulated as

rt =

K∑
k=1,Rk,t>Rc

ṙ −
T∑
t=1

K∑
k=1

r̂ ‖ w2
k,t ‖, (5.30)

where the constant coefficient ṙ represents the reward gleaned for satisfying the data rate

requirement per user, and the coefficient r̂ cost (negative reward) for power consumption.

It is worth noting that, to guarantee the primary goal of the agent is satisfying the QoS

requirement of each and every user rather than saving energy, the coefficients have to

satisfy ṙ >
∑K

k=1 r̂Pmax.

5.2.4 Neural Network Structure

In order to ensure accurate fitting, the structure and scale of the (target) actor network

and the (target) critic network have to be selected appropriately. The actor networks

include the input layer, batch normalization (BN) layer, and activation layer(s) with

a ’relu’ function in turn. Moreover, ’tanh’ is assigned as the activation function of the

output layer. To ensure a valid range for the input values of the output layer, another BN

layer has to be employed above the output layer. The critic networks consist of an input

layer, BN layer, concatenate layer, and activation layers. The size of the hidden layers

has to be determined according to the state and action dimension, which is dependent

both on the number of antennas M and the number of STAR elements N . It is also

worth noting that due to the difference in output dimensions between the DDPG scheme

and the hybrid DDPG scheme, the requireed size of the hidden layer is smaller in the
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hybrid DDPG algorithm due to its mapping function, especially when a large number of

STAR elements is considered.

5.3 Joint DDPG-DQN Algorithm

The hybrid DDPG algorithm aims for covering the action space ac and ad with the aid

of a compound action mapping. By contrast, this section explores another promising

option, namely that of employing two agents for covering the action spaces ac and ad,

respectively. Thus, a DDPG algorithm is harnessed for optimising ac = {aw
t ,a

ΘR
t ,a

β
t },

and a DQN algorithm is responsible for giving ad = aΘT
t . DDPG and DQN algorithms

can be regarded either as a joint agent, or as a pair of cooperative agents. For the

convenience of the presentation, the DDPG agent and the DQN agent of the joint DDPG-

DQN algorithm are regard as a pair of components, but they have to be installed on the

same device in practice.

5.3.1 MDP for Joint DDPG-DQN

The DDPG and DQN algorithms are capable of optimising independent continuous and

discrete problems [165]. Nonetheless, how to harness them in the interest of joint opti-

misation results is an open conundrum. If two agents adopt a parallel relationship at st

to output act and adt , then according to the classic MDP model, the execution of at will

result in reward rt. However, both agents need corresponding rewards for estimating the

action value of act and adt independently. The dilemma is that in the scenario considered,

rt is the result of the combined action of act ,a
d
t and cannot be split into rct , r

d
t . In other

words, from the perspective of the wireless network, the user-side SINR of the STAR-

RIS network is jointly determined by active beamforming, reflection beamforming, and

transmission beamforming. As a consequence, any gain or loss cannot be solely and

unambiguously attributed. If rt is regarded as a common rewards for both two agents,

the agents will authenticate the MDP transitions as {st,act , rt, st+1} and {st,adt , rt, st+1}.
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Figure 5.4: Flow diagram of the proposed DDPG-DQN algorithm.

Unfortunately, these transitions are not correct, as in fact the correct transitions have to

be formulated as {st,at, rt, st+1} or {st,act , rct , sct+1}, {st,adt , rdt , sdt+1}. In order to resolve

this dilemma, inspired by [162], an inner environment is artificially added to formulate

the MDPs for a pair of agents.

As shown in Fig. 5.4, an extra environment is derived from the original environ-

ment, and the environments refer to the ’inner environment’ and ’outer environment’

to distinguish them. Thus, the DDPG agent interacts with the outer environment and

the DQN agent interacts with the inner environment. The outer environment represents

the STAR-RIS assisted wireless network in the reality, the inner environment is only

a fictitious environment that contains the knowledge of the outer environment for the

agent’s training. From the perspective of the DQN agent, the inner environment can
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be regarded as a collection of the outer environment and the DDPG agent. Based on

this framework, for the DQN agent and the inner environment, the MDP can be formu-

lated as {si,t,adi,t, ri,t, si,t+1} and for the outer environment as {so,t,aco,t, ro,t, so,t+1}. The

remainder of this section discusses the details of the DQN and DDPG agents, respec-

tively.

Algorithm 5 Joint DDPG-DQN algorithm

1: Initialize the outer environment and the DDPG agent with the actor network ωµ,
critic network ωQ, target actor network ωµ

′
, target critic network ωQ

′

2: Initialize the DQN agent with the deep Q network ωQ and target Q network ωQ
′

3: for each episode do
4: Reinitialize the outer environment to st=0

5: for each step in t0 ≤ t ≤ T do
6: Observing so,t and DDPG agent choose aco,t according to (5.21)

7: DQN agent choose inner action adi,t with (5.35)

8: Execute action adi,t in the inner environment
9: Calculated the reward ri,t and observe the next state si,t+1

10: Record e{si,t,adi,t, ri,t, si,t+1}
11: Sample random transitions of e from DQN memory
12: Train ωQ with (5.33)
13: DQN agent choose outer action ado,t with (5.36)

14: Execute aco,t and ado,t in the outer environment
15: Calculated the reward ro,t and observe the next state sr,t+1

16: Record e{so,t,ao,t, ro,t, so,t+1} in DDPG memory buffer
17: Random sample a batch of transection e from memory buffer
18: Calculate target according to (5.18)
19: Train critic network Q(st,ω

Q
t ) with a gradient descent step (5.17)

20: Train actor network µ(st,ω
µ
t ) with (5.19)

21: Update the target networks: ωµ
′

t ← (1− τ)ωµ
′

t + τωµt ,

ωQ
′

t ← (1− τ)ωQ
′

t + τωQt , ωQ
′

t ← (1− τ)ωQ
′

t + τωQt
22: so,t ← so,t+1

23: end for
24: end for

5.3.2 Inner Environment and the DQN agent

5.3.2.1 DQN Training

As a value-based RL algorithm, the DQN algorithm identifies the action values as (5.15),

since the DQN agent also aims for the maximum long-term reward. In the inner envi-
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ronment, the Q function is given by

Q(si,t,a
d
i,t) = E

[
r(si,t,a

d
i,t) + γQ(si,t+1,ai,t+1)

]
. (5.31)

In the training process, the Q value for the actions has to be updated in each step

by following

Qt+1(si,t,a
d
i,t)← (1− α)Qt(si,t,a

d
i,t)

+ α[ri,t + γmaxQt(si,t+1,a
d
i,t+1)], (5.32)

where α represents the learning rate ( 0 < α ≤ 1). In the DQN algorithm, the Q

function is approximated by a DNN having the parameter vector ωQ, and Q(si,t,a
d
i,t) ≈

Q(si,t,a
d
i,t|ωQ). In order to accurately fit the Q function, the DNN has to be appre-

ciatively trained. Similar to the DDPG algorithm, the transitions of the DQN agent

are stored in the DQN memory buffer and the memory replay technique is adopted for

training the DNN by the following loss function

L(ωQ) =
1

e

∑
e

[
ri,t(si,t,a

d
i,t)+

γ max
ai,t+1∈Ad

Q′(si,t+1,ai,t+1|ωQ
′

t )−Q(si,t,ai,t|ωQt )

]2

. (5.33)

5.3.2.2 Inner State and Action Space

As designed above, the DQN agent regards the DDPG agent as a part of the inner envi-

ronment. Therefore, the state of the inner environment consists of two parts, including

the state inherited from the outer environment and the actions act of the DDPG agent.

Thus the inner state can be formulated as

si,t = {Hb,r,t,Hb,R,t,Hb,T ,t,Hr,R,t,Hr,T ,t,a
c
o,t}. (5.34)
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The action space of the DQN agent is adi,t = ΘT , since the DQN agent is only

responsible for the discrete actions. The state space and action indicate a pair of main

facts. Primarily, the decision of the DDPG agent has to be known to the DQN agent,

when it is interacting with the inner environment. Additionally, it also suggests that

the DQN agent has to ’interrupt’ the interactions of the DDPG agent. Specifically, as

shown in Algorithm 5, the timing of activating the inner environment and the DQN

agent is after the action selection of the DDPG agent, but before the outer environment’s

execution of the action, since the transition of the outer environment relies on ao,t =

{aco,t,ado,t}.

5.3.2.3 Action Policy

For conventional DQN agents, the ε− greedy action policy constitutes an efficient tech-

nique of carefully balancing exploration and exploitation. To elaborate, the ε − greedy

policy authorizes the DQN agent to choose a random action with the probability of ε,

and the optimal action with a probability of 1 − ε. However, it is worth noting that in

the joint DDPG-DQN algorithm, the DQN agent has to output a pair of actions one

for the inner and one for the outer environment. Action adi,t for the inner environment

is adopted to form the inner transitions for the training process of the DQN agent. On

the other hand, the action ado,t produced by the DQN for the outer environment has to

assist the DDPG agent. Therefore, once the ε − greedy action policy is adopted in the

outer environment, it may impose interference on ro,t and lead to an estimation error on

the Q value of aco,t. Thus, the action policy of the DQN agent can be formulated as

adi,t =


random action, ε,

arg max
ai,t∈Ad

Q(si,t+1,ai,t|ωQt ), 1− ε,
(5.35)
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ado,t = arg max
ai,t∈Ad

Q(so,t,ao,t|ωQt ). (5.36)

Remark 6. In the joint DDPG-DQN algorithm, the DQN is trained in the inner envi-

ronment. The DQN agent produces actions for the outer environment, which may be

viewed as a service instead of training for the DQN. Therefore, the ε − greedy action

policy is employed in the inner environment to train the DQN agent and the optimal

action policy in the outer environment to obtain optimal actions.

5.3.2.4 Reward Function

Since the reward function depends on the optimisation goal and on the constraints,

similarly to (5.30), the reward function of the DQN agent is also given by

ri,t =
K∑

k=1,Rk,t>Rc

ṙ −
T∑
t=1

K∑
k=1

r̂ ‖ w2
k,t ‖, (5.37)

where the constant settings have to be consistent with the corresponding discussion of

Sub-section 5.2.4.

5.3.3 Outer Environment and the DDPG agent

The principle and algorithm’s flow of the outer environment and the DDPG agent are

the same as in Section 5.2, thus the principle and training process are not repeated here

but only the difference is highlighted. For the DDPG agent, state so,t is the same as

(5.14), and the reward is ro,t =
∑K

k=1,Rk,t>Rc
ṙ−

∑T
t=1

∑K
k=1 r̂ ‖ w2

k ‖, but the difference

is that the action space is reduced to aco,t = {aw
t ,a

ΘR
t ,a

β
t }. Hence, for any TS t, the

optimised value {wt,ΘR,t,βt} can be completely covered by aco,t using the mapping

approach described in (5.22) (5.23) and (5.24).

In the joint DDPG-DQN algorithm, since both agents are employed and each has its
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own DNNs, their optimal DNN scales are likely to be smaller than these of the hybrid

DDPG algorithm. For the DDPG agent in the joint algorithm, the same structure

is adopted as for the DNNs of the hybrid DDPG algorithm, not only as its optimal

experimental structure, but also to ensure the fairness of the performance comparison.

5.3.4 Discussions

Although facing an identical formulated problem, Solution I and Solution II revealed

two disparate measures. The hybrid DDPG approach aimed for achieving hybrid control

via carefully tailored mapping function without any additional DNN or other processes.

The advantage of this scheme is that its complexity is not increased. By contrast, since

it has a lower output dimension than the DDPG agent, i.e. |ahn| < |acn| + |adn|, it can

employ a DNN with fewer trainable parameters, thereby reducing the complexity of

the training process. The joint DDPG-DQN algorithm employs a pair of agents having

different capabilities for jointly solving the problem having a hybrid action space. Since

an extra DQN agent has to be harnessed, given the complexity of the DDPG and the

DQN algorithm [139], the total complexity becomes significantly higher than that of the

hybrid DDPG scheme.

The complexity of the DDPG algorithm depends on the specification of the employed

DNN. Assuming that an actor network having I layers is employed, while each layer

contains ωµi nodes, the complexity of propagation is given by
I∑
i=0
ωµi ω

µ
i+1. Given the

number of nodes in the actor network as ωµb for BN layers, ωµr for ’relu’ layers and ωµt

for ’tanh’ layers, according to [139], the required number of floating-point operations

is given by 5ωµb + ωµr + 6ωµt . Applying the same theory for the critic networks, the

complexity of a single prediction and training step can be formulated by O(
I∑
i=0
ωµi ω

µ
i+1 +

I∑
i=0
ωQi ω

Q
i+1 + 5ωµb + ωµr + 6ωµt + 5ωQb + ωQr + 6ωQt ). Since ωi � 5, the computational

complexity can be approximated by O(
I∑
i=0
ωµi ω

µ
i+1 +

I∑
i=0
ωQi ω

Q
i+1). As mentioned, since

the hybrid DDPG algorithm has smaller output and DNN scale, ωµ,hi < ωµi . Thus, the
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hybrid DDPG algorithm has lower complexity than the conventional DDPG algorithm.

The complexity of the joint DDPG-DQN algorithm is partially due to the DDPG

agent and partially from the DQN agent. The complexity of the DQN agent is given

by O(3
I∑
i=0
ωQi ω

Q
i+1) as suggested in [166]. The overall complexity of the joint DDPG-

DQN algorithm is O(
I∑
i=0
ωµi ω

µ
i+1 +

I∑
i=0
ωQi ω

Q
i+1 + 3

I∑
i=0
ωQi ω

Q
i+1). Therefore, the joint

DDPG-DQN algorithm only has an increased complexity compared to the hybrid DDPG

algorithm if the DQN agent has a significantly smaller ωQi .

5.4 Numerical Results and Analysis

The performance of the STAR-RIS is compared to that of the reflecting-only RIS and

double spliced RIS. The reflecting-only RIS can only serve R users and fails to provide

signal enhancements for the T users. As for the other benchmark, the double spliced RIS

is formed by splicing a pair of RISs facing in opposite directions, where the total number

of elements is set to N . This also ensures the fairness of comparisons. The double spliced

RIS can also be equivalently regarded as a STAR-RIS employing the ’Mode Switching’

scheme [30], but the proportion of transmission elements and reflection elements is fixed

to 1. In terms of optimisation algorithms, the DDPG algorithm having a partial discrete

action space is employed as the baseline. The performance of the hybrid DDPG algorithm

and DDPG-DQN algorithm is compared.

As for the simulation parameters, the (STAR) RIS located 4km away from the BS,

where the T users andR users are randomly distributed on both sides of the (STAR) RIS.

The wireless channel model was introduced in Section 5.1. The simulated transmission

process is 30 seconds, and the block fading envelope of the channel is assumed to vary

once per second. For the intelligent agent, the ’Adam’ optimiser is employed for both

the hybrid DDPG and for the DDPG-DQN algorithms. The default learning rates for

all agents, including the learning rate for the DQN, the actor/critic learning rates for the



Chapter 5. STAR-RISs: A Coupled Phase-Shift Model Based Beamformer 119

Table 5-A: Default Parameters
Parameter Description Value Parameter Description Value

M antenna number 4 N element number 12

fc carrier frequency 5GHz B bandwidth 1 MHz

K number of users 4 Pmax maximum power 29 dBm

KAR,KRU Rician factors 3dB σ noise power density -95.2 dBm/MHz

r replay buffer size 10000 γ discount factor 1

eDDPG batch size 32 eDQN batch size 32

τDDPG target update rate 0.002 τDQN target update rate 0.003
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Figure 5.5: Reward of hybrid DDPG algorithm and DDPG-DQN algorithm
with different learning rate

DDPG agent are set to be 3× 10−4 [167]. For the DDPG agent, the actor network has a

single activation layer, and the critic network has two activation layers. As for the DQN

agent, the deep Q network has 1-2 activation layer(s). The activation function of the

hidden layers is ’relu’ in both algorithms. As mentioned, the size of the activation layers

has to be determined by the complexity of the communication system. Empirically,

in the majority of realizations, the actor and critic network are equipped with hidden

layer(s) containing 256-512 neuron nodes, and the DQN agent employs hidden layer(s)

with 200-300 neuron nodes. The default parameters used in the simulations are listed in

Table 5-A.
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Figure 5.6: Performances comparison of different algorithms for STAR-RIS

Fig. 5.5 presents the reward obtained by the proposed algorithms having different

learning rates. Based on the rewards exhibited by the different learning rates, two main

conclusions can be obtained. On the one hand, both the hybrid DDPG and the DDPG-

DQN schemes converge if the appropriate learning rate is selected. It has to be clarified

that, in general, a higher learning rate leads to faster convergence. However, the curves

lr = 0.001 and lr = 0.0003 of Fig. 5.5 exhibit similar convergence rates, since decaying

action noise and exploration rate are invoked in the (hybrid) DDPG and DQN agents,

which affects the reward obtained. On the flip side, the joint DDPG-DQN approach has

an excellent capability of obtaining rewards. According to (5.30), the rewards obtained

by the agents represent the overall performance of the wireless links, which translate into

superior user satisfaction or reduced energy consumption.

The rewards obtained by the different algorithms are plotted in Fig. 5.6. The reward

indicates the quality of the decisions, and the physical mean of the reward in this case

is jointly determined by the number of satisfied users and the power spent on it. After a

training process, the conventional DDPG algorithm used as the baseline has achieved an

average reward of about 590, which is inferior to the proposed algorithms. The DDPG-

DQN algorithm having optimal action output achieved a slight advantage of about 3−6%
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Figure 5.7: Power consumption of different algorithms for STAR-RIS

compared to that of the hybrid DDPG algorithm, but the price of this performance gain

is that the DDQP-DQN algorithm has higher complexity, since two agents are employed.

Although the hybrid DDPG scheme is slightly inferior in terms of optimality, it provides

a low-complexity rapidly converging solution. Observing the two branches of the DDPG-

DQN scheme, it can be observed that compared to the scheme in [162], the separated

action policy of inner and outer environments has achieved superior performance, which

supports the arguments in Remark 8.

Fig. 5.7 shows the performance of the proposed algorithm from the perspective of

power minimisation. In the early stage of training, the agent executes fairly random

actions, which can be considered as a chaotic system and its transmit power is relatively

high. By contrast, for well-trained scenarios, the joint DDPG-DQN scheme has achieved

superior power minimisation effects regardless of the action policy, which is in line with

their trends in the reward analyses. The hybrid DDPG algorithm consumes more power

than the DDPG-DQN algorithm, which is why it obtains less rewards. What is worth

noting is that the baseline algorithm requires lower consumption than the hybrid DDPG

algorithm. Recalling reward function (5.30) reveals that the solution provided by the

DDPG agent does not satisfy (5.13d) even in some feasible conditions. Therefore, it can
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Figure 5.8: Performance comparison between STAR-RIS, reflecting-only RIS,
and double spliced RIS

be found that the DDPG algorithm relying on discretized actions can result in completely

different actions on both sides of the threshold, which may lead to some action errors

and may result in violations of the QoS constraint.

The comparison between STAR-RIS, double spliced RIS (two reflecting-only RIS),

and single reflecting-only RIS is presented in Fig. 5.8. STAR-RIS has achieved the best

overall performance in all training stages, and the double spliced RIS has about 7% per-

formance disadvantages over the STAR-RIS. This phenomenon confirms the conclusion

that even if the transmitted and reflected signals of the STAR-RIS are constrained by

each other, the STAR-RIS can provide further signal enhancement for users than double

spliced RISs, since the STAR-RIS has higher multipath gain. The reflecting-only RIS

has achieved a lower reward than the scheme having double-sides coverage, since the

reflecting-only RIS is not capable of serving T users. In terms of the number of anten-

nas, the simulation results prove that the proposed model and algorithm have general

applicability. Furthermore, the multi-antenna gain of the STAR-RIS is higher than that

of the reflecting-only RIS.

The supporting evidence for Fig. 5.8 is provided by Fig. 5.9, which reveals the
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Figure 5.9: Power consumption of STAR-RIS, reflecting-only RIS, and double
spliced RIS

transmission power consumption of different types of RISs. The energy consumption

characteristics shown by the STAR-RIS and double spliced RIS follow their reward trend.

It can be observed that since the STAR-RIS can have a higher number of STAR elements

to serve users, it obtained higher gains than the double spliced RIS. Thus, the BS

dissipates less transmission power to meet the data rate requirements of users. It is

worth paying attention to the fact that the reflecting-only RIS has the lowest power

consumption in Fig. 5.9. However, this does not suggest that it has an overall favorable

energy efficiency, since it only serves about half the users. Based on similar logic, in

the case of M = 8, the power consumption seen in Fig. 5.9 is higher than for M = 4,

since the feasibility of the constraint (5.13d) has changed due to the increased number

of antennas.

Fig. 5.10 plots the reward against the number of STAR or reflection elements of

(STAR) RISs. Upon increasing the number of elements, the rewards have also been

improved to varying degrees, which is in line with the theoretical expectations of the

diversity gain. The result indicates that the performance of the proposed algorithm is

not significantly affected by the action dimension (element number). Finally, it can be
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Figure 5.10: Reward against the number of STAR/reflecting elements

observed in Fig. 5.10 that the gains obtained by the double-sided coverage of RISs are

more significant than these of the single-sided RISs.

5.5 Summary

A STAR-RIS assisted downlink network model was proposed in this chapter and the

effects of coupled transmission and reflection phase-shift model were considered for the

STAR-RIS. Although the STAR-RIS expanded the service range of the reflecting-only

RIS, optimising the beamforming of the coupled transmission and reflection became a

challenging problem, which required both continuous-valued and discrete-valued con-

trol. Thus, a hybrid DDPG algorithm and a joint DDPG-DQN algorithm are designed

for jointly optimising the active and passive beamforming to minimise the energy con-

sumption. The analysis and simulation results indicated that 1) STAR-RIS exhibited

superiority over the double spliced and the reflecting-only RISs in terms of consuming

transmission energy; 2) The proposed hybrid DDPG algorithm and the DDPG-DQN

algorithm have outperformed the conventional DDPG algorithm; 3) The DDPG-DQN

algorithm achieved superior performance compared to the hybrid DDPG algorithm albeit
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at an increased complexity. As a new member of RIS, the electromagnetic model of

STAR-RIS still needs further discussion. In practice, an imperfect model may result

in energy loss or tighter bounds on phase shifts, leading to performance degradation.

However, the proposed machine learning algorithm has a generality and is still likely to

solve the beamforming problem for non-ideal STAR-RISs.



Chapter 6

Tile-based Beamforming for

STAR-RIS

6.1 The Complexity for STAR-RIS Beamforming

Although the STAR-RIS assisted NOMA network has its superiorities, the control of

STAR-RISs presents another main challenge due to its large number of STAR elements

and bidirectional beams. The DRL algorithms are considered capable of making decisions

according to specific scenarios and channel state information (CSI) to achieve long-term

intelligent control of the RIS and adaptive resources allocation [168]. However, there are

still several challenges to applying distributed DRL for optimising the beamforming of

STAR-RISs, and the author commits to providing some insights and solutions for these

challenges. The first challenge is the complexity of the passive beamforming problem for

a single agent. Furthermore, from the perspective of the distributed framework, although

a number of research and cases applying single-agent DRL to optimise wireless networks

have been reviewed, there are still challenges in how to deploy distributed DRL agents in

large cellular communication systems. Therefore, the following challenges are discussed

and addressed in this chapter.

126
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• Challenge 1: Since the reconfigurable elements do not have any power amplifi-

cation function and the incident signal has experienced fading before arriving at

the STAR-RIS, the transmitted or reflected signal from each single element has

limited energy [169]. Hence, in order to ensure sufficient strength of the reflected

signal, a large STAR-RIS with a massive number of elements is necessary. Once

an enormous number of elements are employed in the STAR-RIS, the optimisation

complexity of their TRCs will increase significantly, which leads to challenges for

invoking the DRL algorithm. The resultant damages include but are not limited

to the increase of the action dimension, the extension of the training time, the

difficulty on hyperparameter setting, and finally the decline in optimality.

• Challenge 2: One practical problem is that ML algorithms require high-performance

processing equipment and considerable training time [170]. The distributed deploy-

ment scheme is considered to have compatibility with cellular communication net-

works, which enables agents to contribute their training experience to condense the

training load for each agent. Although some studies such as [126] demonstrated

that distributed DRL schemes are feasible, they often require frequent exchange

of parameters, resulting in a huge communication overhead and synchronization

problems. Then, with a number of agents and various scales of deep neural network

(DNN) models, how to manage the exchange of the models in a succinct manner

is still a challenge.

• Challenge 3: Since the DRL algorithm is sensitive to the state dimension, the

action dimension, and the scale of the DNN, it suggests that the agent needs to

dynamically switch the running models according to the current user status in

the cellular. Unfortunately, the number of users in a cellular tends to change

frequently, if the agents train a new model based on the current state during each

model switching, the system performance will be damaged and even outage due to

the untrained model. Therefore, how to warm start or switch the model to avoid

performance degradation becomes a challenge.
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6.1.1 Contributions

A distributed DRL approach is developed to empower the intelligent STAR-RIS assisted

NOMA network as a candidate to provide accessibility and coverage for IoT devices in

the 6G wireless network. Distinguishing from the existing research contributions [9] and

the previous work on STAR-RIS [38], this chapter focus on resolving Challenge 1-3 for

the STAR-RIS aided NOMA networks. The contributions and novelties of this chapter

can be summarized as follows.

• A STAR-RIS assisted NOMA network model is conceived, where a sum rate max-

imisation problem is formulated for the proposed model. Two STAR-RIS operating

protocols, ES and mode switching (MS) are investigated and their performances

are compared.

• A novel tile-based passive beamforming approach is proposed for the STAR-RIS,

where the STAR-RIS is intelligently partitioned into several tiles. A proximal pol-

icy optimisation (PPO) based algorithm is invoked to optimise the partitioning of

STAR elements, as well as the tile-based transmission and reflection beamforming,

which is the first research on the partition problem of the STAR-RIS.

• An AFFL paradigm is proposed for deploying artificial intelligent agents to cel-

lular networks, where each BS plays a role as an agent. This novel paradigm

utilizes the feature of both FL and TL, authorizing agents to freely join or quit

federations according to the network status. The new member of a federation can

inherit well-trained global models when joining in the federation, which does not

require additional time for retraining agents to ensure uninterrupted high-quality

communication service.

• The analysis and simulation results indicate that the tile-based beamforming approach

is a stable and low-complexity solution for resolving Challenge 1. It is also proved

that the AFFL paradigm not only increases training speed and optimality, but also



Chapter 6. Tile-based Beamforming for STAR-RIS 129

BS-RIS

RIS-users(T)

 Direct links

R-users

T-usersRIS-users(R)

Reflection 

region

Transmission 

region

b

Federation nFederation n

Federation 1Federation 1

Figure 6.1: System model of STAR-RIS assisted NOMA networks

enables training-free model switching for the agent who changes its federation attri-

bution, providing efficient solutions for resolving Challenge 2 and Challenge 3.

6.1.2 Organizations

The rest of this chapter is organized as follows: Section 6.2 introduces two implemen-

tations of the STAR-RIS, the system model of STAR-RIS assisted wireless networks,

and the problem formulation for the tile-based passive beamforming of the STAR-RIS.

Section 6.3 introduces the proposed solution from two major aspects, including the DRL

algorithm for the single STAR-RIS control and the AFFL framework for federating DRL

agents. Section 6.4 demonstrates the simulation results, analyzing the results in terms

of the STAR-RIS partitioning and the distributed learning framework. Finally, Section

6.5 is the summary of this chapter.

6.2 System Model

6.2.1 System Description

A STAR-RISs assisted downlink NOMA network is considered, where each cellular com-

prises a BS b, b ≤ B, Kb users, and a STAR-RIS r, r ≤ R equipped with N STAR
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elements as illustrated in Fig. 6.1. The STAR-RIS is equipped with plenty of STAR

elements, which consequent in a challenge for the TRC control [171], while the BS and

users are assumed to have single antenna. The locations of the BS, RIS, and users are

denoted by (xb, yb, zb)
T , (xr, yr, zr)

T , and (xkb , ykb , zkb)
T , respectively. The STAR-RIS is

assumed to be capable of achieving 360o coverage by the transmitted (T) and reflected

(R) signal to serve users around the STAR-RIS. Each user kb receives T or R signal

depending on its location, where users having xkb < xr are served by the R signal and

users having xkb > xr are covered by the T signal. Without loss of generality, different

BSs are assumed to be likely to be associated with a different number of users Kb, but

STAR-RISs have the same value of N and M as the communication equipment is stan-

dardized. In each cell, the intelligent agent is deployed on a controller, which is connected

with both the BS and the STAR-RIS by wired links to achieve a joint control. Since BSs

and controllers have wired links, agents can transfer commands and parameters without

spectrum overhead. Multiple BSs in the considered scenario do not necessarily have sim-

ilar or adjacent locations. The BSs are observed and managed according to the number

of active users they have, thus, the cells considered can be located in different locations,

cities, or even countries. Hence, due to the separate spatial location, note that the scope

of this chapter does not include suppression of inter-cell interference between adjacent

cells, and average inter-cell interference is considered among the cellular instead.

6.2.2 Proposed Tile-based STAR-RIS Operation

Several physical models were proposed in [30] for splitting the incident signal at the

STAR-RIS. Two practical operating protocols are considered for STAR-RISs, namely

the MS mode and the ES mode. In order to efficiently resolve the passive beamforming

problem for the STAR-RIS, a partitioning-based beamforming scheme is proposed, which

partitions the STAR elements into M subsets (tiles), and elements in the same tile have a

uniform TRC. This subsection will briefly introduce the MS protocol and the ES protocol

and discuss their corresponding tile partition schemes, respectively.
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6.2.2.1 STAR-RIS Partitioning for MS Protocol

In the MS mode, the STAR-IRS consists of two groups of elements, where one group is

operating in reflection function and the other one is responsible for the transmissions.

Each MS element employed in the STAR-RIS can be either working in reflection mode

or transmission mode as shown in Fig. 6.2(a), and the resulting ’on-off’ working mode

switching makes MS protocol easy to implement in practice. Assuming there are NT

elements working in the transmission mode and NR elements in the reflection mode, the

number of elements are NT +NR = N . Then, the TRC matrices can be given by

ΘT = diag
(
βT ,1e

jθT ,1 , βT ,2e
jθT ,2 , · · · , βT ,nejθT ,N

)
, (6.1)

ΘR = diag
(
βR,1e

jθR,1 , βR,2e
jθR,2 , · · · , βR,NejθR,N

)
, (6.2)

where βT ,n, βR,n represents the amplitude response and θn represents the phase-shift of

element n. According to the principle of the MS elements and the law of conservation of

energy, it can be obtained that βT ,n, βR,n ∈ {0, 1} and β2
T ,n + β2

R,n = 1. In terms of the

phase shift, the MS element is assumed to be able to provide arbitrary θT ,n, θT ,n ∈ [0, 2π).

For the element partitioning problem in the case of MS, NT elements have to be

assigned into M/2 tiles for transmission and NR elements into another M/2 tiles for

reflection. Please note that the number of transmission tiles and reflection tiles can be set

arbitrarily according to the need. In this chapter, they are assumed to be M/2 without

loss of generality. The element partition matrix Λm
T ∈ CN×N ,m ≤ M/2 and Λm

R ∈

CN×N ,M/2 < m ≤ M are defined for the reflection and the transmission, respectively.

Λm
T ,Λ

m
R are diagonal matrixes, while Λm

R[n, n] = 1 indicates element n is in tile m, and

Λm
R[n, n] = 0 represents element n is not in tile m. In each tile, the elements persist in
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Figure 6.2: Tile model of the STAR-RIS.

the same TRC Θ̃m
T or Θ̃m

R, and the overall TRC matrices are given by

Θ̃T =

M/2∑
m=1

ejθ̃
m
T Λm
T , (6.3)

Θ̃R =

M∑
m=M/2+1

ejθ̃
m
RΛm
R. (6.4)

6.2.2.2 STAR-RIS Partitioning for ES Protocol

The ES mode employs ES elements that split the incident signal into the transmitted

and reflected signals. Since each ES element simultaneously provides transmitted and

reflected signals, the TRCs of each STAR element can be denoted as βR,ne
jθR,n and

βT ,ne
jθT ,n , respectively. Therefore, the ES based STAR-RIS can have M multi-path to

both T users and R users which indicates the ES model can obtain more degrees of

freedom and multi-path gain compared with the MS mode.

However, the price of the favorable multi-path gain is that the ES elements are not

able to configure TRCs arbitrarily and independently. The TRCs of the ES elements
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are determined by their resistance and reactance. As pointed out in [50], the coupling

between the TRCs for a given ES element n is given by

βT ,nβR,ncos(θR,n − θT ,n) = 0. (6.5)

which suggest that while the transmission signal and the reflection signal exists, their

phase-shift always have to be orthogonal in each other, which follows ∆θn = θR,n −

θT ,n,∆θn ∈ {−π/2, π/2}. Meanwhile, according to the conservation of energy, the rela-

tionship between βT ,n and βR,n follows βR,n =
√

1− β2
T ,n. Therefore, for the ES based

STAR-RIS model, the TRCs matrices is given by

ΘT = diag
(
βT ,1e

jθT ,1 , βT ,2e
jθT ,2 , · · · , βT ,NejθT ,N

)
, (6.6)

ΘR=diag
(√

1−β2
T ,1e

jθT ,1+∆θ1 ,· · ·,
√

1−β2
T ,Ne

jθT ,N+∆θN
)
. (6.7)

The partitioning problem in the ES mode is different from the MS mode, where

the tiles in the MS mode are responsible for transmission or reflection. However, in

the ES mode, each tile has both transmission and reflection functions. Thus, all N

elements have to be assigned into M tiles, and the elements in each tile have the same

TRCs. Similar to the case in MS mode, the element partition matrix in ES mode

is denoted by Λm ∈ CN×N ,m ≤ M . In the tile having TRCs Θ̃m
T = β̃mT e

jθ̃mT and

Θ̃m
R =

√
1− β̃mT 2ejθ̃

m
T +∆θ̃m , and the overall TRC matrices are given by

Θ̃T =

M∑
m=1

Θ̃m
T Λm, (6.8)

Θ̃R =
M∑
m=1

Θ̃m
RΛm. (6.9)
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Remark 7. The disadvantage of the ES mode is that TRC cannot be adjusted indepen-

dently. Assuming that users kT and kR are served by T and R signals, respectively, when

ES-based STAR-RIS provides a perfect beam for user k that hkT = 1, hkT is likely to be

a random value. However, this defect is tolerated in NOMA networks, since the NOMA

gain increases as the channel strength difference between users increases. Therefore, the

ES mode has a higher affinity to NOMA networks than the MS mode.

6.2.3 Channel Model

The quasi-static block fading channel is invoked to characterize the channels in the

STAR-RIS scenario, where the fading blocks are assumed to be a finite set. The channel

spanning BS b to the STAR-RIS r, which is denoted by hb,r ∈ C1×N is assumed to follow

Rician fading since the LoS path is likely to be obtained. The direct channel between

the BS and user k are denoted by hb,k
1. The channel linking the STAR-RIS to user k is

denoted by hr,k ∈ CN×1. Due to the random movement of the users, the LoS path is not

guaranteed at the user equipment. Therefore, the channel hb,k,hr,k are assumed to obey

Rayleigh fading model. Meanwhile, the distance-based path loss for all channels follows

the classic model that L (d) = ρ0

(
d
d0

)−α
as suggested in [172], where ρ0 represents the

path loss at the reference distance d0, d is the distance between the transceivers, and

α is the path loss exponent. Following the aforementioned channel models, the BS-user

channel hb,k and the RIS-user channel hr,k is assumed to be Rayleigh fading channel,

and the channel hb,r is assumed to be Rician fading channel described in Chapter 3.

Remark 8. Since two distant elements are likely to receive signals with different AOAs

and require different AODs, it is not wise to assign these elements to the same tile.

Therefore, the size of a tile and its element allocation need to take this factor into account.1Please note that since the user k is assumed associated with BS b, for concision, the superscript b
for user kb is omitted.
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6.2.4 Communication Model

Without loss of generality, the T users and R users are assumed in one NOMA cluster.

According to the principle of the superposition coding (SC), the transmitted signal at

the BS b can be given by

xb =

K∑
k=1

√
Pb,kxb,k, (6.10)

where Pk represents the allocated power for user k. Please note that all the signals

are time-varying during the transmission period, and the superscript t is omitted for a

concise presentation. Since the users are assumed to receive the signal from both the

direct link and the cascaded STAR-RIS link, the composite channel for user k can be

given by

ĥb,k =


[hb,k + hr,kΘ̃T ,thb,r],∀k ∈ KT ,

[hb,k + hr,kΘ̃R,thb,r],∀k ∈ KR,
(6.11)

where KT and KR represent the set of T and R users, respectively. According to the

principle of the successive interference cancelation (SIC), NOMA users in the same cluster

can remove a part of the intra-cluster interference. To ensure a successful SIC for each

user, the decoding order has to be correctly determined. As suggested in [173], the

decoding order has to be determined by the channel gain order. Assuming there are two

users k, j in the same NOMA cluster, the decoding order is given by Ωj > Ωk,∀|hj |2 >

|hk|2. Then, the received signal at the user k is given by

yb,k =
√
Pb,kĥb,kxb,k +

∑
j,Ωj>Ωk,

√
Pb,j ĥb,jxb,j + n0, (6.12)

where the first term is the desired signal, the second term is intra-cluster interference,

and n0 represents the sum of the average inter-cluster interference and Gaussian noise.
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Given the received signal, the signal-to-interference-plus-noise ratio (SINR) of user k

can be calculated by

γb,k =
Pb,k | ĥb,k |2∑

j,Ωj>Ωk

Pb,j | ĥb,k |2 +σ2
, (6.13)

where σ represents the inter-cluster interference and noise power. Therefore, the data

rate of each user is given by

Rb,k = W log2 (1 + γb,k) . (6.14)

where W represents the frequency bandwidth.

6.2.5 Problem Formulation

This chapter aims for the average throughput maximisation of the BSs by jointly opti-

mising the power allocation Pk and the corresponding tile-based beamforming design

Θ̃
m
T , Θ̃

m
R. The optimisation problem can be formulated as

max
Λm,Θ̃

m

T ,Θ̃
m

R,Pb,k

B∑
b=1

K∑
k=1

T∑
t=1

Rb,k, (6.15a)

s.t. 0 ≤ θ̃T ,n < 2π,∀n, (6.15b)

0 ≤ θ̃R,n < 2π,∀n, (6.15c)

Rb,k ≥ RQoS, ∀k, (6.15d)

β2
T ,n + β2

R,n = 1,∀n, (6.15e)

M∑
m=1

Λm = I, (6.15f)

K∑
k=1

Pb,k ≤ Pmax, (6.15g)

where constraint (6.15b) and (6.15c) represent the phase-shift range of the reflection coef-

ficient and transmission coefficient. Constraint (6.15d) is a quality of service (QoS) con-
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straint that stipulated the minimum data rate for users. Since STAR-RISs are regarded

as passive devices that do not equip power amplifiers, according to the law of conserva-

tion of energy, the amplitude response constraint is given by (6.15e). Constraint (6.15f)

indicates that each element has to be and only be assigned to a tile. Finally, (6.15g)

is the maximum power constraint for the BS. Neglecting the complexity contributed by

the optimisation of the power allocation for NOMA users and the TRCs of each tile, the

choice of Λm is an integer choice problem for each. If each element selects its tile in turn,

it will result in MN choices. Considering the massive number of elements in the STAR-

RIS, that will be a complex and challenging problem. Furthermore, since multiple BSs,

random moving users, and a period of transmission time are considered in the scenario,

the optimisation problem is a dynamic long-term optimisation problem. Therefore, a

DRL-based distributed ML scheme is proposed to solve the formulated problem.

6.3 Proposed Distributed Learning Solution

This section describes the proposed algorithm in detail to solve the formulated optimi-

sation problem, where a PPO algorithm is invoked for the STAR-RIS partitioning and

corresponding beamforming, and an AFFL multi-agent distributed learning framework is

proposed for the experience exchange among agents. This section will first briefly intro-

duce the principles of the PPO algorithm and describe how to deploy the PPO agent

in a single cell, including the design of states, actions, and reward functions. Then, the

scope will be expanded to the multi-agent case. This section will explain why the AFFL

framework is desired by communication systems, and it will also illustrate the principle

of the AFFL framework.

6.3.1 PPO-based STAR-RIS Partition and Beamforming

The PPO algorithm [174] is invoked to provide solutions for the STAR-RIS in each

cellular. After the advent of the PPO algorithm, it achieved impressive results in a vari-

ety of training environments, becoming one of the current mainstream DRL algorithms
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[175]. As a novel PG algorithm, the PPO algorithm overcomes a common challenge

in PG algorithms that they are sensitive to the stepsize of the policy update, and the

oversized update can result in devastating performance degradation. By employing the

clipped surrogate objective or the KL-penalized objective, the PPO algorithm success-

fully constrains the size of a policy update, which ensures its stable convergence and

leads to a lower complexity compared to other conventional PG algorithms. Due to the

aforementioned superiority, it is employed for the considered optimisation problem.

Following the basic principle of the DRL algorithm, the PPO agent has to be trained

by interacting with the communication environment. During the transmission period

0 ≤ t ≤ T , the agent have to recognize the current st ∈ S and choose an action at ∈ A

according to the policy π(at|st). As a consequence of taking action at, the agent receives

a reward that indicates the quality of action at and the state will transfer to st+1 ∈ S.

Thus, a crucial factor in successfully using the PPO algorithm to resolve the STAR-RIS

optimisation problem is to determine an appropriate state space S, action space A and

reward function to determine rt.

6.3.1.1 State Space

State space has to contain the relevant information required for the STAR-RIS parti-

tioning, TRC optimisation, and power allocation. The PPO agent has the identical state

space whether ES or MS are considered, where the CSI at fading block t is included in

the state st as given in (6.16).

st = c0 × {hb,r,t,hr,k, hb,k,t}. (6.16)

where c0 is a scaling coefficient. Scaling coefficient is needed since the path loss in the

wireless network can be severe, the value of the elements in st is sometimes close to

0. It can cause the actor and critic network to receive a state vector with insignificant

difference or even invalid data type, which is not conducive to the DNN fitting. Hence,
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empirically an adaptive scaling coefficient c0 or a normalization needs to be considered

in contracting st.

6.3.1.2 Action Space

The PPO algorithm is capable of handling both discrete and continuous action spaces,

and PPO implementations with continuous action spaces is employed. Although the

partitioning problem of tiles prefers discrete actions as the number of STAR elements

has to be an integer, a continuous action space is invoked for obtaining accurate TRCs

and power distribution. Once discrete actions are required, decision thresholds can be

incorporated to discretize the sampled continuous actions succinctly. For the conven-

tional element-based RIS beamforming problem, a straightforward action space design

as shown in (6.17) is widely acknowledged

at = {aΘ
t ,a

p
t }, (6.17)

where aΘ
t and apt represent the output action of the agent for the phase shift and the

power allocation, respectively. The reflection coefficient Θ and the power Pk for each

user can be obtained by applying simple linear mapping functions. However, this method

leads to an enormous demission of the action space.

For the partitioning based approach, the element partition matrix Λm
T ,Λ

m
R cannot be

directly given by the agent. Indeed, the agent can assign each element to the tile that it

belongs to. Taking the MS mode as an example, the action space can be designed as

at = {a
ΛM
n,R

t ,a
ΛM
n,T

t ,a
Θ̃
M

T
t ,a

Θ̃
M

R
t ,apt }, (6.18)

where a
ΛM
n,R

t ,a
ΛM
n,R

t represents the element partition matrix and a
Θ̃
M

T
t ,a

Θ̃
M

R
t includes

the information of the TRCs for each tile. Unfortunately, this scheme still has a large

action dimension since a
ΛM
n,R

t ,a
ΛM
n,R

t have a dimension N in total, which contrary to the
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original intention of reducing complexity and action space dimension. Moreover, since

the adjacent element [n, n] and [n+ 1, n+ 1] in the diagonal matrixes ΛMR ,ΛMT is not

guaranteed to be adjacent in the 2D STAR-RIS panel, there is a possibility that multiple

scattered elements are assigned to one tile. Recalling the discussion in Remark 8, such

an allocation is not in line with the principles of the propagation.

In order to achieve a low-complexity partition for the STAR-RIS, an indirect method

is proposed to determine the tile. It is not necessary to directly seek the attribution

of each element, but assign the agent to output the horizontal and vertical dividing

boundary of the tile. For example, if a STAR-RIS plane needs to be divided into M =

Mx ×My tiles, where Mx and My represent the number of horizontal and vertical tiles,

respectively, the agents outputs the Nm,x and Nm,y. Thus Λm[nx, ny] = 1, Nm,x ≤ nx ≤

Nm+1,x, Nm,y ≤ ny ≤ Nm+1,y can be obtained. According to the above method, for the

ES mode, the action spaces can be designed as

at = {anMx
t ,a

nMy
t ,a

Θ̃
M

R
t ,a∆Θ̃

M

t ,apt }, (6.19)

where a
nMx
t ,a

nMy
t represents the vector contains the horizontal and vertical boundary for

tiles, and a
Θ̃
M

T
t represents the transmission coefficient for tiles, and a∆Θ̃

M

t contains the

phase shift difference between the reflection coefficient and the transmission coefficient.

After harvesting the above actions, ΛM , Θ̃
M
R , and Θ̃

M
T can be calculated. Please note

that for the ES mode, ΛM
R = ΛM

T = ΛM Then, following (6.8), (6.9), and (6.19), TRC

can be calculated for all elements.

Following the similar partitioning logic, the action space of the MS mode can be given

by

at = {anMx
t ,a

nMy
t ,a

Θ̃
M

R
t ,a

Θ̃
M

T
t ,apt }. (6.20)

where a
Θ̃
M

T
t and a

Θ̃
M

R
t represent the transmission coefficient and reflection coefficient for

tiles. Pleas note that due to the different feature between the ES and MS, in MS mode,
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it is necessary to distinguish the ΛM
T ,Λ

M
R , and it need independent outputs for the Θ̃

M
T

and Θ̃
M
R .

Remark 9. The action dimension of element-based beamforming is 3N +K, but only be

about 4M+K in tile-based beamforming. Considering the practical case that N > 100 >>

M , the action dimension of element-based beamforming will be huge, which requires a

large scale DNNs and are likely to lead to increasing complexity, slow convergence, and

inferior optimality.

6.3.1.3 Reward Function

The reward function determines the optimisation orientation for the intelligent agent,

which will have a major impact on the optimisation effect. Therefore, the reward function

has to be consistent with the objective function. The reward function is defined as

rt =


Rt, QoS requirement satisfied,

Rt
cp
, QoS requirement not satisfied,

(6.21)

where cp is a penalty for violation of QoS requirements to enforce the agent to meet the

constraint (6.15d).

6.3.1.4 Training Process

PPO algorithm genesis form policy gradient methods which aims to train stochastic

policy πω (at|st) to obtain the optimal parametric probability distribution for actions

against st. A conventional gradient estimator is given by

LPG
t (ω) = E [log πω (at|st)Ast ] , (6.22)
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where Ast is an advantage function at state st. Then, for a given length of time frame

0 < t < T , tt can be expressed as

Ast = δt + (γλ)δt+1 + · · ·+ (γλ)T−t+1δT−1, (6.23)

δst =rt + γVω (st+1)− Vω (st), (6.24)

where γ is the discount factor, and Vω(s) represents the state-value function [176]. In

order to solve the defect that the transition samples of the policy gradient algorithm

cannot be reutilized for training, different from the conventional policy gradient algo-

rithm, the PPO algorithm adopts a surrogate objective, which enables the agent to train

the current policy π by using samples generated by the previous policy πold, where the

surrogate objective is given by

LSO = E [ut(ω)Ast ] , (6.25)

where

ut (ω) =
πθ (at|st)
πθold (at|st)

. (6.26)

However, maximising LSO without any constraint is likely to lead to an excessively

large update on policy. Therefore, following the design in [174], a loss function that

combines the policy surrogate and a value function error term is designed, which is given

by

Lt (ω) =E
[
LCLIP
t (ω)− c1L

VF
t (ω) + c2S [πθ] (st)

]
, (6.27)
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where c1 and c2 are coefficients, LVF
t is the squared value function error term that

LVF
t (ω) =Et

[(
Vω (st)− Vπωold (st)

)2
]
, (6.28)

and c2S [πθ] (st) an entropy bonus for exploration. The most distinction contribution of

the PPO algorithm is embodied in the first term, which is a clipped surrogate objective

proposed in the PPO2 algorithm. It can be given by

LCLIP
t (ω) =E [min (ust (ω)Ast , clip (ust (ω) , 1− ε, 1 + ε)Ast )] . (6.29)

where ε is a hyperparameter to limit the update on the policy.

With the calculated loss Lt, the DNNs are updated following

ω ← ω + α∇ωLt (ω) , (6.30)

where α represents the learning rate.

6.3.2 AFFL Model

The AFFL model invokes both FL and TL, establishing multiple federations according

to the network status of each BS and authorizing the agent to freely shuttle between

each federation, thereby exempting the time overhead required by retraining the models.

As reviewed in the state of the art, several distributed frameworks were proposed for

the PPO or other DRL algorithms. These successful implementations proved that incor-

porating DRL agents into distributed frameworks can effectively reduce training time,

distribute computing load to hardware devices, and lay a solid theoretical foundation

for distributed reinforcement learning. However, these schemes may encounter practical

difficulties when using them to arm communication systems. Since in a communication

system, thousands of BSs having the same technical specifications work in parallel, this

feature becomes the technical prerequisite for applying distributed learning among BSs.
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However, the existing distributed frameworks are not specifically designed for the com-

munication network, which would meet practical issues once they are employed. Taking

the DPPO [126] as an example, if the DPPO paradigm is employed to coordinate BSs,

then each BS needs to play the role of worker, while the central server will play the role

of the chief. Then in each training slot, the chief needs to wait until it receives the policy

gradient from all workers before starting training. This scheme not only requires fre-

quent data exchanges between BSs and the central server, but data synchronization and

long latency will be foreseeable issues due to the possible significant physical distance

and transmission delays between BSs and the central server. Therefore, the distributed

framework for the communication system still needs further discussion (Challenge 2 ).

Another practical issue mentioned in Challenge 3 is that a pair of trained DNN

models cannot handle the dynamic circumstances in the wireless networks. Observing

(19), (22), and (23), it can be confirmed that the dimensions of the state and action

spaces (the scale of the input and the output layers of the DNN model) are jointly

determined by multiple parameters, such as the number of antennas, STAR-elements,

and active users served by the STAR-RIS. Although the numbers of antennas and STAR

elements are generally constants, the number of connected users is likely to be a time-

varying variable. Therefore, when the number of active users in the cell changes, the old

policy may no longer be applicable due to changes in the state and action space. In this

case, as mentioned in Challenge 3, it needs additional time and exploration to training

a pair of new models. During the training process, since naive models are employed,

mismatched estimations are likely to be produced, resulting in degraded beamforming

and a consequential decline in the SINR. Therefore, in order to provide a comprehensive

distributed solution for the BSs and to resolve Challenge 2 and Challenge 3, the

AFFL framework is proposed.
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Central server transfer learning

Federation 1

Federation f

Agent 2 Agent bAgent 1

Agent 2 Agent bAgent 1

Figure 6.3: Structure of the AFFL Framework.

6.3.2.1 Generalized Framework

The generalized framework of the AFFL is shown in Fig. 6.3. BSs are allocated into dif-

ferent federations according to the number of active users associated with the BSs, which

guarantees that the model ωκb,t of the agents in federation κ have the same specifications

and they can share the global model ωκG,t, where κ represents the federation. Since the

BSs are likely to have diverse number of active users, thus, the agent in each cell needs

different scales of input layer, hidden layer, and output layers, and it challenging to fed-

erate all agents with different scales of DNN models via a single federation. As shown

in Fig. 6.3, agents have to form several federations, which are indexed by 1...f , and the

global model of each federation has to be uploaded and storied at the central server.

The online training is applied for each agent, and the agents in the same federation use

federated averaging to achieve parameter exchange. Since the BSs are linked by wire and

fiber, this model does not incur huge spectrum overhead like applying federated learning

among terminal devices. With the assistance of FL, the problem mentioned in Chal-

lenge 2 is relieved, efficiently utilizing the extensive transition samples and hardware

resources from different BSs to accelerate training.
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To address Challenge 3, TL is employed in the AFFL framework to enable a join

and quit mechanism for federations. In classic FL frameworks, the federation is assumed

to be unchanged during the learning process. As mentioned above, agents in the com-

munication system need to change models and be sent to another federation once the

number of users in the cell varies. Before the agent changes its federation, the central

server has to issue the agent the global model of the target federation as a smart ini-

tialization, and then the agents can provide high-quality decisions for users immediately.

Since the agent can flow freely among multiple federations, the framework is named as

AFFL. The technical details of the federated aggregation and transfer learning will be

explained, respectively.

Algorithm 6 AFFL-PPO algorithm for the sum rate optimisation

1: for each federation κ do
2: Initialization: Determine the DNN specifications based on the number of active

users and STAR-RIS elements
3: Initialize the actor network ωκa,b,0, critic network ωκc,b,0, and global model

ωκa,G,0, ω
κ
c,G,0

4: for each BS bκ do
5: for each iteration do
6: if Globe update = True then
7: Update globe model ωκa,G,t, ω

κ
c,G,t and local critic models ωκc,b,t according to

(6.31) (6.32) (6.33)
8: end if
9: if New agent b0 joining in = True then

10: Initialize models ωκa,b0,t and ωκc,b0,t according to (6.34) (6.35)
11: end if
12: for each time step t do
13: Observe st and choose at according to the policy πωold

(at|st)
14: Execute action at, observe rt and st+1

15: Record transition (st,a, rt, st+1)
16: Calculate advantage estimates according to (6.23)
17: end for
18: for Each training epoch do
19: Random sample and calculate loss according to (6.29)
20: Calculate the policy gradient ∇ωLt (ω) and train actor/critic networks

according to (6.30)
21: end for
22: end for
23: end for
24: end for
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6.3.2.2 Federated Aggregation

For PPO agents in the same federation, their training process is divided into four stages

loop, which are local model update, local model upload, global model update, and globe

model download.

• Local model update: Each agent update the actor ωκa,b and critic ωκc,b locally accord-

ing to the principle of PPO2. The models are time varying during the training,

which can also be denoted as ωκa,b,t and critic ωκc,b,t.

• Local model upload: After a interval of training, each agent has to send its models

ωκa,b,t and critic ωκc,b,t to the central server. Thus the agent only needs to save its

own models but the central server has access to all models.

• Global model update: After receiving models from all agent belongs to federation

κ, the globe models of κ can be generated by averaging the parameters of local

models, which can be express as

ωκa,G,t =
1

Bκ

Bκ∑
bκ=1

ωκa,b,t, (6.31)

ωκc,G,t =
1

Bκ

Bκ∑
bκ=1

ωκc,b,t, (6.32)

where Bκ represents the number of BSs in κ.

• Globe model download: Finally, each agent downloads the globe critic model to

replace its local critic model

ωκc,b,t = ωκc,G,t, ∀b. (6.33)

Please note that the local actor model cannot be updated by the globe actor model

since the CSI and user distribution is not identical in each cell.
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This mode enables distributed learning and avoids frequent data transfers compared

to the DPPO framework, since the frequency of federated aggregation can be adjusted.

6.3.2.3 Transfer Federation

When the agent bκ transfer from federation κ = 0 to κ = k, where k is any non-zero

integer, it no longer participates in federated aggregation of federation 0 in the upcoming

time slot. Before the agent b0 transferred to bk, the central server needs to transfer models

to b to replace the previous local models, which can be expressed as

ωκa,b,t = ωkc,G,t, (6.34)

ωκc,b,t = ωkc,G,t. (6.35)

Combining all the above steps, the pseudocode of the AFFL-PPO algorithm for fed-

eration κ is given in Algorithm 6. Note that the given pseudocode is for one federation

for a clear presentation, in practice multiple federations are working in parallel.

Remark 10. Thanks to the global model provided by transfer learning, on the one hand,

the new joined agent owns a trained model, on the other hand, it does not need to have a

large exploration rate as a fresh agent, thus it can keep a small action variance as a well-

trained agent. Thus, there is only a negligible communication performance degradation

for the agent who transferred federation.

6.4 Numerical Results and Analysis

This section presents the simulation results to reveal the performance of the proposed

STAR-RIS assisted NOMA network and the ML algorithm. Meanwhile, by analysing

the numerical results, the provided solution and insights for Challenge 1-3 are verified.
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This section will first discuss the performance of the aforementioned two STAR-RIS

models and the partition approaches, and then the performance of the proposed AFFL

model is verified by comparing the performance of multi-agent AFFL training and the

single-cell training.

6.4.1 Simulation Setup

In the simulation, the STAR-RIS located 4km away from the BS 2, where the users

associated with the STAR-RIS are randomly distributed around the STAR-RIS, and the

users are assumed to have random moving during each time step. There are 30 time

steps in the transmission duration, and the CSI is assumed to vary per each time step.

It is worth noting that the spacial relationship between the BS and the RIS is the same

in different cellular, but the realization of the user distribution, user movements, as well

as the channel fading blocks are independent in each cell. For the DRL agent, both the

actor and the critic network have 4 layer structure, where the ’tanh’ function is employed

for the hidden layer. The scale of the DNN is adjusted according to the environment

and the presented simulation results are all given by the agent with empirically optimal

parameters. A decaying action noise is invoked to balance the exploration and the

exploitation, starting with 0.6 at the beginning of the training, linearly decays and finally

stays at 0.05. At the beginning of training, a larger exploration rate can better avoid

local optimal problems, and at the end of training, a smaller exploration rate can ensure

the training stability. The specific value selection is based on the empirical optimal value

obtained in our simulation. The rest of the default parameters are listed in Table 6-A.

6.4.2 STAR-RIS and the Partitioning Problem

Fig. 6.4 demonstrates a pair of example partitions of the partitioned STAR-RIS in a

fading block, where Fig. 6.4(a) is an example of the ES mode, and Fig. 6.4(b) is an

2A larger BS to STAR-RIS distance is adopted as users at the edge of the cell eager to signal enhance-
ments, and users with closer distances can obtain a satisfactory data rate with a direct link.
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Table 6-A: Default Parameters
Parameter Description Value Parameter Description Value

M tile number 6 N total element number 60

fc carrier frequency 5GHz W bandwidth 1 MHz

K users per cell 4 Pmax maximum power 29 dBm

KAR,KRU Rician factors 3dB σ noise power density -95.2 dBm/MHz

α learning rate 3× 10−4 γ discount factor 0.99

e batch size 80 samples N/A Optimiser Adam

example of the MS mode. Each square represents a STAR element, and there are 60

elements on the STAR-RIS in the example. The elements with the same number and

color label are allocated into the same tile. It is worth noting that, in the simulation of

the MS mode, tiles 1-3 work in the R mode, while tiles 4-6 are employed to serve T users.

It can be observed that the partition given by the agent has significant differences for

ES and MS models under the same fading block. The partition given for the MS-based

STAR-RIS can be explained by the classical greedy algorithm and the NOMA gain

theory. However, the partition for the ES-based STAR-RIS produces two large tiles,

tile 3 and tile 6. The reason leading to this phenomenon may be the QoS constraint.

Since the ES model cannot adjust the phase arbitrarily, it is harder to meet the QoS

requirements with small-scale tiles, such as tiles 1 and 5 in Fig. 6.4(b). Hence, the reason

for having two larger tiles in Fig. 6.4(a) may not be that the two major tiles are needed,

but to avoid the appearance of very small tiles. Therefore, although the interpretability

of ML methods is relatively deficient, the partition results given by the DRL agent are

interpretable with the help of theory in communication.

Fig. 6.5 plots the averaged reward3 obtained during the simulated duration of 3

STAR-RIS assisted NOMA cells to reveal the performance of the STAR-RIS. The reward

is positively related to the sum data rate of all users meeting the minimum rate require-

ment. Significant NOMA gains and STAR-RIS gains can be observed Fig. 6.5 aside from

3The average reward and average data rate refer to the average value of the reward and data rate
obtained by the agent of multiple BSs and episodes, which is invoked to reduce the affect caused by the
random action explorations and channel realizations.
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Figure 6.4: Example partitioning for the STAR-RIS.

which type of STAR-RIS is employed. In the NOMA networks, the STAR-RISs obtain

a reward of around 400 and outperform the conventional RIS investigated in [38], since

the reflecting-only are not capable of severing all users. Furthermore, in both OMA and

NOMA cases, the ES mode achieved superior reward compared to the MS mode. This

result indicates that though ES elements cannot independently config the TRC, a larger
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Figure 6.5: Performances of different types for STAR-RIS in OMA/NOMA
networks

equivalent element number still dominates the performance. It is worth emphasizing that

the ES mode has a stronger affinity to NOMA networks. In the NOMA network, the ES

mode achieved a gain of about 8.4% compared to the MS mode, while in contrast to the

OMA network, only a gain of 4.9% was achieved, which is in line with the discussion in

Remark 7.

To explain and verify the necessity and advantage of the STAR-RIS partition, the

system performance of three TRC controlling schemes are compared in Fig. 6.6, namely

intelligent partitioning, average partitioning, and element-based intelligent control. Fig.

6.6(b) plots the obtained reward of the three approaches in cases of N = 10 and N = 60.

While only 10(2 × 5,M = 2) elements of STAR-RIS are employed, the element-based

TRC control scheme achieves the highest reward, as the independent control can provide

precise TRCs for each element. However, once a STAR-RIS having a large number of

elements is invoked, the rank of the reward is changed, where the independent control

scheme achieved an inferior reward to the partition-based control, which is caused by

the increased element number and complexity that degrades the performance of the

trained agent as analyzed in Remark 9. This tend is evidence to prove that when
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Figure 6.6: Performance comparison of different partitioning scheme for the
STAR-RIS.

a larger scale of STAR-RIS is employed, unless accepting an extremely large training

cost, the partition-based TRC control is likely to outperform the element-based control

scheme, since the STAR-RIS partition can significantly simplify the problem to improve

the performance of DRL agents. Meanwhile, the PPO-based partition outperformed the
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average partition in both realizations, which indicates the advantage of the intelligent

partition. Shifting the focus to Fig. 6.6(b), it can be observed that in the case of N = 10,

the throughput has exactly the same ranking and trend as the reward, but at N = 60 the

throughput of the three schemes became nearly coinciding. The results indicate that the

intelligent partitioning scheme obtains additional rewards due to meeting the users’ QoS

requirements, suggesting that the DRL partitioning does not unilaterally pursue data

rate maximisation like the water-filling algorithm, and coincides with the partitioning

example shown in 6.4(a).

6.4.3 AFFL Distributed Model

This subsection refocus on the validation of the proposed AFFL framework. To evaluate

the training process and performance of the agents, the performance indicators of the

communication system are no longer in account, and the reward is considered as the sole

performance indicator to evaluate the system performance.

Fig. 6.7 demonstrates the training process of a 3-cell federation started with random

initialized models. In order to validate the performance of the DRL based beamforming

and the AFFL framework, the algorithm in [100] is employed as a state-of-the-art (SOTA)

benchmark. It can be observed that the proposed solutions outperform the benchmark

algorithm in terms of convergence and optimality. Comparing two pairs of curves for

the ES mode and the MS mode, firstly, it can be observed that a significant reward

gain in the multi-agent case where AFFL is applied. Another significant advantage of

AFFL is convergence. Although the large action noise at the early training stage affects

the observation of convergence to some extent, taking the ES case as an example, the

convergence shown by the blue dashed curve is better than the green one. Therefore, in a

limited training period, the AFFL framework achieves better optimality and convergence

by aggregating the critic model from multiple agents.

Fig. 6.8 plots the training process against different learning rates of a cell that
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Figure 6.7: Performances of different learning frameworks for STAR-RIS

Table 6-B: Training time consumption of different partitioning approaches and
training frameworks

Element
number

no partition average partition individual PPO
AFFL-PPO

(initialization)
AFFL-PPO
(transfer)

10 41m55s 25m16s 27m02s 17m12s 0s

60 321m08s 34m26s 34m30s 19m39s 0s

switches federation needs to experience. In this scenario, assuming a cell becomes a new

member of the federation mentioned in Fig. 6.7 due to the change in the number of

users, and the reward of the new member agent is plotted. In case of the AFFL model

is employed, since a fully trained model is distributed to the agent, it can obtain eligible

rewards from episode 1, which indicates that users do not have to wait for the training of

the agent and can be served immediately. Although the agent still obtains a small reward

improvement with training, the initial service quality is still guaranteed as claimed in

Remark 10. Conversely, users who did not under the AFFL model are not so lucky,

during the first 1000 episodes of the training time, these users are likely to experience

poor service due to the immature model. Even if optimality is sacrificed a bit and set

a larger learning rate 0.001 to shorten the training process, a wait of about 500 epochs

is still necessary. Therefore, this result illustrates that with the aid of transfer learning,
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Figure 6.8: Performances of different learning frameworks for STAR-RIS

the AFFL model is capable of solving Challenge 3.

Table 6-B presents the training time consumption per agent of different partitioning

approaches and training frameworks. It can be observed that the training time consumed

by the tile-based beamforming scheme is significantly diminished than the element-based

beamforming, and the DRL-based beamforming does not produce discernible complexity

compared to the averaged partitioning. In terms of the training framework, by adopting

the model aggregation of multiple agents, the AFFL framework greatly reduces the

training time of the model. Specifically, for the problem of dynamic network requirements

mentioned in Challenge 3, the AFFL model does not require any additional retraining

but invokes model transfers to solve the problem. Although AFFL framework is able to

exempt the training time by replacing models, the initial model still need to be trained

(e.g. around 30 min in Table 6-B). Thus, the initial model have to be pre-trained before

employing the agent in practice.
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6.5 Summary

In this chapter, STAR-RISs assisted downlink NOMA networks were investigated, where

both ES mode and MS mode were considered for the STAR-RIS. In order to achieve

a low-complexity passive beamforming control for the STAR-RISs, a joint STAR-RIS

partitioning and tile-based passive beamforming optimisation problem was formulated

for maximising the average throughput of the BSs while satisfying the QoS requirements

of the users. A PPO-based solution was proposed for the management of the STAR-

RIS, and an AFFL distribute learning framework was proposed to accelerate or exempt

the training process for the intelligent agents deployed at BSs. The analysis and the

simulation results of this chapter provided the following insights and conclusion: 1) When

STAR-RIS has a massive number of STAR elements, the joint partitioning and tile-based

beamforming outperforms the conventional element-based beamforming. However, once

the STAR-RIS does not have a massive number of elements, there are a trade-off problem

between the beamforming complexity and the data rate gain; 2) ES-based STAR-RIS

have compatibility with NOMA networks since the ES mode is likely to results in channel

strength differences that NOMA prefers; 3) With the global critic network provided by

AFFL, even if each environment has diverse CSI, the average reward has advantages

compared to the independently trained DRL agent; 4) The AFFL model allows agents to

freely switch between federations with a hot-start, which can protect the base station and

STAR-RIS from short-term performance degradation due to un-trained DNN models.
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Conclusion

In this thesis, the prospects and applications of ML technologies in the RIS assisted

wireless networks have been investigated. The models for RIS-assisted networks were

presented and a number of optimisation issues were addressed, which include passive

beamforming with configuration, mobile RIS deployments, hybrid beamforming, and tile-

based beamforming for STAR-RISs. As answers to the optimisation problems, a number

of ML approaches including ETDL, EA-DDPG, FL enhanced DDPG, Hybrid-DDPG,

DDPG-DQN, and AFFL-PPO algorithms were developed. The simulation results con-

firmed that the improvement and contribution of RISs engaged in wireless networks.

Computer simulation also comprehensively confirms and evaluates the performance of

the proposed algorithm from multiple perspectives.

The proposed techniques have multiple application scenarios to enhance the com-

munication quality and energy efficiency of terrestrial mobile users. Specifically, 1. the

research in Chapter 3 can reduce the time overhead of RIS beamforming in practice; 2.

The deterministic propagation model and mobile RIS proposed in Chapter 4 can well

assist home WIFI networks; 3. The STAR-RIS proposed in Chapter 5 can be applied

in the window, using two beams to serve indoors and outdoors, thereby enhancing the

performance of the macro base station; 4. The low-complexity beamforming technique in

158
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Chapter 6 provides a feasible beamforming scheme for large RIS with a massive number

of reconfigurable elements.

7.1 Summary of Contributions

In this thesis, the author made the following main research contributions

• In Chapter 3, a RIS-assisted multi-user communication system over multiple fading

channels was investigated, where the time overhead for configuring the reflection

coefficients at the RIS is taken into consideration. A long-term effective through-

put maximisation problem is formulated for joint optimisation of the passive beam-

forming of the RIS and the power allocation of the AP over each channel fading

block, subject to the hardware constraints of RIS configurations. ETDL and EA-

DDPG algorithms were proposed to solve the resulting overhead-dependent joint

optimization problems. The ETDL algorithm trains the DL agent through the

communication environment in anticipation of eliminating the requirement of the

training data set. EA-DDPG algorithm has the ability to achieve continuous and

deterministic control of phase shifts. The author compared and analyze the optimi-

sation performances of the algorithms via simulation, which provides insights into

the methodology for the optimisation of wireless communications. The simulation

results reveal that the RL and DL algorithms are capable of achieving comparable

overall performance but each has its own advantages. The training complexity

required by the DL approach is significantly less than the RL approach. On the

contrary, the RL algorithm can better identify the system state, and thereby choose

more flexible strategies and decisions.

• In Chapter 4, a novel indoor communication model was proposed, which employs

mobile RIS to enhance the channel quality for users. Compared to existing fixed

RIS paradigms, the proposed framework is capable to cover indoor users who suf-

fered from obstructed environments with the aid of flexible deployments of RISs,
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thereby increasing the sum data rate. In order to further increase user capacity

and increase spectrum efficiency, NOMA techniques are invoked. A correspond-

ing dynamic decoding order scheme is adopted, since the channels intervened by

mobile RISs are likely to significantly impact the user’s CSI. The DDPG algorithm

is invoked to jointly optimise the deployments, phase shifts of mobile RISs, and the

power allocation policy for users. Furthermore, a federated learning enabled DRL

framework was developed to reduce the training time of agents and theoretically

prove that within limited training processes, the FL framework is capable to pro-

vide reward gains for DRL agents. An FL model with local training and periodic

global model was invoked update to enable the agent in each cell to learn from

others’ experiences and thereby improve the efficiency of exploration and training.

In addition, the impact of the different propagation characteristics of each cell on

FL learning effects is also investigated.

• In Chapter 5, a STAR-RIS model for broadening the coverage of reflecting-only

RISs was conceived. Specifically, the practical electromagnetic property of STAR

elements is considered, resulting in a coupled phase-shift of the transmission and

reflection. Based on the proposed model, a joint active and passive beamforming

problem that requires hybrid control for the phase-shift and amplitude is formu-

lated for minimizing the long-term power consumption. The author proposed a

hybrid DDPG algorithm for solving the hybrid control problem caused by the

energy splitting nature of STAR elements. The hybrid control is carried out by

mapping each output node of the actor network to the transmission and reflection

actions of each STAR element. The proposed hybrid DDPG solution provides high-

dimensional continuous and discrete phase-shift optimisation for STAR-RISs. A

joint DDPG-DQN algorithm was developed as a high performance-solution. The

joint DDPG-DQN scheme can handle hybrid control by employing two collabo-

rated agents, where a DDPG agent is in charge of the continuous control and a

DQN agent is invoked for the discrete control. The performance of the STAR-RIS
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relying on the proposed algorithms is evaluated by computer simulation revealing

that it outperforms both the reflecting-only and the double spliced RISs. Fur-

thermore, the hybrid DDPG algorithm outperforms its plain DDPG counterpart

without increasing its complexity, while the joint DDPG-DQN algorithm attains

optimality at an increased complexity.

• In Chapter 6, a STAR-RIS assisted NOMA network model was conceived, where a

sum rate maximisation problem is formulated for the proposed model. Two STAR-

RIS operating protocols, ES and MS are investigated and their performances are

compared in this chapter. A novel tile-based passive beamforming approach was

proposed for the STAR-RIS, where the STAR-RIS is intelligently partitioned into

several tiles. A PPO based algorithm is invoked to optimise the partitioning of

STAR elements, as well as the tile-based transmission and reflection beamforming,

which is the first research on the partition problem of the STAR-RIS. An AFFL

paradigm was proposed for deploying artificial intelligent agents to cellular net-

works, where each BS plays a role as an agent. This novel paradigm utilizes the

feature of both FL and TL, authorizing agents to freely join or quit federations

according to the network status. The new member of a federation can inherit

well-trained global models when joining in the federation, which does not require

additional time for retraining agents to ensure uninterrupted high-quality commu-

nication service. The analysis and simulation results indicate that the tile-based

beamforming approach is a stable and low-complexity solution. It is also proved

that the AFFL paradigm not only increases training speed and optimality, but

also enables training-free model switching for the agent who changes its federation

attribution, providing efficient solutions.
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7.2 Limitation and Future Work

7.2.1 Limitations of This Thesis

Although this thesis provides some possible schemes and research contributions for RIS-

assisted wireless communication, there are still some limitations. 1. Some assumptions

are idealized, for example, perfect CSI is assumed to be available, and NOMA’s SIC

decoding is assumed to be perfect. These assumptions are unlikely to be implemented in

practical communication systems, but we were unable to investigate these issues further

due to the limitations of the research scope. 2. Some power consumption and overhead

are not fully considered, such as pilot overhead and the energy overhead of robots in

mobile RIS. These overheads cannot be avoided in the physical world, and more work

on RIS overheads is worth carrying out to further promote the standardization and

application of RIS. 3. This thesis does not introduce experiments to verify the proposed

algorithms. Although some effort has been made to purchase a STAR-RIS prototype to

carry out experiments, the author failed to get the opportunity to deploy AI algorithms

on hardware due to product and time constraints.

7.2.2 Joint Active & Passive Beamforming with Practical Reflection

Model and Imperfect CSI

As discussed in this thesis, the joint beamforming of the base station and RIS is one of

the core issues of RIS research. The existing research generally assumed the perfectly

ideal reflection coefficient for RIS. However, some RIS-related materials and electromag-

netic studies have proved that the phase shift and amplitude of the reflection coefficient

may have non-ideal features (e.g. phase-shift error). RIS modeling and optimisation

in non-ideal scenarios is still a problem to be solved in this field, since the non-ideal

characteristics of reflective elements bring irregular constraints to the optimisation.

Meanwhile, in practice, the acquisition of accurate CSI is another severe problem,
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especially for mobile users moving at high velocity. Therefore, how to accomplish beam-

forming with limited or imperfect CSI is a practical challenge. It is well-known that

the perfect CSI cannot be obtained in practice. Furthermore, due to consideration of

power consumption and economic cost, whether RIS needs to have channel estimation

capability has also been discussed in academia.

In order these two practical issues, future work will focus on (1) the robust RIS

beamforming with a consideration of configuration error or elements’ non-ideal charac-

teristics; (2) the RIS beamforming with imperfect, partial, or non-CSI. Machine learning

is a potential technology to solve this problem it can quickly adapt to limited observations

on CSI and non-ideal properties by training.

7.2.3 The Comprehensive Configuration Overhead Investigation

Chapter 3 of this thesis focuses on the time overhead caused by configuring reconfigurable

elements arrays. In addition to the signaling overhead for reconfigurable elements, there

are other possible sources of overheads, which may lead to performance degradation of

the RIS-assisted transmission. The control signaling generated by the RIS intelligent

controller needs to be transmitted to the RIS, which may be another source of con-

figuration time overhead [177]. Moreover, Although some CSI acquisition methods for

RIS-assisted communication have been proposed [72], the time overhead of these meth-

ods has not been systematically and quantitatively investigated. Therefore, identifying

the comprehensive overhead of multiple sources and investigating how to reduce these

configuration overheads will be an important issue to improve the performance of RISs

in practice.

7.2.4 Competition and Collaboration between Multi-RISs

The lack of research focus in the area of RISs is multi-RIS collaboration. The main chal-

lenge is the complexity brought about by the interaction among multiple RISs since RISs
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can affect one another. Iterative optimisation will have a tough time-solving problem

brought on by more than two RISs in particular. In practice, RIS cannot be estab-

lished in isolation in practice, thus, it is promising to utilize a mix of game theory and

multi-agent machine learning to address the collaboration issue between multiple RISs.

7.2.5 RIS for Near-field Communications

The increase in the number of RIS elements makes large-array RIS a trend in the future

development of RIS. The classic far-field propagation model may have significant inac-

curacies due to the growth in the number and size of RIS array elements. When the user

is close to the RIS, the conventionally used plane wave model is no longer fit in this case,

which would decrease the quality of communication. In order to enhance the communica-

tion quality of near-field communication, research will be conducted on the propagation

model, communication protocol, and beamforming in the near-field communication of

large-array RIS.
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Proof of Remark 4 in Chapter 4

Assuming a Markov process has S states, each state s ∈ S has action space As
N and

the corresponding reward set R
(s,a)
N , denoting the explored action space of FL agents

as As
F ⊆ As

N ,R
(s,a)
F ⊆ R

(s,a)
N and explored action space of the independent agent as

As
I ⊆ As

N ,R
(s,a)
I ⊆ R

(s,a)
N . Assuming that a repetitive tolerant random action policy is

adopted during the exploration process, we can get E[| As
F |] ≥ E[| As

I |] and also for

the reward set E[| R
(s,a)
F |] ≥ E[| R

(s,a)
I |]. For the reward sets, the maximum known

reward max(R
(s,a)
F ,R

(s,a)
I ) always exists, though there may have max(R

(s,a)
F ,R

(s,a)
I ) <

max(R
(s,a)
N ). Then the probability that the known maximum reward is found by FL

agents and independent agents can be calculated as

P [max(R
(s,a)
F ,R

(s,a)
I ) ∈ R

(s,a)
I ] = 1− (1− 1

| R(s,a)
N |

R
(s,a)
N ≤max(R

(s,a)
F ,R

(s,a)
I )

)E[|As
I |], (A.1)

P [max(R
(s,a)
F ,R

(s,a)
I ) ∈ R

(s,a)
F ] = 1− (1− 1

| R(s,a)
N |

R
(s,a)
N ≤max(R

(s,a)
F ,R

(s,a)
I )

)E[|As
F ]|. (A.2)
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Since E[| As
F |] ≥ E[| As

I |], then

P [max(R
(s,a)
F ,R

(s,a)
I ) ∈ R

(s,a)
I ] ≤ P [max(R

(s,a)
F ,R

(s,a)
I ) ∈ R

(s,a)
F ],∀s ∈ S, (A.3)

and it can be obtained that

E[max(R
(s,a)
I )] ≤ E[max(R

(s,a)
F )],∀s ∈ S. (A.4)

It is worth to point out that E[max(R
(s,a)
I )] = E[max(R

(s,a)
F )] if As

F = AS
I = AS

N ,

which reveals that when the action space is traversed, FL will no longer provide gain.

Then, the cumulative reward which described by value function

Q(s,a) = R(s,a) + β
∑
s′∈S

max
a′

Q(s′,a′). (A.5)

According to (A.4) and (A.5), we can obtain

E[max(QI(s,a))] ≤ E[QF (s,a))]. (A.6)

For DQL algorithms, assuming the neuronal network fitting correctly, we have Q∗ →

Q, then

E[max(Q∗I(s,a))] ≤ E[Q∗F (s,a))]. (A.7)

Remark 4 is proven.
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