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The morphology of dodecane in a nano-pore at temperatures typical in exploited or depleted oil reservoirs is
investigated using molecular dynamics simulation. The dodecane morphology is found to be determined by
interactions between interfacial crystallisation and surface wetting of the simplified oil, while “evaporation”
only plays a minor role. The morphology changes from an isolated, solidified dodecane droplet to a film with
orderly lamellae structures remaining within, and finally to a film containing randomly distributed dodecane
molecules, as the system temperature increases.

In a nano-slit under the impact of water, since water wins against oil in surface wetting on the silica surface
due to electrostatic interaction induced hydrogen bonding between water and the silanol group of silica, the
spreading of dodecane molecules over the silica surface is impeded by this water confinement mechanism.
Meanwhile interfacial crystallisation is enhanced, leading to always an isolated dodecane “droplet”, with
crystallisation weakening as the temperature increases. Since dodecane is immiscible to water, there is no
mechanism for dodecane to escape the silica surface, and the competition of surface wetting between water
and oil determines the morphology of the crystallised dodecane droplet.

For the CO2-dodecane system in a nano-slit, CO2 is an efficient solvent for dodecane at all temperatures.
Therefore, interfacial crystallisation rapidly disappears. The competition of surface adsorption between CO2

and dodecane is secondary for all cases. The dissolution mechanism is a clear clue for the fact that CO2 is
more effective than water flooding in oil recovery for a depleted oil reservoir.

I. INTRODUCTION

CO2 capture, utilisation and storage is one of the most
promising decarbonisation technologies to achieve green
industrial growth and address the challenge of global
climate change. By injecting captured CO2 into exist-
ing oil reservoirs can simultaneously achieve CO2 geo-
sequestration and oil recovery (CO2-EOR). Under typical
undersurface conditions, supercritical CO2 has properties
between liquid and gas, such as high diffusivity, low vis-
cosity, and vanishing surface tension, which implies that
CO2 enhanced oil recovery is different from the secondary
oil recovery via water flooding. It is an established engi-
neering practice to use the tertiary CO2-EOR following
the secondary water flooding1, but the scientific under-
standing of the mechanisms behind the fact that CO2-
EOR is superior to water flooded EOR for an exploited
or depleted oil reservoir remains to be improved to better
guide and optimise CO2-EOR.

The undersurface geological formation features nano-
porous media, containing inorganic cap-rock in circular,
angular, slit shape on the scale of 10–50 nm2. The nano-
confined fluids such as CO2, water and oil can possess
peculiar transport properties that deviate from those
on bulk scale. For example, functional groups on solid
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surface determines its wettability, which affects the slip
length of water3–6. The pore size, wettability and nano-
confinement effects can significantly affect the minimum
miscibility pressure of CO2/oil7–9. Supercritical fluids
in nano-pores not only exhibit anomalous diffusion, fea-
turing trapping on solid surface, random hopping and
desorption10,11, but also have a shift of thermodynamics
properties, such as the vapour-liquid coexistence curve
and pseudo boiling lines12,13. Moreover, previous studies
reported the existence of immobile solid-like crude oil on
cap-rock surfaces due to adsorption, named as “sticky
layers”14–20. The injected CO2 can reduce both the
sticky layer thickness and hydrocarbon viscosity, thereby
enhancing the flow of oil20,21. It is clear that detailed
quantitative information on the molecular conformation
on cap-rock is of great importance for better understand-
ing the flow and transport dynamics of the nano-confined
oil in CO2-EOR processes. To the best of our knowl-
edge, however, there have been few studies on investi-
gating oil solidification/crystallisation on rock surfaces,
much less accurate predictions of the layering structures
of oil stacks attached on the surfaces, especially under
the impact of H2O and CO2 during water flooding and
CO2 injection.

Crude oil is a mixture of paraffin/n-alkanes of high
molecular weights with the general formula of CnH2n+2,
e.g., isoalkanes, naphthenes, aromatics asphaltenes. It
is believed that the crystallisation of alkanes at low
temperature and the subsequent aggregation, percep-
tion and gelation are the primary reasons for the wax
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deposition22,23. Waxy crude oil is a long-standing
concern for petroleum industry, especially in offshore
reservoir development, crude oil exploitation and trans-
portation where the ambient temperature is always
unfavourably below the cloud point temperature of
oil. Crystallisation of alkanes occurs much more eas-
ily on an attractive solid substrate with moderate
supercooling24–26. More comparable phenomena such as
the nematic-to-crystal transition of polymer films on a
crystal slab27,28, epitaxial crystal growth of alkanes29,30,
self-crystallisation/surface freezing of n-alkanes on the
surface of SiO2 nanoparticles31,32, and the elusive lay-
ering structure transition of hydrocarbon lubricant in
nano-slit33–37 indeed indicate that the interfacial crys-
tallisation of oil on cap-rock surfaces is ubiquitous.

Modelling and comparing water-flooded and CO2-
EOR is challenging when interfacial crystallisation of oil
needs to be taken into account, because: (1) components
can be in gas, liquid or solid phases (more accurately, a
ternary-phase mixture as we will see from simulation re-
sults reported herein) under supercritical conditions; (2)
phase transitions are likely to occur and interact at the
interface; (3) transport properties can be peculiar due to
the nano-confinement. Molecular dynamics (MD) simu-
lation has proven to be a proper and useful tool to reveal
the mechanisms of microscopic phase transition dynam-
ics, such as alkane melting38, and to accurately predict
the transport properties of alkanes over a wide range of
conditions39. The application of MD simulation in oil
recovery was reviewed by Ahmadi and Chen14 under the
conditions of 298–373 K and 15–35 MPa, where the oil is
approximated by either one species or a mixture of alka-
nes (decane, octane, decane and dodecane), aromatics,
asphaltene, etc., and the cap-rock by quartz, hydroxy-
lated silica, kaolinite, carbonate, etc. MD simulation has
also been used widely for studying the effects of nano-
confinement on CO2 enhanced shale-gas recovery, as re-
viewed by Yu et al.2 and Wang et al.40.

In this study, three systems were inspected, i.e.,
dodecane-silica (System 1 – S1), silica-H2O-dodecane-
silica (System 2 – S2) and silica-CO2-dodecane-silica
(System 3 – S3). Dodecane and hydroxylated silica are
used to approximate oil and cap-rock, respectively. MD
simulation is performed to first investigate and better
understand the interfacial crystallisation of oil on cap-
rock surface in S1 at 310–410 K, which covers typical
reservoir temperatures41,42. With a detailed, quantified
understanding obtained of the oil morphology that is typ-
ical in exploited or depleted oil reservoirs, the effects of
water (S2) and CO2 (S3) on crystallised dodecane are
studied and compared, mimicking simplified engineering
operation of water flooding and CO2 injection. Statistics
on molecular conformation and dodecane morphology are
obtained, investigated, and compared among the three
systems.

The paper is organised as follows: the methodology of
MD simulation is introduced in Section II, including the
force field, system energy, molecular model and system

FIG. 1: Interfacial crystallisation under the impact of
H2O and CO2.

configuration, with validation. Two different methods
on pressure control are introduced and compared. Re-
sults and discussions are presented in Section III and
summarised in Fig. 1, including temperature dependent
interfacial crystallisation on hydroxylated silica surface
interacting with surface wetting in S1 in Section III A; in
Section III B, water comes into play in S2 and affects the
interfacial crystallisation through winning surface wet-
ting over dodecane through electrostatic interaction in-
duced hydrogen bonding; In S3 in Section III C, super-
critical CO2 acts as an efficient solvent for dodecane and
therefore dissolution dominates over interfacial crystalli-
sation, which vanishes quickly. Finally, the conclusions
are summarised in Section IV.

II. METHODOLOGY AND MOLECULAR MODELLING
SETUP

A. Molecule model, force field and system configuration

The molecular structures of silica, dodecane, H2O and
CO2 are shown in Fig. 2. Hydroxylated silica with sur-
faces terminated by 9.4 silanol groups (named as Q2
in the present study) per nm×nm is used to approxi-
mate the underground cap-rock. The interfacial force
field (IFF) parameters developed by Heinz et al.43 are
used for silica-Q2, which have been shown to be able to
accurately predict interfacial properties such as hydro-
gen bonding, surface adsorption and the contact angle
in CO2-brine-silica systems44,45. The SPCE (extended
simple point charge) model is used for water molecule.
The TraPPE force field is used for dodecane molecule,
which was developed by Potoff and Siepmann46 for pre-
dicting vapour-liquid phase equilibria of CO2 and alkane
mixtures. The TraPPE force field can accurately pre-
dict the transport properties of alkanes, such as density,
surface tension and critical points, over a wide range of
conditions including supercritical regimes39,47. The en-



3

FIG. 2: Molecular structures of hydroxylated silica,
dodecane, H2O and CO2. The Q2 unit cell is gener-
ated from the cleavage and hydration of the α-quartz
(001) plane. The TraPPE force field of dodecane is
the united-atom (UA) model, where the CH3 and CH2

groups are treated as single particles.

TABLE I: Number of CO2 molecules in silica-CO2-
dodecane-silica system (S3) to keep the pressure at 20
MPa.

T (K) 310 330 350 370 390 410

N (103 -) 36 31 26 21 17 15

ergy functions of TraPPE and IFF are compatible with
each other. The dihedral and improper energies are not
considered for silica in the IFF force field43. The details
of force fields and their key parameters are given in Sup-
plementary Material.

Three systems are built, i.e., dodecane-silica (S1),
silica-H2O-dodecane-silica (S2), and silica-CO2-
dodecane-silica (S3), as shown in Fig. 3. All the
systems have the same silica slab, which is generated
by patterning the Q2 unit cell in x and y directions by
6 and 3 times, respectively, finally containing 33,264
atoms. The thickness of the silica slab is 1.88 nm.
1,500 dodecane molecules are packed in rectangular box,
which is placed on silica surface with a 0.2 nm gap.
100,000 H2O water molecules are deployed in S2, while
the number of CO2 molecules in S3 varies according to
the temperature, as shown in Table I, in order to keep
the bottom layer of the upper silica slab at ∼ 18.5 nm
in z direction and the pressure at 20 MPa.

B. MD setup

All simulations are performed using Large-scale
Atomic/Molecular Massively Parallel Simulator
(LAMMPS)48. Post-processing and visualisation
are performed in OVITO (The Open Visualization
Tool)49. The time step in production run is 1 fs. The
cut off distance for LJ interaction and Coulomb force
is 1.2 nm. MD simulations with 1.4 nm as the cut
off distance have also been performed, and there is
no systematic difference in properties of dodecane in

FIG. 3: Initial configurations of the systems:
dodecane-silica (S1), silica-H2O-dodecane-silica (S2)
and silica-CO2-dodecane-silica (S3); CO2 and H2O
molecules are in vdW representation with a 0.5 scal-
ing factor; the domain size of the dodecane-silica sys-
tem (S1) is 20.87, 10.28, 18.50 nm in x, y, z directions,
respectively.

bulk phase, including densities and other molecular
structure/distribution statistics (not shown), between
the two setups for cut off distance. PPPM (particle-
particle particle-mesh) is used for long-range Coulomb
force in k-space with an accuracy of 10−5. Periodic
boundary conditions are used in x and y directions,
while non-periodic fixed boundary conditions are used in
z direction. A vacuum slab whose length is three times
the domain length in z direction is inserted to virtually
turn off atom interactions in this direction.

The non-periodic harmonic wall boundary is set in z
direction, where the energy of wall-particle interactions
is given by a harmonic spring potential: E = µ(r − rc)2
(r < rc), where µ is the strength factor for wall-particle
interaction, r is the distance from the particle to the wall,
and rc is the cut-off distance at which the particle and
wall no longer interact.

For uniform systems of the liquids in bulk phase, the
NPT (N: number of atoms, P: pressure, T: temperature)
and NVT (V: volume) ensembles are used to maintain
the system size, temperature, and pressure. Generally,
there are two methods to obtain the targeted pressure
of the nano-confined “liquids”, as shown in Fig. 4, either
by applying additional forces (fi) on a group of silica
atoms to make them move like a piston50,51 (method 1
– M1) or by displacing the slab (method 2 – M2) with a
designed velocity until a certain position, thereby achiev-
ing an equivalent volume44,45,52. To avoid the overlap of
atoms, liquid molecules are deployed with a slightly lower
density than that of the liquid phase. The temperatures
of CO2, H2O and dodecane are maintained by the Nose-
Hoover thermostat53, while the temperature of silica is
controlled by the Berendsen thermostat54: fi = PS/N ,
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where fi is the force per atom. N is the number of atoms
in the group (G5 in Fig. 4). P and S are the targeted
pressure and the area of the slab in x− y plane, respec-
tively.

C. Validation of molecular model/setup and uncertainties

The density of CO2 predicted by the TraPPE force
field shows excellent agreement with NIST data, while
the deviation in H2O increases with temperature, with
2.14% lower than NIST data at 410 K (see Fig. 1 in
Supplementary Material). The capability of the TraPPE
force field on predicting the density of dodecane has been
justified in our previous studies39,55, with the averaged
deviation being ∼ 1% as the temperature and pressure
vary in 300–700 K and 1–1,000 bar, respectively.

Figure 5a and 5b show the compression of liquid by
controlling the forces uniformly on each atom in G5 in
z direction in Method 1. The z location of the centre
of mass (COM) of the upper silica slab in silica-H2O-
silica system decreases monotonously before 0.1 ns, fol-
lowed by the convergence. At higher temperatures the
COM z-locations converge more slowly and until after
0.5 ns. The COM of the upper silica slab in silica-CO2-
silica system shows much stronger oscillations, especially
at higher temperatures above 350 K. Although control-
ling the pressure by adding forces works well for H2O,
the simulation takes a long time in systems containing
CO2 (longer than 10 ns at 410 K) to converge. Figure 5c
shows the time evolution of the COM z-location of the
upper slab and the number of CO2 molecules adsorbed on
the bottom slab surface by moving the upper slab with a
constant velocity - Method 2. There are three stages, i.e.,
the upper slab is kept fixed while CO2 is thermostated at
the corresponding temperature in the initial 0.5 ns, then
move it with a constant velocity for 1.0 ns to the tar-
geted position, and finally fix the positions of G5 atoms
until the system reaches an equilibrium. It can be seen
from the time evolution of the number of CO2 molecules
adsorbed on the bottom slab, all systems converge easily
after 1.5 ns, which is more efficient than M1 shown in
Fig. 5b. The density profiles of CO2 at 2.5 ns in nano-
confined direction is also obtained with a bin width of 0.1
Å in z direction, as shown in Fig. 5d, where the density
is reasonably higher in the adsorbed regions close to the
slabs. Therefore, M1 and M2 will be used to control the
pressure in S2 and S3, respectively.

To illustrate the uncertainty levels of the results ob-
tained in this study, in addition to the case results and
statistics reported later, we have also performed another
four independent cases for each system S1, S2 and S3 at
330 K with different initial conditions for molecules. Ta-
ble II presents, for the five independent cases, the relative
standard deviations σ for the peak densities of the first
three adsorption layers of dodecane on silica surface, to-
gether with the conditionally averaged σ over z direction
of the dodecane density. The condition ρ > 0.1ρmax is to

TABLE II: Statistics uncertainty: relative standard
deviation σ on 5 independent cases for each system S1,
S2 and S3 at 330 K.

σ (%) S1 S2 S3

σρpeak,1
a 0.32 1.04 2.01

σρpeak,2 0.78 1.26 0.45

σρpeak,3 1.77 1.68 -b

〈σ|ρ > 0.1ρmax〉c 2.88 7.38 1.01

a ρpeak,i: peak density of the i-th adsorption layer of dodecane
on silica surface.

b No distinct 3rd peak.
c The condition ρ > 0.1ρmax is to exclude regions where the

molecule number is low.

exclude regions where the molecule number is low.

III. RESULTS AND DISCUSSION

A. Dodecane-silica system (S1)

1. Dodecane morphology - interfacial crystallisation vs.
surface wetting, with evaporation

The snapshots of the dodecane morphology at different
times at 330 K and the layouts of the molecules attached
to silica (the attached layer) at 310–410 K are shown in
Fig. 6. The time evolution of the orientational order and
structure properties of dodecane molecules quantified by
the radial distribution function (RDF) and the proba-
bility distribution function (PDF) of the end-to-end dis-
tance is shown in Fig. 7. The corresponding values for
dodecane in bulk phase are also obtained for comparison.

The orientational order parameter is defined as the
averaged second-order Legendre polynomial of the an-
gle between the molecular principal axis and the ref-
erence axis56,57: Pee(θ) =

∑3
i=1 Pee(θi), and Pee(θi) =

(3〈cos2 θi〉−1)/2, where θ is the angle between the dode-
cane end-to-end vector and the reference axis of x, y or z;
〈·〉 is ensemble average. Pee(θi) = 1 when the end-to-end
vector is parallel to the reference axis i.

The atomic RDF, i.e., g(r), is a parameter describing
the short-to-long range order of materials on nanoscale.
RDF is a measure of the probability of finding a particle
at a distance of r away from a given reference particle.
It varies significantly for solids, gases, and liquids, as the
peak magnitudes would indicate. The RDF is defined as
gmn(r) = dNmn(r)/(4πρnr

2dr), where ρn is the number
density of type-n particles in the system, and Nmn is the
number of type-n particles distributing in the sphere of
radius r with the centre as particle m.

The temperature dependent morphology of dodecane
in Fig. 6 is the result due to the collective dynamics of
molecule spreading (surface wetting) over the substrate,
interfacial crystallisation, and evaporation.
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FIG. 4: Schematic showing the temperature and pressure control in silica-liquid-silica system. G1 is a group of sil-
ica atoms to fix the position of the bottom slab, which is 0.45 nm in thickness and has 10,116 atoms; G2 is a group
of the remaining silica atoms to control the temperature; G3 is the group of liquid atoms; G4 is a group of silica
atoms to control the temperature using the same thermostat as for G2; G5 is a group of silica atoms to apply an
extra force or control the velocity.

The melting temperature of dodecane is ∼ 263 K and
the boiling temperature of dodecane is 487–491 K. It
has been justified that the TraPPE force field can well
predict the melting points of alkanes, which were only
slightly overestimated for C15 and C16 by ∼ 16 K and
15 K, respectively38,58. The range of temperatures, 310
– 410 K, under investigation in the present study is far
away from the transition temperature of dodecane in bulk
phase, indicating that the peculiar morphology of dode-
cane undergoing phase change is not because of melting
or boiling but the interfacial crystallisation due to its in-
teraction with the silica substrate.

At 330 K, dodecane molecules spread over the sub-
strate and alter the hemicylindrical droplet gradually to
a thin film (0.1–2 ns in Fig. 6a), accompanied by the
ordering of the attached layer due to the interfacial crys-
tallisation as Pee increase to ∼ −0.25. The stacks fur-
ther reorganise and grow along the direction (z) normal
to the substrate, as shown in Fig. 6a at 3 ns, and Pee

increases to a plateau value of −0.15. The final mor-
phology in Fig. 6a at 5 ns features a well-organised thick
lamellae structure covered by an amorphous rough free
surface layer. The molecular end-to-end vector exhibits
the preferential alignment with reference to the x axis
(Pee(θx) = 0.89), and 79% of the molecules have an an-
gle less than 15◦ referring to the x axis, as shown in
Fig. 7b. For molecules of the attached layer, it is 95%
and Pee(θx) = 0.96.

It should be noted that there is almost no dodecane
molecules in the nano-pore, implying that there is no
vapour phase of dodecane at temperatures lower than 330

K in S1. The phenomenon clearly indicates the interac-
tions between dodecane and silica and among dodecane
molecules are strong enough to stop dodecane molecules
from escaping the substrate surface via evaporation at
low temperatures.

It is therefore the competition between interfacial crys-
tallisation and surface wetting that largely determines
the dodecane morphology in the nano-pore. At 310 K,
only a few dodecane molecules can spread over the sub-
strate, generating a single layer, while the remaining are
packed into distinct crystalline stacks parallel to the sub-
strate (Fig. 6b). This is because the interfacial crystalli-
sation dominates over the wetting, in addition to evap-
oration, and Pee increases to a plateau in 3.5 ns, which
is much faster than at 330 K, but with a smaller magni-
tude. The size of the solidified droplet at 310 K is ∼ 13
nm in x direction, filled with seven consecutive stacks.

The dodecane morphology is sensitive to the system
temperature. At 310 K, interfacial crystallisation solely
determines the dodecane morphology. At 330 K, inter-
facial crystallisation and surface wetting play an equally
important role. The dodecane molecules are spread over
the substrate surface, forming a film. But the stacking
still clearly exists in the film (Fig. 6a at 5 ns), with less
layers compared to that at 310 K. With a further 20
K increase of the temperature at 350 K, as seen from
Fig. 6b, the orderly stacking largely disappears and the
structuring on the contact layer appears as a faulty crys-
tal. Figure 7a shows the orientational order of dodecane
is much less than at 330 K. With further increase of the
temperature, surface wetting dominates over interfacial
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FIG. 5: Pressure control.

crystallisation, with dodecane molecules in film morphol-
ogy and molecules in the contact layer disordered and
randomly aligned without noticeable ordering at 370 K,
390 K and 410 K. The respective Pee(θx)’s of the at-
tached layers are 0.49, 0.43, and 0.40, which are close to
the values in bulk phase (Pee(θx) = 0.33). Meanwhile,
evaporation only becomes slightly stronger and is overall
still weak, with countable dodecane molecules seen in the
nano-pore.

It should be mentioned that previous experimental
studies reported a free film orientating normal to the
substrate emerged on a frozen alkane droplet attached to
a SiO2 surface at temperatures above Tb (bulk freezing
temperature)59,60. It was attributed to the surface freez-
ing at solid/vapour interfaces, as explained by Merkl,
Pfohl, and Riegler61. In a previous MD study per-
formed by Yamamoto et al.26, the metastable, ordered
alkane monolayer (Langmuir-Blodgett film) at liquid-to-

vapour interfaces at temperatures slightly above Tb ap-
peared at a proper potential well of the substrate and
film width. Experimental observations also confirmed
the surface freezing process of long-chain alkanes on Mica
surfaces34,62, which indicate that the collective dynam-
ics of interfacial crystallisation and surface freezing may
occur in the adsorbed oil films when other cap-rocks are
used as the substate. It should also be mentioned that the
penetration of components with a higher polarity and the
interfacial segregation effect of n-alkane mixtures should
not be ignored when more practical crude oil mixtures
are studied14,15,25,56. In Fig. 6, there is no surface freez-
ing structure at liquid-to-vapour interface under all con-
ditions with the number (1,500) of dodecane molecules
used in the present study.
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2. Inter and intra molecular distances

To provide further quantitative information on molec-
ular structure and conformation to corroborate our pre-
vious statements, the temperature dependent RDF and
end-to-end distance distribution in both S1 and bulk
state are presented in Fig. 7c and 7d. It should be noted
that unlike the dodecane in bulk phase, the RDF magni-
tude in S1 deviates from physical values as the volume to
compute the number density is not the vdW volume of
the particles but the whole box. Despite this, it can still
reflect the degree of crystallisation within S1. The RDFs
of the -CH3 groups of dodecane in bulk phase agree well
with experimental data, with the first prominent peak
appearing at 4.2 Å63. There are two identifiable peaks,
the second of which is not as prominent as the first one,
and the first peak broadens slightly with the increase of
temperature. In bulk phase, the peak magnitudes de-
crease gradually with the increase of temperature, and

the RDFs in bulk phase approach 1 at long distances,
which suggests that there is no long-range order in -CH3

distribution. For the RDFs of dodecane in S1, the sec-
ond peak can be clearly identified at 310 K and 330 K,
indicating the long-range ordered crystalline structures
of -CH3. The peak magnitude drops sharply when the
temperature increases to 350 K, and the second peak al-
most disappears above 350 K, indicating that the dode-
cane molecules become more disordered and amorphous.
The molecular chain length with the highest probability
in bulk phase increases gradually from 12.21 Å to 12.38
Å as the temperature increases. Molecules in S1 are in
stretched conformation, as the peak magnitudes are ∼
14 Å. At 310 K and 330 K, 98% and 99% of dodecane
molecules are longer than 13.5 Å and 14.5 Å, respectively.
Even at temperatures above 350 K, dodecane molecules
in S1 are much more stretched that in bulk phase. Like
RDF, there is a sharp decrease of the peak magnitude
when the temperature increases to 350 K.
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3. Crystalline structures

To further quantify the layering of dodecane molecules
in crystalline structures and the solid-liquid-vapour phase
in Fig. 6, the temperature dependent density profile is
plotted in Fig. 8a. The dynamics of alkanes is dependent
on the molecule conformation of the attached several lay-
ers above the substrate, as they determine the interfacial
and viscous resistances64. The peak densities and the dis-
tances of the first three layers to the bottom boundary
are plotted in Fig. 8b.

The number of the identifiable layers seen from the
density profile in Fig. 8a decreases with temperature in-
crease. At 310 K and 330 K, the density decays with
oscillation as the z coordinate is further away from the
substrate and drops sharply to zero at free surface, and

there are stable plateaus representing a liquid phase at
350 K and above. The monotonically decreasing density
profile of a liquid-vapour interface can be fitted by an
error function (erf) as65,66: ρ(z) = 0.5(ρl +ρv)− 0.5(ρl−
ρv)erf[(z − z0)/(

√
2wρ)], where erf(z) = 2/

√
π
∫ z
0
e−t

2

dt.
ρl and ρv are the densities of the liquid film and vapour
gases, respectively.

√
2wρ is the liquid-to-vapour inter-

face width. The density of dodecane in liquid phase of
S1 is ∼ 5% lower than that in bulk phase at 350–410
K. Both the liquid-to-vapour interface width and vapour
density increase with temperature (see Table III).

The cut-off distance of the LJ interaction is 12 Å with-
out long-range tail correction, and the attractive force
diminishes with the distance from the substrate out of
the cut-off range. The density amplitude of the attached
layer decreases steadily with the increasing temperature,
while there is a turning point at 350 K in the 2nd and 3rd
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lines.
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FIG. 8: Molecular structure and conformation in S1.

TABLE III: The liquid/vapour densities and interfacial
width, fitting density profile at z > 35 Å according to
an error function.

T (K) 310 330 350 370 390 410

ρl (g/ml) - - 0.68 0.66 0.64 0.62

ρv (10−3 g/ml) - - 0.15 0.457 2.56 2.78√
2wρ (Å) - - 4.75 5.97 6.24 6.83

layers (Fig. 8b). The abrupt change of the density peak
has also been taken as a criterion to identify the phase
transition in nano-confined liquids67,68. The zl’s of differ-
ent layers increase slightly and linearly with temperature,
as shown in Fig. 8b, and the gap between the 1st and 2nd
layers keeps almost constant with temperature, while it
increases slightly between the 2nd and 3rd layers from
4.08 Å at 310 K to 4.65 Å at 410 K. This indicates that
the average distance between adjacent layers varies with
the temperature and distance from the substrate, sug-
gesting a need to revisit the effects of the varying layer
gap on the interfacial and viscous resistances64.

B. Silica-H2O-dodecane-silica system (S2)

1. H2O-dodecane-silica interactions - interfacial
crystallisation vs. competing water/dodecane wetting on
silica

Since normal alkanes are strongly hydrophobic, and
dodecane is immiscible with water over a wide range of
temperatures and pressures69,70, there is no mechanism
for dodecane to escape the silica surface in S2, as “evap-
oration” in S1. The dodecane morphology is therefore
determined by the interactions between interfacial crys-
tallisation and competing wetting between water and do-
decane on silica surface in S2.

Since water is a polar molecule, the electrostatic inter-
action can play a dominant role over vdW force15 for
its interaction with the silica surface. It has proven
that hydrogen bonding between water molecules and
silanol groups can significantly enhance the wetting sta-
bility of water16,71,72, which would consequently impede
the spreading of dodecane molecules over the substrate,
i.e., water wetting wins against dodecane wetting. The
electrostatic force induced hydrogen bonding has been
found to be crucial in water flooded oil recovery, as it
can help water molecules diffuse towards and approach
the rock, thereby accelerating the detachment of oil
droplets16,73. It can be inferred that the spreading of
dodecane molecules over the silica surface will be “con-
fined” by water wetting, which is referred to as the water
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confinement effects here.
It should be mentioned that both the quantity and

lifetime of hydrogen bonds among water molecules and
between water and Q2 decrease with the increase of tem-
perature, resulting in the weakening of water confinement
effects at elevated temperatures. This also accounts for
the expansion of the dodecane droplet and the broaden-
ing of the contact lines in S2 (Fig. 9c) when the temper-
ature increases.

2. Dodecane morphology and statistics

The snapshots of the dodecane droplet morphology in
S2 are shown in Fig. 9. Generally, rock reservoirs are
commonly categorised according to the contact angle (θ)
as water-wet (105◦ ≤ θ ≤ 180◦), oil-wet (0◦ ≤ θ ≤ 75◦),
or intermediate-wet (75◦ ≤ θ ≤ 105◦) based on the com-
petitive affinity of rock toward oil or water74. The con-
tact angle of the sessile droplet of dodecane in S2 are de-
termined by the density profile shown in Fig. 10 using75

(x−a)2+(z−b)2 = R2 and θ = cos−1 [(z0 − b)/R], where
a and b are the coordinates of the centre of the fitted cir-
cle in x and z directions, respectively; R is the radius; z0
is the height of the contact plane, which is set to be 50 Å
at 310 K and 40 Å at other temperatures75. As shown in
Fig. 10, Q2-silica tends to be water wet. The dodecane
contact angle decreases from 130◦ at 310 K to ∼ 100◦

when the temperature increases to 330 K and above.
The collective dynamics of interfacial crystallisation

and water confinement determines at 310 – 350 K the
morphology of dodecane. At 310 K and 330 K, the crys-
talline stacks can grow continuously until the dodecane-
water interface. The droplet boundary deviates clearly
from the fitted circle at 310 K in regions 3.0 nm above
the substrate, where the dodecane molecules are packed
in rectangular shape, similar to those in S1 (see Fig. 6b)
but having a narrowed contact line. Water confinement
can bend the stacks at 310 K in regions away from the
substrate, while dodecane molecules are in well-organised
lamellae structures at 330 K. Dodecane molecules in S2
have a much lower preferential orientation order both at
310 K (Pee(θx) = 0.58) and 330 K (Pee(θx) = 0.81) than
in S1. Interfacial crystallisation occurs at 350 K under
the impact of the water confinement (see Fig 6b), al-
though there are still considerable dodecane molecules in
liquid phase.

It is interesting to see that at 330 K, there exist four
arrays on each of the stacks, with “melting” dodecane
molecules “dripping” from the stack edge, as a chocolate
fountain. While at 350 K, five arrays display on each
stack, and those “melting” dodecane molecules appear
on the top of the stack.

Compared with 310 K and 330 K, dodecane molecules
on the attached layer at 350 K have the finest alignment,
with 91% of the molecules having an angle less than 15◦

between the principal and reference x axes (Pee(θx) =
0.92).
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FIG. 9: (a) Time evolution of dodecane droplet in S2 at
310 K. H2O molecules are hidden. (b) Dodecane mor-
phology at 330, 350 and 410 K at 10 ns. (c) The layout
of dodecane molecules of the contact layer at 310, 330,
350 and 410 K at 10 ns.

At higher temperatures including 370 K, 390 K and
410 K, the droplet morphology exhibits better circularity,
and dodecane molecules are disordered on the attached
layer without interfacial crystallisation.

The quantified information on layering structure and
dodecane molecule conformation in S2 is shown in
Fig. 11. Similar to density profiles in S1, there are os-
cillatory decays of the density in the direction normal to
and away from the substrate, except at 330 K between
30 Å and 60 Å. Only three layers in “solid” state can be
identified from the density profiles at 370, 390 and 410 K,
followed by a liquid phase with the densities being 0.71,
0.69 and 0.68 g/ml, respectively. The abrupt drop of the
density occurs in the 2nd and 3rd layers when the temper-
ature increases to above 370 K. The dodecane molecules
are generally closer to the substrate than in S1 as the
distance of the peak densities away from the substrate is
on average 0.62% shorter. There is no apparent variation
of the layering gaps with temperature. Affected by wa-
ter confinement, the structuring of dodecane molecules is
more compact under all conditions. Both the RDF and
PDF of the end-to-end intramolecular distance of dode-
cane at 330 K almost overlap with those at 310 K in S2.
The RDF and PDF profiles at 350 K approach closer to
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FIG. 10: 2D density contours of dodecane droplet at different temperatures in S2, averaged over the last 1 ns with
the bin area equal to 0.5×0.5 Å×Å. The grey block indicates the silica substrate. The black dots indicate the data
used for fitting the circle with the criterion ρ = [0.2 − 0.5] g/ml76. The blue dashed box (9.5×3.0 nm×nm) is to
highlight the droplet boundary. The black solid line indicates the fitted circle. The centre coordinates (Å, Å), ra-
dius (Å) of the fitted circle and the contact angle θ (◦) are also indicated.

those at 330 K in S2, while it is more similar to 370 K
in S1. There is a clear second peak of RDF at 350 K in
Fig. 11c because of the crystalline structure. The PDFs
of dodecane in S2 present comparable profiles and peak
values as in S1 at 310 K and 370–410 K. Water confine-
ment affects the molecular conformation mainly at 330 K
and 350 K, as the peak values of PDFs increase by 12%
and 40% than in S1 at 330 K and 350 K, respectively.
The molecule crystallisation and stretchiness are greatly
enhanced at 330 K and 350 K.

C. Silica-CO2-dodecane-silica system (S3)

1. CO2-dodecane-silica interactions - dissolution vs.
competing CO2/dodecane adsorption on silica

Time evolution of the dodecane droplet morphology in
supercritical CO2 is shown in Fig. 12. Unlike the con-
finement of dodecane molecules on silica surface in S2,
dodecane dissolves into CO2 under the conditions of 20
MPa and 310–410 K (the minimum miscibility pressure

(MMP) of decane in 50-nm nanopore is ∼ 4 – 7 MPa at
293 – 303 K77. More evidence from the diminishing in-
terface method in MD simulation demonstrated that the
MMPs in nano-slits of 2–16 nm are ∼ 8–11 MPa7).

The evolution of the droplet morphology in S3 is there-
fore the collective dynamics of dodecane dissolution in
CO2 and competing surface adsorption between CO2 and
dodecane. It can be seen from Fig. 12 the dissolution ef-
fect is so strong that interfacial crystallisation is impossi-
ble to remain. It is clear that CO2 working as an efficient
solvent for the oil under typical undersurface conditions
can be an important mechanism for CO2 to reduce the
thickness of the sticky layers and the hydrocarbon viscos-
ity. The dissolution initiates in radial direction and the
CO2-dodecane interface gradually vanishes. Dodecane
molecules reaching the top silica slab can be trapped and
form an adsorption layer, as shown in Fig. 12.

CO2 is a non-polar molecule and less affinity on Q2-
silica surface than water. A CO2-water-silica system is
water-wet since the contact angle of water is less than
50◦ at 318 K45. Here in a CO2-dodecane-silica system,
during their dissolution in CO2, dodecane molecules can
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FIG. 11: Statistics in S2.

also spread over the substrate under the impact of CO2

adsorption, leading to an initial increase of dodecane
molecules close to the substrates before 2 ns, as shown in
Fig. 13a. The number of molecules adsorbed on surface
stabilises in 2–8 ns. The concentration gradient in z di-
rection drives dodecane molecules moving upward until
the dissolution process fully completes at ∼ 10 ns under
all conditions.

There are two adsorption layers of dodecane and CO2

under all conditions on both the bottom and top slabs,
identified from the density profiles shown in Fig. 13c
and 13d. Unlike in S1, dodecane’s densities at higher
temperatures have a higher peak magnitude in S3, since
more dodecane molecules are adsorbed on the slabs, as
shown by the molecule distribution of the attached layer
in Fig. 12.

The systems reach an equilibrium faster at higher tem-

peratures, and finally dodecane molecules are randomly
distributed in the nano-slits, with Pee almost identi-
cal in three directions and close to those in bulk phase
(Pee(θx) = Pee(θy) = Pee(θz) = 0.33). In general, do-
decane molecules are more uniformly distributed in S3
at lower temperatures, as more CO2 are deployed in the
system (see Table I) and dissolution dominated mixing
now plays the primary role.

Dodecane molecules of the adsorption layers on the
bottom slab are more compact than those on the top
slab at 370 – 410 K, and there is a transition region from
the adsorption layer to the free layer where dodecane
molecules aggregate to form an amorphous film of ∼ 20
Å width with density varying in 0.1–0.2 g/ml. Randomly
distributed voids in the nano-slit can be seen at 370 –
410 K in Fig. 12, which also accounts for the density
fluctuation in the free layer in Fig. 13c. The dodecane
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FIG. 12: (a) Time evolution of the dodecane morphology in S3 at 310 K and the corresponding snapshots of do-
decane molecules on the attached layer at 1 Å above the surface of the bottom slab. (b) Dodecane molecule distri-
bution at 15 ns at 330, 390 and 410 K. Voids and amorphous film are indicated. CO2 molecules are hidden in all
snapshots. Pee(θ)’s of x, y and z directions are given in bracket.

molecular distribution also alters the CO2 density profile
in Fig. 13d, as compared with Fig. 5d. CO2 molecules
are uniformly distributed in the free layer under all con-
ditions, and the density of the first adsorption layer on
the top slab is ∼ 1.1 times that on the bottom one at
350–410 K.

IV. CONCLUSIONS

The interfacial crystallisation of dodecane on hydrox-
ylated silica at 310 – 410 K is studied using molecular
dynamics simulation in a nano-pore of dodecane-silica
(S1). Another two systems, i.e., silica-H2O-dodecane-
silica (S2) and silica-CO2-dodecane-silica (S3), are built
to model the impact of water and CO2 on interfacial crys-
tallisation of dodecane on silica surface. Two method-
ologies on how to control the pressure of liquids effi-
ciently and effectively in nano-slits are investigated. The
morphology of the dodecane droplet, layering stacks of
the crystalline structures and molecular conformation are

quantified and investigated. The conclusions are drawn
as follows:

The crystalline stacks exist at 310 K and 330 K,
but are organised in two different morphologies, i.e., a
frozen droplet and a lamellae film, respectively. Dode-
cane molecules have the best in-plane preferential ori-
entation at 330 K. At 350 K and above, a film of do-
decane emerges, with multiple solid, liquid and vapour
phases coexist and a few diffusing dodecane molecules
in the nano-slit. The density of the attached layers can
be 2–5 times higher than that of the liquid bulk phase.
The increase of temperature reduces the crystallisation,
stretchiness, and layering gaps of dodecane.

S2 is water-wet because of the strong hydrogen
bonding interaction between water molecules and the
silanol groups, which impedes the spreading of dodecane
molecules over the substrate. Dodecane molecules ex-
ist in droplet morphology, with structures changing with
temperatures. The lamellae structures show up in S2 at
350 K and have the finest preferential orientation of the
contact layer. Water confinement deforms the circularity
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FIG. 13: Statistics of S3. In 13a and 13b: Time evolution of the number of dodecane molecules in specific regions
in z direction. The data is averaged over a 10 ps interval. In 13c and 13d: Density profiles in z direction at 15 ns.
The transition from surface adsorption to the free layer is highlighted in shadowed regions.

of the dodecane droplet at 310–330 K. Water confine-
ment increases the crystalline order and stretchiness of
dodecane molecules and narrows the layering gaps.

Dodecane droplets are dissolved in supercritical CO2 of
20 MPa in S3, generating a nano-confined CO2-dodecane
mixture. Both dodecane and CO2 molecules are non-
uniformly distributed in nano-confined direction, consist-
ing of the adsorption layers on substrates and free layers
in the middle region. CO2 and dodecane are better mixed
at 310 K and 330 K, as a higher density of CO2 in the
system enhances the dissolution.

Overall, the dodecane morphology under typical de-
pleted reservoir conditions is determined by the interac-
tions between interfacial crystallisation and surface ad-
sorption (or wetting). Depending on the system configu-
ration, there can exist a third mechanism that accounts

for the escape of dodecane molecules from the silica sur-
face, as “evaporation” in S1 or dissolution in S3, which
can become the dominant physics affecting the dodecane
morphology and mobility, as we have seen in S3 that
CO2 is an efficient solvent for dodecane under typical un-
dersurface conditions. Since water will form a film over
the hydrophilic rock surface and detach the remaining oil
from the surface, the recovered oil is to be transported by
water in “liquid droplet” morphology since it is immisci-
ble with water. On the other hand, since the oil dissolves
in supercritical CO2, it will be transported by CO2 more
like a solute in a solution. Comparing detachment with
dissolution, it can be inferred that CO2 is advantageous
for recovering oil from depleted oil reservoirs in time and
effort, as has been practised in oil recovery engineering,
i.e., using the tertiary CO2 enhanced oil recovery follow-
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ing the secondary water flooding.

SUPPLEMENTARY MATERIAL

See supplementary material for force fields, their key
parameters and validation on CO2 and H2O densities in
bulk phase.
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