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Abstract

Qualitative research using interviews is a crucial and established inquiry method in social

sciences to ensure that the study outputs represent the researched people and area rather

than those who are researching. However, first hand primary data collection is not always

possible, often due to external circumstances. Additionally, the use of secondary data,

particularly open data, is progressively preferred to increase efficiency and gain

geographical breadth. Therefore, this paper proposes a new step-by-step secondary

qualitative inquiry methodology for online, publicly available interview data. Such

procedural approach can help increase rigor, explicitly consider and mitigate potential

pitfalls, and expand the research community’s datasets. The 7-step methodology is based

on a hybrid approach with elements of pragmatic qualitative approach, discursive grounded

theory, and narrative approach and refers to research ethical principles of autonomy,

equity, and diversity. One of the proposed steps is data quality assessment, which consists

of quality assessment of data context and data content with a total of 16 quality

dimensions to filter the collected data. The data analysis method comprises of content

analysis for dataset categorization and thematic discourse analysis to answer the pre-set

research questions. Additionally, the methodology covers the ethical and legal

considerations relating to secondary online data and reporting the research findings of such

data. By providing an example in the field of forced migration, we demonstrate how the

methodology provides structure when conducting secondary qualitative research.

1 Introduction

Secondary qualitative data analysis can be a powerful method by which to gain insights

that primary data analysis cannot offer. There is much literature using primary interview

data, but often, the primary data represent either a small sample size or a limited regional
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pool. Additionally, there often is a lack of continuity or connection between the different

primary research in literature, which makes them difficult to combine. Furthermore, it is

not always possible for various reasons, such as the safety of interviewees as well as the

researchers, to conduct ethnography or first-hand interviews. Depending on the research

question, a larger geographical and geopolitical coverage might be required, but there often

is insufficient resource, budget, or time for first-hand data collection. To overcome these

constraints, this paper proposes a method to use publicly available, online secondary data.

Databases of secondary qualitative data can be found in a variety of forms–whether one is

already in a structured format or needs to be built via aggregating various sources.

Analysis of such secondary qualitative data has established itself as a credible method for

generating knowledge (Heaton, 2008), particularly in nursing (Szabo & Strang, 1997), as it

removes the obstacle of first-hand data collection and its associated challenges of

recruitment and the burden placed on both the interviewer and interviewee. There is a

push in different fields of research to improve efficiency and to increase value for money;

hence re-using existing data rather than generating new data is increasingly favored.

However, the use of secondary data has a number of potential limitations and their

implications that need to be noted and be mitigated for (Chauvette, Schick-Makaroff, &

Molzahn, 2019; Heaton, 2008; Hinds, Vogel, & Clarke-Steffen, 1997; Jacobson, Hamilton, &

Galloway, 1993; Ruggiano & Perry, 2019; Sindin, 2017; Szabo & Strang, 1997). The key

questions raised about the use of secondary qualitative data are related to data fitness,

data quality, and limited clarity of the entire data collection procedure. These are in

addition to ethical and legal implications of using secondary data (Chauvette et al., 2019).

This paper, therefore, presents a new step-by-step research methodology for using publicly

available secondary data to mitigate the risks associated with using secondary qualitative

data analysis. We set a clear distinction between overall research methodology and the

data analysis method. The qualitative analysis method is only a small part of the entire

qualitative research methodology. The methodology consists of applying pragmatic
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qualitative approach with grounded theory and narrative approaches to collect, filter, and

analyze secondary online data from multiple sources, which need to be filtered based on

their quality. Some researchers argue against procedural approach of qualitative research

because following a guide can “blindly” distract the researcher and prevent them from

explicitly acknowledging their personal positionality and its influence on the research

output (Savin-Baden & Howell, 2012). However, our argument is that without a procedural

methodology supported by literature, secondary qualitative study can be daunting, difficult

to approach, and lack rigor.

Our key contributions are the following:

1. A new step-by-step methodology for secondary qualitative research,

2. A novel data quality assessment based on qualitative context and content, and

3. A clear ethical and legal grounding for the research methodology.

The structure of the paper is of the following: The paper first discusses the ethical and

legal considerations. Then it describes our overall qualitative research approach whilst

highlighting its advantages compared to quantitative research. Then the concept of

secondary data and its analysis is explained. This is followed by a step-by-step guideline of

our methodology with each step in detail, providing a sample study in the field of forced

migration.

Those in situations of forced migration or displacement are those who undergo involuntary

migratory movement intra- and/or inter-nationally either induced by disaster or conflict

(Migration Data Portal, 2022). Disasters typically refer to “natural” hazards, and conflict

is typically referred to as a cause from humans, although this distinction is often blurry. In

our case, forced migrants refer to refugees or those claiming refugee status and asylum

because they have been forced to flee their home country because of ‘a well-founded fear of

persecution for reasons of race, religion, nationality, political opinion or membership in a

particular social group’ (United Nations General Assembly, 1951, p. 3). Regardless of the
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driver of the migration, often forced migratory movement has to be individually arranged

at the mercy of different people along their journey. Those in forced migration represent a

highly vulnerable group of an extremely diverse background, who have experienced trauma

in their original home country as well as on the journey in search of safety. This increases

the difficulty of obtaining primary data due to reasons of logistics, safety, feasibility,

language barriers, ethics, competence of the interviewer, and others. Using secondary data

can connect the researcher with valuable data, but secondary research should have its own

requirements and quality criteria to ensure rigor of the research. Particularly for a topic

that is covered heavily in media, especially the quality criteria of the data and the

trustworthiness of the findings need to be assessed explicitly to mitigate both the bias of

the researcher and the primary interviewer of the data. The full case study of the

application of the presented methodology can be found in the forthcoming paper by the

same authors under the title of “Evaluation of assumptions of agent-based models of

refugee movement based on ethical principles and secondary qualitative analysis.”

2 Ethical Considerations

In the beginning of research, ethical as well as legal aspects should be considered prior to

data collection because we, as scholars, have the moral obligation to do so and would also

be required to submit ethical approval applications by research institutions. Yet, formally,

using purely secondary text data is often exempt from requiring an application for ethical

approval within research environments. However, there are still ethical issues associated

with regards to retaining, sharing, and re-using secondary data as well as creating and

archiving datasets from non-primary data (Heaton, 2008). On the other hand, if the data

is freely available on the internet or in other published formats, such as books, permission

for further use and analysis is implied when the ownership of the original data is

acknowledged (Tripathy, 2013). Yet, during the use, confidentiality needs to be retained,

and anonymization of the data needs to carried through from the primary research
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(Thorne, 1998), especially if some primary researchers explicitly state that original names

have been changed or omitted. When working with publicly available data that is fully

accessible to anyone with uncensored internet connection, anonymization process follows

what the original data providers do. In our research outputs, regardless of whether the

interviewee was identified in primary study, we have decided not to report any name of

individual participants and only provide relevant information about them with regards to

the analysis. The ethical obligation to fully cite the reference of the data does not apply to

revealing the full identity of individual participants.

Beyond the ethical implications of using secondary qualitative data, in the context of

humanitarian crisis, continuous critical reflections are required to mitigate the unequal

power between the researcher and the participant. The British Sociological Association

(BSA)’s statement of ethical practice rests on active discussion and reflection (BSA, 2021).

This will also improve the secondary qualitative analysis to reduce any biases or influence

of personal values on the research outputs. Within the research field of forced migration,

the following ethical guidelines are helpful: The Code of Ethics by the International

Association for the Study of Forced Migration (IASFM) (IASFM, 2018), University

Oxford’s Central University Research Ethics Committee (CUREC)’s approved procedure

on studies involving adult refugees in the United Kingdom (CUREC, 2020), Refugee

Studies Centre (RSC)’s Researching forced migration: critical reflections on research ethics

during fieldwork (Krause, 2017), RSC’s ethical guidelines (RSC, 2007), Association of

Social Anthropologists of the UK (ASA)’s Ethical Guidelines for Good Research Practice

(ASA, 2021) and Internet Research: Ethical Guidelines 3.0 from Association of Internet

Researchers (Franzke, Bechmann, Zimmer, Ess, & AOIR, 2020).

Whilst these existing guidelines focus on primary data collection, some of the principles

can be transferred for methodology development, particularly those of IASFM (2018), as

explained throughout this article. In addition, the updated 2021 version of ethical

guidelines from ASA (2021) discusses the need to consider ethical implications relating to
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use of published and online data. Overall, the researchers of secondary data equally need

to evaluate the possible consequences of their work, just like investigators of primary data,

and aim to do “no harm” through continuous self-reflection and critical approach to their

own work. Different fields of research may have their relevant ethical guidelines on the

analysis beyond the data management and usage.

3 Legal Aspects

Section 5.8 on “establishing rights to use published and online data” of ASA’s Ethical

Guidelines for Good Research Practice (ASA, 2021) state anthropologists should remain

“sensitive” to potential consequences from ethical perspective as well as legal, in terms of

intellectual property and copyright. There are exceptions to copyright beyond what is in

the public domain. Public domain is defined by Erickson, Heald, Homberg, Kretschmer,

and Mendis (2015) as works out of copyright. A work is considered out of copyright, if it

has been over 70 years since the death of the author, if the work was never protected, or if

it is used in a permitted way with a license. However, online works, even when publicly

available in terms of accessibility, do not automatically fall under this category and thus

are not exempt from copyright.

Analysis of online data itself does not infringe on copyright, as it is under private study,

but the dissemination or presentation of the analysis, particularly when presenting direct

quotations, needs further consideration of copyright laws. According to the Copyright,

Designs and Patents Act in the UK Chapter III section 30 (Parliament of the United

Kingdom, 2021) with the relevant amendment from 2014 (The Intellectual Property Office,

2014), use under “fair dealing” is permitted for non-commercial research in the context of

criticism, review or quotation with sufficient acknowledgment. The use and amount of

quotation would be determined by the purpose and what is necessary for the academic

paper. There is a comparable Copyright Law of the United States Section 107 (United

States Copyright Office, Library of Congress, 2021) that allows for “Fair Use” for purposes
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such as criticism, comment or research for nonprofit educational purposes without

infringement of copyright. Similarly, Directive of the European Parliament and of the

Council 2019/790 Article 17(7) (Official Journal of the European Union, 2019) and its

clarification (European Commission, 2021) and Directive 2001/29/EC Article 5(3) (Official

Journal of the European Communities, 2001) allow for scientific research and quotations

for the purposes such as criticism or review relating to a work or other subject-matter,

which has already been lawfully made available to the public, with acknowledgment of the

source and the author’s name. Every researcher needs to consider the laws for their

individual purposes, but the authors of this paper have sought the aforementioned articles.

Although none of the legal documents define the term quotation, within this context we

interpret it as “a phrase or short piece of writing taken from a longer work of literature,

poetry, etc. or what someone else has said”, as per the first definition of Cambridge

Dictionary (Cambridge Dictionary, n.d.).

The mentioned laws legitimize reporting of data analysis of publicly available secondary

data based on the following justifications: Firstly, presentation of discourse analysis on the

selected limited quotations of online documents fall under the category of “criticism”,

“comment”, and “review”. Secondly, to meet the quotation criteria, we provide only the

relevant part of the original source in an unmodified form. An exception to the

modification has been clearly specified through use of square brackets [ and ]. Thirdly, we

acknowledge the source, as per legal requirement, with a link to the original document and

the known interviewer, author, and/or publisher in a tabular format with a unique

identifier (ID). When presenting the quotation, if it is a sentence or shorter, we provide the

quotation inline with the commentary in an identifiable format of foreign element through

traditional textual means of double quotation marks “ and ”. If the length is beyond a

sentence, we present the quotation through indentation and italics in the following format

with the ID after the quotation, surrounded by commentary:
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The quotation will be presented in this format. If there is an interviewer
asking a relevant question, it will be highlighted in the following format:
[Interviewer]:
The question from interviewer
[Interviewee]:
Answer from the interviewee.
(ID-Example)

4 General Research Methodology

One of the purposes of qualitative research of interviews is to provide a pathway for

co-production of knowledge, where the respondents’ perspectives and interpretations are

directly incorporated into research outcomes (Fedyuk & Zentai, 2018). In the process of

developing the methodology, we have referred to Code of Ethics from International

Association for the Study of Forced Migration (IASFM), particularly the three principles of

“autonomy”, “equity”, and “diversity” (IASFM, 2018). These principles can apply to any

social sciences research, as the ultimate aim is to “do no harm” or be non-maleficent, as

per ASA (2021); BSA (2021); IASFM (2018). The principle of autonomy requires

researchers to respect the researched people and to not position themselves as “experts” on

the lives and experiences of the researched people. The principle of equity refers to the

need for researchers to challenge unequal power relations between the researcher and the

researched. The principle of diversity encourages researchers to include multitude of

perspectives and experiences (IASFM, 2018). Although the Code of Ethics is

predominantly about primary research (IASFM, 2018), we show that it is also applicable to

secondary research throughout the entire article when describing the methodology.

4.1 Benefits of Qualitative over Quantitative Research

There are many benefits to qualitative over quantitative research, particularly in the

context of forced migration. Quantitative data and the relevant methods cannot explain

the motivations or the social meaning related to behaviors or how a phenomenon has
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developed, whereas use of qualitative methods can help understand intentions (Castles,

2012). The study of forced migration, particularly by policy-makers, rely heavily on

quantitative data and numerical modeling, as reviewed by Bijak (2022); Frydenlund and de

Kock (2020); Klabunde and Willekens (2016); McAlpine, Kiss, Zimmerman, and Chalabi

(2020). However, research about forced migration needs to have a refugee-centered

approach (Clark-Kazak, 2021; Müller-Funk, 2020). Although quantitative data and its

analysis have their benefits of offering clues to emerging concepts or answering high-level

questions, to understand individual behaviors and have a research focused on individual

person, using qualitative methods is more appropriate (Yin, 2018).

4.2 Our Qualitative Research Approach

To respect the three ethical principles of IASFM (2018) of diversity, equity, and autonomy,

we developed a new hybrid secondary research methodology combining pragmatic

qualitative research approach, discursive grounded theory, and narrative approach within

the pragmatism research paradigm. In addition to adopting some of the existing overlaps

between these three approaches, specific strengths from each approach are selected to

develop the combined methodology. Although we apply it to a specific field, the

methodology is designed to be data- and context-agnostic.

The research approach is based on the research philosophy of pragmatism. Pragmatism as

a philosophy allows a flexible perspective to combine different research approaches to be

pragmatic and practical where necessary (Savin-Baden & Howell, 2012). Pragmatism as a

research philosophy and pragmatic qualitative research approach are not synonymous

(Savin-Baden & Howell, 2012, p. 173). Although this research paradigm is the

philosophical positioning of this research, when we refer to pragmatic research approach,

we are referring to the pragmatic qualitative research approach, also known as “generic”

(Merriam, S. B., 1998) or “basic” qualitative research (Merriam, S. B., 1998; Sandelowski,

2000, p. 335). Using this approach means using a combination of several methodologies or
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having no commitment to a single methodology to identify recurrent patterns in the form

of themes or categories for description, interpretation or understanding (Caelli, Ray, &

Mill, 2003; Merriam, S. B., 1998).

We adopt a pragmatic qualitative research approach, as it allows for flexibility with a more

relaxed data eligibility criteria to allow heterogeneous data types (Glasgow, 2013). This is

particularly important for secondary data (Baldwin, Pingault, Schoeler, Sallis, & Munafò,

2022), where the sources may vary and the questioning of the interviews will naturally be

inconsistent. Additionally, this research approach is suitable for meeting the ethical

principle of diversity and feasible for a range of data sources. Because of the variance in

the format of data, keeping a focused research aim is important, as per one the core

elements of pragmatic approach.

In addition to pragmatic approach, which allows for a combination of methods where

necessary, we draw on certain elements of grounded theory approach, although not in its

completeness. The rigor of coding paradigm to develop theory grounded in the data

provides the systematic yet flexible process that is suitable to secondary data analysis.

Investigation of themes through a framework of open coding of discourse provides structure

to analysis of interview data and answering the research question, as per discursive

grounded theory (McCreaddie & Payne, 2010). The discursive nature of this research

approach allows for the interviewee’s story to be told, which is inline with the ethical

principle of equity. Where we cannot use grounded theory approach as prescribed by

Glaser and Strauss (1967) or Lincoln and Guba (1985) is the open-ended nature of the

approach, as we are still using pragmatic approach. This means the element of sampling

more and more data throughout the research to explore new theories (Szabo & Strang,

1997) will not be adopted for this methodology. When using the web as a portal to gaining

data, it may first seem that there is an “infinite” amount of data, but quantity does not

ensure appropriateness. Additionally, once available data is filtered based on its fitness, the

suitable amount is likely to be limited.
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Third relevant research approach is narrative approach, as it generally focuses on

developing understanding of an experience through exploration and interpretation of

discourse or personal stories (Leggo, 2011). According to Denzin (1997), all forms of

qualitative writing is a narrative production, so the narrative research approach is relevant

and applicable when analyzing interviews, even when obtained second-hand. Within the

context of our research, the angle of narrative approach of learning about the interviewee

and quote owner through discourse analysis of their words helps the research focus around

the forced migrant and their experience rather than the researcher (Creswell & Poth,

2017). This respects the ethical principle of autonomy, as the narrative approach gives the

quote owner the “ownership” of their story (Savin-Baden & Howell, 2012).

In summary, the proposed hybrid methodology is a pragmatic approach influenced by

discursive grounded theory and narrative approach. Practically, this means carrying out

discourse analysis of diverse set of narrative data based on pre-defined research questions

whilst letting the data speak for itself by focusing on the individual quote owner or

interviewee.

4.3 Secondary Data and Analysis

In the context of academic research and data analysis, primary data is referred to as data

directly obtained via first-hand means, whereas secondary data refers to data collected by

someone else for other purposes and use (Sindin, 2017).

Secondary data analysis refers to the analysis of such secondary data, which are

pre-existing and is suitable for research of a question distinctly different from the original

or primary study (Hinds et al., 1997). The analysis is often done by another researcher not

related to the primary study using different analysis methods (Szabo & Strang, 1997).

Secondary analysis in the context of quantitative data has been common for a while, but

using secondary qualitative data has only really started in mid-1990s (Heaton, 2008).

There is a growing push for re-using data due to the advantages of secondary data. The
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general benefits are time savings, accessibility of large amount of data thanks to the

internet, reduction of data collection cost, and widening the research focus in both

longitudinal and geographical span, which can lead to new analysis (Sindin, 2017; Szabo &

Strang, 1997). Particularly in research on vulnerable subjects, secondary analysis can

reduce “respondent burden” as well as allow researchers to view dataset with a detachment

that may be difficult to achieve during primary study (Szabo & Strang, 1997). Especially

in fields where access to participants might be difficult particularly in controversial or

uncomfortable fields, secondary analysis has even greater potential to maximize the value

of participants’ contribution to research (Chatfield, 2020). In the context of forced

migration, our research suggests further advantages of minimizing stress added to the

interviewee, as well as the interviewers, who may be psychologically affected by moral

injury after having first hand listened to how interviewees were victims of acts that the

interviewer considers immoral (Feinstein, Pavisian, & Storm, 2018). Therefore, using

secondary data is inline with the ethical obligation of reducing “harm” (IASFM, 2018).

However, there are downsides of using secondary data and the pitfalls of associated

secondary data analysis (Heaton, 2008; Hinds et al., 1997; Jacobson et al., 1993; O’Connor

& Goodwin, 2010; Ruggiano & Perry, 2019; Sindin, 2017; Szabo & Strang, 1997; Thorne,

1998; Tripathy, 2013), as well as the ethical and legal issues outlined in sections 2 Ethical

Considerations and 3 Legal Aspects. The disadvantages can be divided into two categories

of data-related and methodology-associated.

The main three disadvantages related to the data are the following: 1) data fitness, 2) data

quality, and 3) limited knowledge of data collection procedure. These disadvantages of

secondary data, however, can be mitigated. Data collected for primary research with a

particular question in mind may not fit or be appropriate for the secondary research

question (Heaton, 2008; Sindin, 2017). Yet, if the data is relevant to the secondary research

question although not in the ideal format, with flexibility of the methodology of the

secondary analysis, this can be resolved. Even though secondary data quality cannot be
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guaranteed due to lack of control over the data generation and content (Szabo & Strang,

1997), with an honest approach of outlining the unknown aspects of the data,

extrapolation, exaggeration and misinterpretation can be minimized. Whilst using

secondary data is often associated with limited knowledge of the data collection procedure

and difficulties of “verification” of the data (Heaton, 2008) as well as limited “fidelity” of

secondary data (Thorne, 1998), Heaton (2008) questions whether qualitative data can

actually be ever verified, whether primary or secondary data. The concept of verification is

derived from statistical and quantitative data and positivist-based approaches. Thus, for

qualitative data, instead of verification, the “trustworthiness” of the data should be

assessed (Lincoln & Guba, 1985).

In addition to data-related disadvantages, the main methodological challenge is related to

data sampling (Hinds et al., 1997; Thorne, 1998). During secondary data sampling,

because the process relies on existing research, the data pool could be disproportionately

represented, and the assumptions made during original data collection could be distorted

during the secondary analysis (Thorne, 1998). In addition, the original dataset(s) may not

be sufficient to achieve saturation in case of application of grounded theory (Szabo &

Strang, 1997) nor is a snowballing method possible. Secondary qualitative data can have a

further limitation if the dataset comes from multiple sources and has inconsistent

questioning or responses reflected in the observations (Hinds et al., 1997; Szabo & Strang,

1997). These challenges, however, can be mitigated through a rigorous methodology and

appropriate research approach suited for the secondary data analysis with acknowledgment

of limitations (Braun & Clarke, 2006; Lincoln & Guba, 1986), which are some of the main

motivations for this article.

4.4 Our Choice of Data Types

The ideal choice of data type for qualitative research in our context is interviews, as the

interviews contain personal stories. Interviews should not be seen to collect “hard facts”
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but as a pathway for a researcher to gather information about the relevant field and

insights into the lived experiences, knowledge, views, opinions and perspectives of

individuals and the links between the individual and the collective (Fedyuk & Zentai, 2018,

p. 174). Interviews are particularly valuable for obtaining implicit opinion, individual story

or narrative through wording rather than “pure facts” (Fedyuk & Zentai, 2018; Kinsella,

2020).

Due to the advantages of secondary data analysis particularly given COVID-19 restrictions

supported by our ambition to obtain narratives from different parts of the world, publicly

available interviews or anecdotes from around the world were searched online. Because we

are using secondary data, particular desired high-level format needs to be defined prior to

beginning of the research. In the research of forced migration provided in this article, the

ideal data types were interviews with and quotations from those who have been granted

refugee status or were seeking it. An interview refers to a dialogue between an interviewer

and the forced migrant. We refer to a quotation, within the context of this study, as a

paragraph consisting of more than three sentences directly from the forced migrant and is

presented in the form of written quotation, provided as an audio, or shown on video.

Despite the inconsistencies in the questions, data lengths, and types, as long as the

narrative of the forcibly displaced persons is visible to the authors, they were considered as

valid data that would later undergo data quality assessment prior to data selection for

analysis. Based on the autonomy and equity principles of IASFM (2018), only the text

from the interviewee or the quote owner, and not the interaction, was justified as

analyzable data.

This type of data, where we learn about the migrants’ experiences directly from them, is

the ideal data type, as we want to hear their story and how their journey has been so far.

No one else can vouch or explain their journey as well as they can, and analyzing their own

words give migrants autonomy (IASFM, 2018) in the research.



INTERNATIONAL JOURNAL OF QUALITATIVE METHODS 15

5 Step-by-step Guideline of our Research Methodology

In addition to the challenges of secondary research as mentioned in subsection 4.3

Secondary Data and Analysis, in current research realm of secondary analysis, there is a

lack of rigor in the analysis and overall methodology (Ruggiano & Perry, 2019). This has

the pitfall of possibly exaggerating the effects of researcher bias (Thorne, 1994, 1998). Bias

of the primary researcher will naturally exist in the dataset. Therefore, when analyzing

this dataset without deliberate and methodological attention to either primary or

secondary researcher’s influence on the findings, the primary researcher bias can be

amplified particularly due to limited tacit understanding of the secondary researcher

(Thorne, 1994). For this reason, we propose a new systematic step-by-step guideline with a

set of methods for secondary data collection, filtering, and analysis to mitigate the

downfalls of secondary data analysis, particularly in the setting of forced migration

research when using online, publicly accessible data.

5.1 Step 1. Formulation of Research Questions

Setting a research aim is important regardless of whether the data is from a primary or

secondary source (Taylor & Ussher, 2001). However, the type of aim is important to build

the right setting for secondary qualitative research. This can be to supplement gaps in

existing primary studies or in research areas, where direct data collection is not always

possible. When working with secondary data, because the researcher has not developed a

two-way connection with the participant directly, erroneous conclusions based on

researcher bias are more likely than in primary research due to cognitive biases affecting

interpretation of the data. This can be mitigated through a hypothesis-driven research

plan, according to Baldwin et al. (2022). Some may argue that having research hypotheses

can cause confirmation bias in the findings. Therefore, we use open-ended, non-binary

research questions to define the aim of the study rather than hypotheses to increase

flexibility in exploring themes that can help answer the questions. With research questions
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in mind, the research is focused and the secondary data quality and fitness can be assessed

according to the research questions. Having a research plan that is rigid yet flexible seem

contradictory, but the rigidity refers to structure and flexibility refers to the approach. The

authors propose a pragmatic research approach with elements of grounded theory and

narrative approaches, as explained in subsection 4.2 Our Qualitative Research Approach

based on specific research questions to draw on each methods’ strengths and mediate the

shortcomings.

A research question we have raised in our example case is, “Are refugees fleeing from their

country of origin or fleeing to their destination?” The complete background to the

formulation of the research question can be found in our other paper, but in summary, we

wanted to understand the involuntary migratory movement in terms of directionality,

irrelevant of the origin country nor the conflict. The question is not just about the logistics

of the migratory journey but the effects of their situation on the mobility and aspirations

of individual interviewee. Existing literature using primary data does not answer this

specific research question (Bilecen & Lubbers, 2021; Bögner, 2005; D'Angelo, 2021; Forss,

Mangrio, Leijon, Grahn, & Zdravkovic, 2021; Mangrio, Zdravkovic, & Carlson, 2018; Ryan

& Dahinden, 2021; Sanchez et al., 2018), and obtaining primary data from those in

situations of forced migration during the periods of a pandemic was not feasible in our

case. Yet, with the hybrid research approach, having the perspective of an outsider to an

existing conversation unrelated to the research question can be a strong advantage for

revealing rich underlying information that may or may not have been available through

direct questioning.

5.2 Step 2. Data Collection

Although Hinds et al. (1997) highlighted the need for selective data sampling due to

qualitative methodologies being labor intensive and yielding large descriptive datasets, we

have a different strategy. At first, data “dumping” from various websites and data sources
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to local drive is needed to obtain a collection of data, regardless of their formats, as these

will be filtered after anyway. The data collection method is loosely based on Jacobson et

al. (1993) and follows these three steps: 1) Development of strategies to minimize selection

bias, 2) definition of the target population and sample, and 3) application of criteria for

data inclusion/exclusion prior to data filtering.

To minimize selection bias, using non-tracking search engine is necessary. We are not

endorsing any search engine companies, but we used DuckDuckGo for data search. The

reason for not using other major search engines such as Google is to avoid the “filter

bubble“ or the ideological frame of personalized search results to prevent intellectual

isolation (Bozdag, 2013). For the example in this article, the authors used keyword

“refugee”, which represents the target population, and “interview”, the desired data type,

to obtain web search results of publicly available interviews with refugees or asylum

seekers. For the example, no specific origin nor host countries were targeted to investigate

a variety of geopolitical situations. We used a large variation sampling method, which is

similar to maximum variation sampling without trying to reach every corners of the world,

to follow one of the principles of code of ethics from IASFM (2018): Diversity. The variety

helps recognize the diverse experiences of the forced migrants.

As a further search criteria for data inclusion during data collection, only English results

were sought because the main language of research of the authors is English. Despite the

limited explicit information on the original language of the interviews within the

downloaded textual data, we used indirect indicators of the original language, such as the

language of the original recording. Where no information is available, two different

assumptions were made: Either the migrant spoke in English, or their words in another

language were translated into English. The translation quality is assumed to have met the

criteria of completeness, fluency, accuracy, verity, retention of meaning, and terminology

(Lommel, Uszkoreit, & Burchardt, 2014; ISO 17100:2015, 2015), particularly with literal

translations of pronouns of “I” and “we”. However, regardless of whether the interview was
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conducted in English or was translated, the authors accepted the data as they are.

This distant approach to language translation may be seen as a limitation of the overall

methodology, as one may question if the text is translated correctly. Yet whether

translated or not, the superseding question would be if the data is credible and has not

been contaminated with the translator’s or the publisher’s personal intention. Based on an

ethnography study of a discussion between a Belgian lawyer and an Afghan asylum seeker

without an interpreter in a “space of multilingualism” with linguistic challenges, Jacobs

and Maryns (2021) show that if the interviewer has a strategy to approaching the asylum

seeker’s answers, the story no longer reflects the “narrative” of the refugee regardless of the

original language. Thus, for our study, if the interview indicates that the publisher has a

deliberative aim to reorient the narrative answers, the data is not valid based on lack of

credibility regardless of whether the interview was translated. The assessment of the

credibility of the source is explained in section 5.4 Step 4. Data Filtering.

The result from web search for publicly available, online, existing interviews or anecdotes

from refugees consisted of interviews and anecdotes from refugees published by

non-governmental organizations, charities, individuals, researchers, newspapers, to name

some. The data often consists of an interviewer and the interviewee discussing the

migratory journey of the interviewee at different lengths, styles, and levels of detail.

All the data had been retrieved between September and November, 2021, and therefore,

does not include any refugee following the Russian invasion of Ukraine starting from the

24th of February, 2022. Over 300 search results were downloaded at this step.

5.3 Step 3. Transcription, if Applicable

Some of the interviews may be in audio or video format. These need to be transcribed

verbatim. When using a tool to transcribe automatically, the transcribed text needs to be

checked against the actual interviews for accurate transcription. Whilst checking, we also

added any interjections, exclamations, or non-lexical conversational sounds, that would not
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have been picked up by transcription tools to add as much information on the transcribed

interviews.

With regards to video data, in our case, consideration of body language and any

interpretations on the interview setting have been prevented. Unlike primary researchers,

secondary researchers will need to make assumptions on the interview environment based

on their own personal thoughts because of the imbalance between limited information and

abundance of personal opinion. To keep the data as close to reality as possible,

contamination from researcher bias needs to be avoided, where possible. Hence, the

transcription needs to only contain the verbal elements of the data.

In our case, any data not in written format were transcribed using the transcription tool,

Otter.ai1. Post auto-transcription, the written data was cross-checked against the audio of

the interview in its entirety. We added any non-lexical conversational sounds, e.g. "umm",

or long pauses. We did not add any comments on the body language of the interviewee, as

our methodology is based on discourse analysis on the text. Unlike primary research,

secondary research needs to minimize interpretations subjective to interview setting as they

would be based on perceptions and assumptions of the secondary researcher introducing

bias.

5.4 Step 4. Data Filtering

During data filtering process, researcher bias needs to mitigated in two ways: 1) the data

needs to be appropriate, 2) prior knowledge of data needs to be minimal, and 3)

maintaining flexibility for the analysis (Baldwin et al., 2022). The content of the data does

not have to directly answer the question, as the research is to qualitatively analyze and

understand from the narratives of the interviewee, how they remember what they felt and

experienced before and during their journey.

1 We are not endorsing this tool, and there are many alternatives out there.
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5.4.1 Data Quality Assessment. Because the methodology involves secondary

interview data, a systematic data quality assessment is required to “analytically filter”

(Gibson & Brown, 2009) the available data to ensure only “eligible data” is included in the

dataset for analysis. The answer to the question of what qualifies as “eligible” data relies

on multiple dimensions and metrics.

From a scientific perspective, particularly when working with non-subjective, quantifiable

and/or structured data, data quality is measured in dimensions and metrics (Laranjeiro,

Soydemir, & Bernardino, 2015). 42 dimensions have been initially identified using

Brackstone (1999); Chung, Nam, and Stefanone (2012); Dupuy (2012); Ehrlinger and Wöß

(2022); Fox, Levitin, and Redman (1994); Laranjeiro et al. (2015); Mehrabi, Hassan, Sham,

and Shahkat Ali (2009); Patton (2002); Pipino, Lee, and Wang (2002); West (1993), with

the repeating dimensions of accessibility, accuracy, believability, completeness, consistency,

interpretability, relevance, and timeliness. However, many of the dimensions are focused

around quantitative or structured data. For instance, a key dimension in scientific research

is “accuracy”, which means a magnitude of error or closeness between data and the

“real-world” (Ehrlinger & Wöß, 2022; Haegemans, Snoeck, & Lemahieu, 2016). The

definition alone assumes quantifiable measurability within the data from a “truth” or

“real-world”. When working with interview or quotation data, the “real-world” is what the

migrant perceives and does not lie within the researcher, as per ethics principle of

autonomy (IASFM, 2018). Therefore, such dimension of “accuracy” is irrelevant.

Another dimension used for quantifiable data is “reliability” (Abdulla, Garrison, Salwen, &

Driscoll, 2002; Chung et al., 2012; Patton, 2002). Reliability assesses consistency and

repeatability of data, where reliability can be substantiated by other data sources.

However, with subjective qualitative data, research aim is not to discover facts supported

by evidence nor to carry out statistical assessment of similarities to report agreement

amongst the migrants. The authors aimed to give each interview equal weighting for

understanding individual experiences based on the ethics principle of autonomy (IASFM,
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2018).

Even those dimensions that could qualify for qualitative data needed to be evaluated for

applicability, as some are irrelevant to the context of forced migration. For example, the

dimension “credential” (Dupuy, 2012) refer to the perceived level of acceptance by the

researchers. However, this has been discarded, as having data only from sources known to

the researchers can lead to bias within the database. The dimensions of “believability”

(Laranjeiro et al., 2015; Mehrabi et al., 2009; Pipino et al., 2002) has been also excluded in

data quality assessment, as it is not up to the authors to believe what the migrants have

experienced or not, and every data is analyzed with respect to the migrants, as per ethics

principle of equity (IASFM, 2018).

On the other hand, there are dimensions that are very much relevant. For example,

“credibility” of the surrounding information needs to be assessed to ensure–to the best of

the authors’ ability–that the data may not have been fabricated nor have been

contaminated nor fully co-constructed by the interviewer or publisher. In terms of

secondary qualitative data, Hinds et al. (1997) provides a long list of assessment criteria for

data quality and data fitness for secondary research questions, which the authors have

summarized to the metric of “accessibility” and “relevancy”.

Out of the identified dimensions, the chosen dimensions are categorized into data context

quality and data content quality. Data context refers to the surrounding information, such

as the interviewer questions, publisher credibility, and other peripheral data, and data

content refers to the words from the migrants. As the study focuses on narratives from

refugees and their words and not on the interaction between the interviewer and

interviewee, the questions from the interviewer were used only as to provide context and

develop metadata for categorization. Summary of the applied dimensions and their

descriptions are shown in Table 1.

5.4.2 Sub-step 4a. Data Filtering - Data Context Quality Assessment and

Sub-step 4b. Data Filtering - Data Content Quality Assessment. Using the data
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context and content quality assessment dimensions, an initial filtering system was generated

based on the Preferred Reporting Items for Systematic reviews and Meta-Analyses

(PRISMA) (Moher, Liberati, Tetzlaff, & and, 2009; Page et al., 2021; Stewart et al., 2015)

methodology. PRISMA is originally developed to help reporting systemic reviews of

research or appraisals of published systematic reviews (Moher et al., 2009). Building upon

this method that is often otherwise used for literature review or clinical trials, we have

created a new data quality assessment procedure in form of a flowchart using the chosen

data quality dimensions as the elements to conduct data filtering. The intention of the data

elimination process is to only keep the data in desired format that is fit for the particular

study and to maintain the focus of the study. During qualitative study, it is not about the

quantity nor size of the data analyzed. Exclusion of data does not indicate that the author

is disbelieving or denying the narrative of the interviewees nor believing that the publishers

have malicious intent. The flowchart of our data filtering procedure is shown in Figure 1,

which shows the chronological order and the hierarchy of the dimensions listed in Table 1.

The process follows seven data filtering steps starting with identifying the data from search

engine results and initially screening the data based on information available about the

data, whether it is in the description or title. The next step prior to data retrieval is to

assess the website and organization for credibility. Some organizations may present

interviews carried out by someone not part of the organization, but this does not

necessarily mean that the source is not credible. To minimize biased sampling, we

consciously tried to disregard personal bias or historical knowledge relating to the

reputation of any organization.

After data is downloaded, where possible, the data format and the type of interview needs

to be assessed to see if they were an interview or quotation. Within the provided research

example, the interviewee needs to also have been granted refugee status or have been

seeking refugee status on the reasons stated in United Nations General Assembly (1951).

There were some cases where the interviewee is a voluntary and/or economic migrant or
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someone who spoke on behalf of those in forced migration to perhaps protect the refugees’

identity or ensure anonymity of a group of people. However, these interviews were excluded

from analysis based on the ethics principle of autonomy (IASFM, 2018).

In some cases, data consisted of multimediality, which can support the credibility of the

source yet can be perceived as “contaminated” data. The use of video footage or photos of

the refugees or particularly hyperlinks to external references increases the credibility of the

interviews. However, if other media forms were used to dictate certain reactions from the

viewers, such as emotion-evoking background music in the interview video, these datasets

are excluded for containing narrative elements not directly from the refugees. Furthermore,

the desired video format is one not overly edited, where the statements from refugees are

not sporadically presented and cut within a sentence to the point which the audience can

lose the context of their narrative. One particular potential data contained a cartoon

illustration in form of a satire with the interview to depict the situation of the interviewee.

This source was excluded, as the story was being retold by the publisher with their own

view presented in an art form.

Within the research, the dimension of interactivity of the inquirer excluded much data

from the set. Only interviews, where dialogue or most of the quote originate from the

refugee rather than the interviewer, were chosen as valid data for this study. Ideal format

is a question from the interviewer with a paragraph of an answer from the interviewee.

This is to respect the autonomy and equity (IASFM, 2018) of the forced migrants. In

publicly accessible internet domain, much of the interview had highly edited text with a

few words from the interviewee. Such interactive data may be relevant for other research

questions, such as about co-construction of refugee identity, but for our research design,

this was considered ineligible. We only wanted to include data where the interviewee or the

owner of the quotation represented themselves as much as possible without interruption

from the interviewer nor any overbearing reporting techniques. Most words of any text of

conversation need to be from the refugees themselves, so that they have autonomy over
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their own stories (IASFM, 2018).

Upon further assessment of data content, we realized some of the data was not relevant to

our overall research topic, in our case forced migration and movement. For example, some

educational institutions published some interviews about how interviewees were adapting

at their own school. Because the intention of the interviews had particular purpose that

may have had an influence on how the interview was run, these have been excluded.

Once the data has been filtered to a set that was deemed appropriate for analysis, a further

step is taken to assess the quality of the data content. In terms of (self-) representation,

the interview was assessed whether the interviewee represented themselves or other people.

One excluded interview was about how the interviewee believes to be the needs of other

young people. Their answer is not explicitly based on their personal experience, which was

a criterion for inclusion, and therefore, was excluded.

A short excerpt from accepted data that met all the data quality dimensions through the

process in Figure 1 is shown below. In this example, a refugee from Somalia, who now lives

in Australia, discussed his situation in Somalia when they fled. The full interview with the

Australian Red Cross reveals that they left at the age of 15 unaccompanied:
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[Interviewer]:
What was the situation like when you had to leave?
[Interviewee]:
I actually left Somalia not by choice, I just had to flee. My mother was
away in Italy and my father was working the other side of Mogadishu and
my sister was staying with another family. At soccer in the afternoon I
heard this big explosion and then I rushed back to our house and that’s
the first time I’d seen the war began.
I couldn’t find my family so I went with 60 people and joined in 300
people and we start walking towards Kenya. We didn’t think we were
going to Kenya but we just went that way. Without my parents. I was
wearing the same shoes and the same pants and the shirt when I left
Somalia so yeah, I didn’t go back.
I was very scared, terrified, not knowing what was going to happen next.
That’s why I know what it’s like, fleeing and having nothing with you. I
was actually worried about my young sister, my sister two years younger.
I feel guilty with that, going without her, but I couldn’t cross the other
side of Mogadishu. The only safe way to go was to go with this group.
(Australian Red Cross, 2015)

Beyond meeting all the data context quality dimensions, particularly the conformance of

data type, key data content quality dimension that this excerpt shows is self-representation

of the interviewee. The interviewee is talking about their experience with clarity,

interpretability and understandability, which together form another key data content

quality dimension.

Post data filtering, no data cleansing or pre-processing is to be carried out except for

re-organizing quotations to combine text from the same speaker. As secondary qualitative

data is often unstructured and consists of people’s narratives, tempering with the raw

quotes can impact the data quality and original intentions.

No mathematical formula is applied to set the desired sample size, nor is it feasible to use

the concept of data saturation level with secondary qualitative data within the hybrid

research method provided in subsection 4.2 Our Qualitative Research Approach. With

“large” variation sampling method, there can be no end to learning something new with

more data, so setting a set number for data collection is impossible. In addition, with
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discourse analysis rather than corpus analysis, we are not searching for generalized

conclusions supported by a number of agreed data but rather exploring different

perspectives.

Using the data context and content quality dimensions and process, over 300 results have

been narrowed down to 32 interviews and 52 quotations based on their data context. This

has been further filtered to 19 interviews and 17 quotes based on their data content.

5.5 Step 5. Recognition of Researcher Positionality

According to Castles (2012), particularly a study on migration needs to include reflection

methodology. Therefore, post creation of dataset and prior to data analysis, a positionality

statement is recommended to understand the researcher’s potential influence on data

analysis and interpretations. Although an absolute removal of impact of researcher bias is

perhaps never possible, explicit exploration of the researcher’s “prospective reflection”

(Boud, Cohen, & Walker, 1993) and personal stance on the research topic can help mitigate

it and allow readers to come to conclusions about the research through transparency.

Within the sample case study, the first author is most conscious of the fact that they do

not have a refugee background and that their only understanding of the forced migration is

from reading secondhand information, such as research papers, policy papers, news, and

some personal discussions, which carry their own biases and will naturally influence the bias

of the first author. Therefore, the first author has taken extra consideration to mitigate

their own bias by ensuring not to make generalized conclusions, as per ethical principle of

diversity (IASFM, 2018), and making a commitment to themselves to carry out the

research by focusing on the data, as per the ethical principle of autonomy (IASFM, 2018).

5.6 Step 6. Data Analysis

After the data is filtered based on quality in step 4 as per subsection 5.4 Step 4. Data

Filtering, the data analysis procedure follows the thematic discourse analysis method based

on the pragmatic research approach developed by Braun and Clarke (2006). Although the
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method from Braun and Clarke (2006) is developed for primary data in the context of

psychology, elements of it still applies to secondary data analysis within the context of

social sciences. The main difference between analyzing primary and secondary data is that

in primary research, the interview questions may be directly related to the research

question. In such case, consideration of the questions and the interaction between

interviewer and interviewee may be important. Yet, with secondary research, because the

questions may not align with the research questions, the focus of the secondary analysis is

on the words of the interviewee.

5.6.1 Simultaneous to Step 6 - Continuous Reflection and Reflexivity.

Throughout the data analysis, continuous reflection and reflexivity is necessary. Reflection

is the mental practice of thinking and meditating about the processes and products

associated with the study (Savin-Baden & Howell, 2012), whereas reflexivity can be

understood as examining or confessing one’s own reaction through exploration of

researcher-researched relationship (Finlay, 2002). A particular type of reflexivity, known as

“reflexivity as discursive deconstruction” from Finlay (2002), is deemed to be a suitable

pairing to discourse analysis to understand how language and text are used and how they

impact the presentation. This can be done via a self-assessment journal during each

sub-step of the analysis by explicitly stating the researchers’ reflection and reflexivity.

Through reflexivity, no single “comfortable” interpretation should be readily available,

where the researchers settle on one interpretation immediately (Finlay, 2002). However,

without moderation of the amount of reflexivity, over- or misinterpretation is more likely to

happen at the cost of exhausting resources during research. The full process of writing the

positionality and reflection statements in the form of self-assessment can be found in Finlay

(2002).

5.6.2 Sub-step 6a. Data Analysis - Familiarization with Data. This sub-step

refers to familiarizing oneself with the data on a high-level without looking for specifics by

reading through the data from beginning to end (Braun & Clarke, 2006), in addition to
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knowing about the data from data filtering step. This is not the same as having prior

knowledge of the data like a primary researcher would. The disadvantage of working with

previously acquainted data is the element of subconscious bias on focusing on parts of data

that have the strongest presence in researcher’s memory. Therefore, where this step differs

from working with primary data is that we ideally want to have a fresh look at the data.

For primary researchers, because they have collected the data, they may have developed

intimacy at naturally inconsistent level with different data. Whilst this personal connection

to the data is considered an advantage for primary research to add richness to the analysis,

for secondary research this inconsistency in familiarity is a disadvantage because it may

lead to bias and favoritism of certain data.

5.6.3 Sub-step 6b. Data Analysis - Content Analysis and Categorization.

This sub-step is unique from other sub-steps of the data analysis process, as it aims to

focus on “hard facts” relating to historical events to create a database for the dataset based

on metadata. This is to give an overview of all the interviewees in a tabular format to

check if variable sampling has been successful and if anymore data need to be collected to

have a wider geographical coverage.

When using the content analysis method developed by Erlingsson and Brysiewicz (2017),

the data–regardless of inconsistency in their formats–needs to be categorized to give

structure to develop a database for the analysis. For the context of forced migration, we

gave each data a unique ID and gave descriptions within the categories of the following:

1. ID of the interview data

2. Interviewee size, e.g. one person or a group of people

3. Sex of the interviewee

4. Age of the interviewee

5. Traveled alone?
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6. (Estimated) Year of departure from origin country by the interviewee

7. Origin country of the interviewee

8. (Estimated) Year of arrival in the destination country by the interviewee

9. Destination country of the interviewee

10. Interviewer organization

11. Link of the interview data

The categories are all about the interviewee (except for the interviewer organization and

link of the source of the interview) to focus on the refugees, as per ethical principle of

autonomy (IASFM, 2018). The interviewer organization has been provided to meet the

legal requirements of referencing the interview.

Sometimes there is no direct information in writing about each interviewee for all the

categories. Therefore, content analysis is required to analyze the content of the interview

to understand at least if the interviewee is an adult and roughly estimate what year they

are referring to in their interviews based on the context of indication of war and/or other

historical events. With regards to the travel size, particularly interviewees, who seemed to

have traveled alone, did not explicitly state that they traveled alone, whilst others

mentioned their travel companions or families.

For example, in an interview, from which the following excerpt stems, a Syrian refugee did

not clearly nor directly said to the independent journalist whether he traveled alone or in a

group. The interviewee described prior to the excerpt how he left Syria and then Turkey

with his cousin. However, this was the only time throughout his interview, where he

mentioned his cousin, and for the rest of the interview, he wrote in first person singular

pronoun. After describing how he got smuggled into Greece from Turkey on a small boat

with many other people, he explained what happened after he landed in Greece and walked

to find the side of a cliff to sleep:
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I had nine-thousand Euros sewed into my underwear and
bagged in many layers of nylon. I had to check on them every
now and then because I didn’t know any of the guys I was
walking with, but later I got to realize they were decent folks
who were also afraid for their own money.
(Azoulay, 2018)

The interviewee explicitly says that he didn’t know anybody he walked with whilst

describing everything in first-person singular pronoun. This indicates that he may indeed

have been traveling alone without pre-arranged travel companion based on the content.

5.6.4 Sub-step 6c. Data Analysis - Open Coding. This sub-step forms the

baseline of thematic discourse analysis with elements of discursive grounded theory

(McCreaddie & Payne, 2010) and narrative research approach (Creswell & Poth, 2017) to

code pieces of data specific to individual experiences without needing to directly relate to

the research questions (Braun & Clarke, 2006). Initial codes in secondary analysis is purely

based on the text from the interviewee, and there is lack of consideration of other aspects.

Otherwise, the method is similar for primary and secondary analysis.

In this sub-step, the data is analyzed by categorizing data text into initial codes by letting

the data speak for itself, based on discursive grounded theory. The codes are personal to

the researcher, as they are based on how the researcher reads the text. Therefore, this

stage is often not presented in literature.

5.6.5 Sub-step 6d. Data Analysis - Axial Coding for Initial Themes. Following

the open coding process, the initial codes are grouped into axial codes, similar to when

undertaking primary data analysis. The procedures follows the recommendations of

McCreaddie and Payne (2010) and Braun and Clarke (2006), where the initial codes are

grouped and laid out to detect any patterns. Whilst the research questions should still be

at the back of the mind of the researcher, the element of grounded theory of letting the

data speak for itself is important to mitigate bias and reduce the influence of the researcher

during the coding process. When combining initial codes to a single axial code, always
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referring back to the data rather than just the code headings leads to findings of higher

confirmability. The axial codes do not directly have to relate to the research questions.

5.6.6 Sub-step 6e. Data Analysis - Developing Final Themes. At this sub-step

the research questions are re-introduced to develop themes out of axial codes directly

relating to the aim of the research. Overlapping of themes needs to be avoided, but same

codes being grouped to multiple themes is allowed. Development of an initial thematic map

can help this process (Braun & Clarke, 2006). Themes are developed via an iterative trial

and error process of testing different possible themes to group codes. Always referring back

to the original data and not just the codes can give higher trustworthiness of the result.

5.6.7 Sub-step 6f. Data Analysis - Answering the Research Questions. At this

stage, the themes need to not only relate to the research questions but also directly answer

them. When selecting the relevant data or quote to report the result, the ethical principle

of diversity of IASFM (2018) needs to be addressed to avoid repetition or concentrated

representation of one demographic over another. The researcher’s process of considering

diversity can also reduce researcher bias to always cover a range.

In the following example, the refugee from Afghanistan who now lives in the state of New

South Wales (NSW) in Australia, told the interviewee that she fled Afghanistan:

[Interviewee]:
There was a lot of fighting, bombings everywhere and so we had to
immediately leave.
[Interviewee]:
We lost our parents over there and I had to run with my three brothers
and one sister.
[Interviewee]:
In Afghanistan or Pakistan if the Taliban gets you, if they catch that
you’re not wearing a burqa, something on your head they’re just going
to take you. They’re going to tell you to sit down and they’re just going
to shoot you in the head and bang.
(State of New South Wales (Department of Education), 2020)

Returning to the example research question of “Are refugees fleeing from their country of
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origin or fleeing to their destination?”, in this particular case, the interviewee is expressing

that she and her siblings “had to immediately leave” following bombings. There is no

indication of where they were fleeing to, and the focus on this excerpt is that they were

fleeing from Afghanistan. Although one may question if she is representing herself–based

on one of the data content quality dimensions–when she is talking about how the Taliban

treated people, the excerpt is still representative of her view and perception of Taliban and

shows how she felt threatened as a woman in Afghanistan. The research question can be

answered without the text from the interviewer, which is irrelevant for understanding

whether she fled from Afghanistan or to Australia. This shows that secondary research can

be done, even if the interview questions are not related to the research question.

5.7 Step 7. Assessment of Trustworthiness of the Findings

Post analysis, the trustworthiness of findings (Lincoln & Guba, 1985) needs to be assessed

with focus on the criteria of dependability, credibility, and transferability based on the

researcher’s personal stance and positionality. Expecting a researcher to be 100%

consistent throughout the entire process of qualitative analysis is unrealistic because

different experiences and environments can influence research even when working with

exactly the same dataset. Also, it is improbably for two researchers, who will naturally

have different personal stances, to have the same findings. Therefore, rather than using the

traditional assessment method of interrater or intrarater reliability, within the context of

naturalistic inquiry of inconsistent secondary qualitative data, we assess if the findings are

trustworthy based on the data and the researcher’s report on self-assessment. This means

that the findings need to be self-assessed on whether the researcher’s bias, personal stance,

and previous knowledge of the field influenced the analysis.

When using the proposed hybrid research method, the analysis and findings should reveal

almost nothing about the researcher’s personal stance. For example, the first author has

their own views about human rights, and some of the data revealed that the interviewees
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witnessed other refugees dying on their journey. However, the findings, (the result of the

analysis) cannot show how that made the researcher feel. Not letting the personal stance

influence the analysis is crucial in secondary research because bias needs to be managed

and mitigated where possible when working with data with unknown variables, such as

interview setting, interviewer-interviewee relationship, and sometimes even the questions.

Because the secondary researcher was not present during the interview, any deliberate

personal influence on the analysis will make the result unbalanced and untrustworthy.

5.8 Summary of the Steps of the Secondary Qualitative Analysis

The overall proposed method for data analysis is shown in Table 2.

6 Discussion

The proposed methodology of a step-by-step guide on secondary qualitative data analysis

is not to be considered as a checklist exercise but rather as guidance. This may be

particularly useful for those making a transition from quantitative to qualitative analysis

and requiring a starting point.

6.1 Self-reflection

The authors have dedicated a paper specifically to research methodology because they

believe the two fields of qualitative and quantitative research could be bridged through an

explicitly written methodology that any systematic thinker can understand, regardless of

background.

The first author is of a positivist research background who has previously found much

comfort in quantitative analysis, and therefore, the journey involving entry into the field of

contemporary social research has had its personal challenges. Particularly in the beginning,

the self-resistance to accepting other research methods and interrogating the definitions of

“truth” or “fact” proved to be an obstacle to reaching the stage of understanding social

and qualitative research beyond corpus analysis. Overcoming this resistance came at the
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effort of consciously questioning or even sometimes doubting previous education methods

and beliefs of science. It would have not happened with the help of the co-authors, who

have linguistics, psychology, and social science backgrounds. In retrospect, this journey

perhaps could have been easier, if there were more research reflecting on differences

between the philosophies of qualitative and quantitative analysis.

6.2 Limitations

As outlined in the section 5.2 Step 2. Data Collection, the main limitation related to using

online secondary data ultimately narrows down to not knowing every step of how the data

was collected first hand. Where there is no video or audio of the interview, the

completeness and accuracy of transcription cannot be checked nor can the interview setting

and condition be known. The researchers can only assume that the presented data is

transcribed verbatim based on the credibility of the organization or the provider of the

data, which is one of the dimensions of data content quality. As for the quality of

interviewing method, this can only be inferred from the interaction between the interviewer

and interviewee. This is covered by the data content quality dimension of interactivity of

the inquirer. Despite the efforts to mitigate the limitation, the authors acknowledge that

secondary data often do not have explicit information about the primary data collection

method.

7 Conclusion

This article provides a guideline for a new secondary qualitative data research methodology

that draws on a range of existing methods and adds a procedural structure for a complete

analysis from the beginning to end, to help remove ambiguity regarding the process. After

establishing the research methodology, the guideline begins at formulation of research

question, travels through data collection, data quality assessment, thematic discourse data

analysis with reflection and reflexivity, and finishes with the self-assessment of findings.

Throughout, the method is applied to the context of interviews of people experiencing or
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having experienced forced migration by referring to relevant ethical principles. The

outlined methodology can help qualitative research of publicly available, online interviews

be conducted with a level of rigor to mitigate the otherwise disadvantageous use of

secondary data.
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Table 1
Summary of data quality dimensions in alphabetical order

Cat* Dimension Description References

D
at

a
C

on
te

xt

Accessibility

Only data that is publicly available are to
be used. This means that the data can
be retrieved without a prohibition of access
by technological protection measures such as
username and password.

Dupuy (2012);
Hinds et al. (1997);
Laranjeiro et al.
(2015); Pipino et al.
(2002)

Appropriate
amount of data

There is no set number of required word count,
but there needs to be enough sentences from
the interviewee alone within the data–without
including the words of the interviewers–for the
data to be processed and understood without
needing more context.

Laranjeiro et al.
(2015); Pipino et al.
(2002)

Biasness or
objectivity

The interviewer cannot be leading questions to
have their own story told. The quotation or
interviews cannot be filled with the publishing
representatives’ words. Particularly, the
possibility of selective reporting needs to be
assessed based on questions and surrounding
information.

Mehrabi et al. (2009);
Patton (2002)

Conformance or
confirmity

Only a specific format of data is to be included
in the analysis for general consistency of format
(but not necessarily consistency in content nor
questions). The data need to be an interview or
quotation. The interviewees need to be from the
target population.

Ehrlinger & Wöß
(2022)

Credibility or
integrity of
source

The credibility of the publisher needs to
be assessed through a background check of
the organization, especially on whether the
organization works with integrity. This is
to assess if the organization has any hidden
agenda that could influence the publication of the
interview.

Ehrlinger & Wöß
(2022); Laranjeiro et
al. (2015); Pipino et
al. (2002)

Duplication or
Duplicates Any duplicates in the datasets are to be removed. Ehrlinger & Wöß

(2022)

(Hyper-)
emotivity

Any data where the interviewer or the
surrounding information uses hyper-emotional
language is to be excluded, as this influences
the interview setting and questions the overall
credibility, even if the interviewer may have been
using emotions to show support or sympathy.

Added for this study

Interactivity of
the inquirer

Any data where the interviewer or the publisher
interferes, interjects, or interrupts the interviewee
are excluded. The narrative needs to be from the
interviewee.

Added for this study

Multimediality

Interviews in both text and video formats are
included. Use of photos of the interviewees
and hyperlinks to other references help provide
credibility of the interviews. However, within
videos if there is an influential background music,
the entire interview is to be excluded from the
dataset to remove bias.

Chung et al. (2012)

* Cat = Category
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Table 1
Summary of data quality dimensions in alphabetical order (continued)

Cat* Dimension Description References

D
at

a
C

on
te

xt
(c

on
tin

ue
d)

Relevance or
relevancy

The data and quotations need to relate to the
research question.

Dupuy (2012);
Hinds et al. (1997);
Laranjeiro et al.
(2015); Pipino et al.
(2002)

Trust or
trustworthiness

Although related to credibility (of the publisher
and interviewer), this dimension examines the
questions from the interviewer and whether there
is a hidden agenda or goal-oriented strategy
beyond allowing the interviewee to express their
own narrative.

Chung et al. (2012);
Mehrabi et al. (2009);
Patton (2002)

Uniqueness or
Value-added

The benefit of using secondary analysis is
diversity. Therefore, variation sampling method
can help obtain interviews from a variety of
demographics. This is an inclusion and not an
exclusion criteria.

Ehrlinger & Wöß
(2022); Laranjeiro et
al. (2015); Pipino et
al. (2002)

D
at

a
C

on
te

nt

Appropriate
amount of
relevant data

There needs to be enough data to get to know
the interviewee and yet also enough data about
the target sample’s perspective on the secondary
research question.

Adapted from Dupuy
(2012); Laranjeiro et
al. (2015); Pipino et al.
(2002)

Authenticity

This dimension questions whether the words of
interviewees have been altered for the interest
of the publisher in the form of promotion of
publisher within their answer. Different to the
unused dimension of consistency, where the same
emotional approach or viewpoint throughout the
interview is expected, this dimension evaluates
the likelihood of a post-interview edit by the
publisher. This is not meant for questioning
the interviewee’s words, as they represent the
perspective, experience, and answer of the
interviewee.

Patton (2002)

Clarity,
interpretability,
understandability

This dimension evaluates whether the data
can be understood by the authors. Although
disconnected words can be a result of memory
lapse, if the sentence is difficult for the authors
to interpret, this part of the data needs
to be excluded from the analysis to avoid
misinterpretation.

Dupuy (2012);
Laranjeiro et al.
(2015); Mehrabi et al.
(2009); Pipino et al.
(2002)

(Self-)
representation

The data needs to be about the interviewee and
their perception of their experience. Any data
where the interviewee talks about someone else’s
lives or views they have not directly witnessed
have been further assessed for relevancy.

Added for this study

* Cat = Category



INTERNATIONAL JOURNAL OF QUALITATIVE METHODS 50

Table 2
Proposed phases of secondary qualitative research process

Phase of secondary data analysis Description of the process

1. Formulation of research questions The research question needs to be defined prior to the analysis
to mitigate researcher bias (Baldwin et al., 2022).

2. Data collection

Retrieval of data using web search of non-personalized
results for online, publicly accessible secondary qualitative
data in interview format, as shown in section 5.2 Step 2.
Data Collection. Using new, unfamiliar data without prior
knowledge is important to minimize the risk of bias (Baldwin
et al., 2022).

3. Transcription, if applicable
Although much of the data may already be in written and
transcribed format, any video and/or audio data needs to be
transcribed verbatim.

4a. Data filtering -
Data context quality assessment

This is the first step of filtering the data based on the
quality of the data source and interviewer questions and verbal
interaction with the participant as well as reporting technique,
as detailed in section 5.4 Step 4. Data Filtering.

4b. Data filtering -
Data content quality assessment

This is the second step of filtering the data based on the
content quality and its appropriateness for the research
question, as detailed in section 5.4 Step 4. Data Filtering.

5. Recognition of
researcher positionality

“Prospective reflection” (Boud et al., 1993) is encouraged with
a positionality statement to explicitly explore the researcher’s
personal stance on the overall subject, acknowledge its impact
on the analysis, and investigate possible mitigation.

6a. Data analysis -
Familiarization with data

This is different to having prior knowledge of data prior to
analysis. Familiarization, on the other hand, is necessary to
gain initial insights of the new data (Braun & Clarke, 2006).
Although the researchers may have developed a basic idea
during the data filtering stages, data needs to be read (again)
without distraction.

C
on

tin
uo

us
re

fle
ct
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n

an
d

re
fle
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ty
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y,
20

02
)

6b. Data analysis -
Content analysis and categorization

Data needs to be read with intention of content analysis
(Erlingsson & Brysiewicz, 2017) to develop categorization and
metadata of each text.

6c. Data analysis -
Open coding

Initial codes need to be generated (Braun & Clarke, 2006)
using open coding method based on discursive grounded
theory (McCreaddie & Payne, 2010) and narrative research
approach (Creswell & Poth, 2017) to detect patterns specific
to individual experiences.

6d. Data analysis -
Axial coding for initial themes

The codes can be laid out in multiple formats to look for
categories and patterns (Braun & Clarke, 2006) using axial
coding methodology (McCreaddie & Payne, 2010).

6e. Data analysis -
Developing final themes

Various categorizations need to be trialed to understand the
best overall themes, particularly based on data availability
and research questions. The final themes need to be defined
in such way that they can help answer the research questions.

6f. Data analysis -
Answering the research questions

The data then needs to be regrouped to each theme and a
selection of the extracts need to be presented to support the
analysis and answer the research questions (Braun & Clarke,
2006).

7. Assessment of trustworthiness
of the findings

In addition to self-assessment statements of each step, using
the criteria of credibility, transferability, dependability, and
confirmability (Lincoln & Guba, 1985), the trustworthiness of
the data analysis and findings need to be assessed, as detailed
in subsection 5.6 Step 6. Data Analysis.
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Figure 1 . Data filtering procedure based on PRISMA


