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Charlotte Yuk-Fan HO
ABSTRACT

Sigma delta modulators (SDMs) have been widely applied in analogue-to-digital (A/D) conversion for many years. SDMs are becoming more and more popular in power electronic circuits because it can be viewed and applied as oversampled A/D converters with low resolution quantizers. The basic structure of an SDM under analytical investigation consists of a loop filter and a low bit quantizer connected by a negative feedback loop.

Although there are numerous advantages of SDMs over other A/D converters, the application of SDMs is limited by the unboundedness of the system states and their nonlinear behaviors. It was found that complex dynamical behaviors exist in low bit SDMs, and for a bandpass SDM, the state space dynamics can be represented by elliptic fractal patterns confined within two trapezoidal regions. In all, there are three types of nonlinear behaviors, namely fixed point, limit cycle and chaotic behaviors. Related to the unboundedness issue, divergent behavior of system states is also a commonly discovered phenomenon. Consequently, how to design and control the SDM so that the system states are bounded and the unwanted nonlinear behaviors are avoided is a hot research topic worthy of investigated.

In our investigation, we perform analysis on such complex behaviors and determine a control strategy to maintain the boundedness of the system states and avoid the occurrence of limit cycle behavior. For the design problem, we impose constraints based on the performance of an SDM and determine an optimal design for the SDM. The results are significantly better than the existing approaches.
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## ABBREVIATION

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>sigma delta modulator</td>
<td>SDM</td>
</tr>
<tr>
<td>analogue-to-digital</td>
<td>A/D</td>
</tr>
<tr>
<td>digital-to-analogue</td>
<td>D/A</td>
</tr>
<tr>
<td>delta modulation</td>
<td>DM</td>
</tr>
<tr>
<td>pulse code modulation</td>
<td>PCM</td>
</tr>
<tr>
<td>differential PCM</td>
<td>DPCM</td>
</tr>
<tr>
<td>oversampling ratio</td>
<td>OSR</td>
</tr>
<tr>
<td>Karush-Kuhn-Tucker</td>
<td>KKT</td>
</tr>
<tr>
<td>Signal-to-noise ratio</td>
<td>SNR</td>
</tr>
<tr>
<td>noise transfer function</td>
<td>NTF</td>
</tr>
<tr>
<td>signal transfer function</td>
<td>STF</td>
</tr>
<tr>
<td>semi-infinite programming</td>
<td>SIP</td>
</tr>
<tr>
<td>infinite impulse response</td>
<td>IIR</td>
</tr>
<tr>
<td>finite impulse response</td>
<td>FIR</td>
</tr>
<tr>
<td>dynamic range</td>
<td>DR</td>
</tr>
<tr>
<td>peak SNR</td>
<td>PSNR</td>
</tr>
<tr>
<td>spurious free dynamic range</td>
<td>SFDR</td>
</tr>
<tr>
<td>total harmonic distortion</td>
<td>THD</td>
</tr>
<tr>
<td>fast Fourier transform</td>
<td>FFT</td>
</tr>
</tbody>
</table>
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CHAPTER I. INTRODUCTION

Real world signals are analogue. However, analogue signals are not robust to noise because analogue signals consist of infinite number of levels. Very small amount of noise would corrupt the analogue signals. On the other hand, digital signals consist of finite number of discrete levels. If the noise level is lower than the quantization level of a digital signal, then the noise of the digital signal can be eliminated via applying the quantization on the digital signal. To obtain digital signals, continuous-time signals are first sampled into discrete-time signals, then quantization is applied on these discrete-time signals.

Digital signals are very robust to noise and easy to process, such as in storage, transmission and manipulation, because of the advanced of computer technology. However, the digitization process requires A/D conversion, while changing digital signals back to continuous-time signals require D/A conversion. Hence, A/D and D/A conversion are very important processes for many engineering applications.

SDM are widely employed in A/D conversion of audio signals. This is because human are sensitive for audio signals in the frequency band 20-20kHz. Hence, the Nyquist sampling rate is about 40kHz, and the sampling rate for audio compact disk is usually 44.1kHz. Supposing that the OSR is 64, then the sampling frequency will be 2.8224MHz, which is implementable using current inexpensive switched-capacitor circuit technology. For audio signal processing, one can generate direct stream digital audio if the input signal is a multi-bit quantized signal of the SDM [4].

Beside audio applications, SDMs are found in many low signalling rate, equivalently high resolution and relatively narrow conversion bandwidth applications, such as precision measurement devices, battery-operated communication systems, amplitude modulation communication systems and cardiac acquisition systems, etc.

Precision measurement devices in weak magnetic field measurement systems [5] use micro-fluxgate sensors that employ a sensor signal processing unit for the acquisition of data. The sensor signal processing unit involves the sigma delta modulation in the negative feedback loop. The lowpass filtered bitstream output of the SDM is then fed
back to the magnetic field system so that the system linearity, hysteresis and stability are improved.

For microwave power amplifiers [3], a bandpass SDM is employed to encode the desired output signal into a binary level signal representing an analogue radio frequency input, which is subsequently fed into a switching-mode power amplifier. A bandpass filter is used to remove unwanted spectral components from the output.

For amplitude modulation A/D conversion [6], a single-loop fourth-order bandpass SDM with a 1-bit quantizer is applied directly to A/D conversion of narrow band signals within the commercial amplitude modulation band, which is from 540kHz to 1.6MHz. The signal bandwidth is 1.06MHz. After applying the bandpass SDM, the amplitude modulation sampling frequency can be performed at 6.67MHz. The OSR can be reduced greatly to 3.1462 approximately. This demonstrates the advantages of employing bandpass SDMs in narrowband high frequency communication systems.

For the acquisition of cardiac signals in implantable pacemakers [7], the catheters connected to the cardiac muscle are AC coupled to the chip inputs by means of off-chip highpass filters. In each channel the acquired signal is amplified by a translinear front-end. Finally, bandpass filtering is performed by the translinear front-end in order to suppress noise components out of the band of interest. The signal is then converted to the digital domain by a sigma delta A/D converter. In particular, the SDM is integrated on-chip, while the corresponding decimation filter has to be designed in order to process data from measurement. The accuracy of the A/D converter strongly depends on the detection strategy used in the pacemaker.

By modeling the quantizer as an additive white noise source, the SDM can be modeled by a two-input one-output linear time-invariant system. The block diagram of the basic structure of a SDM is shown in Figure 1.1 and the dynamics of the SDM is governed by the following dynamical equation:

$$x(k+1) = Ax(k) + Bu(k) - Q(x(k)),$$

where $x(k)$ and $u(k)$ are the state vector and the input, respectively, $A$ and $B$ are constant matrices, and $Q(\cdot)$ is a single bit quantization function. The loop filter can be then designed so that a small value of the noise transfer function (NTF) and an approximate unity gain of the signal transfer function (STF) are achieved at the signal
band. This will result to a minimum overlapping between the noise spectrum and the input spectrum. Consequently, the SDM can achieve a very high signal-to-noise ratio (SNR).

Figure 1.1 The block diagram of a SDM.

In this chapter, we will first give an historical overview of the development of SDM. Then we will study the background on SDMs and their nonlinear behavior in Section 1.2 and Section 1.3 respectively. Next, we will present a literature review on the existing research works and explain briefly how they are not sufficient to address the existing research problems in Section 1.4. Finally, we will give an overview of the thesis in Section 1.5.

1.1 Historical Overview

The research of SDM is originated from Delta modulation (DM) [9], [10]. DM is a kind of source coding technique and its block diagram is shown in Figure 1.2. This technique was devised in the 1940s as an alternative to pulse code modulation (PCM) coding. Though DM has been known for a long time, it gained interest during the 1980s due to its utilization in the design of PCM codec.

DM is a single bit version of differential PCM (DPCM) in which the error or the difference between the input signal and the output signal is quantized by a one-bit quantizer and represented by rectangular pulses. The output signal is the integration of these rectangular pulses. In this sense, the output signal approximates the input signal. Since the output is an integral of rectangular pulses, it is a piecewise ramp type signal and it does not consist of any discontinuity.
Sigma delta modulation is also a kind of source coding technique. The name “delta sigma” was used by some of the earliest researchers in the field, such as Inose and Yasuda in 1963 [12], but now the term “sigma delta” has become almost synonymous with noise shaping analogue-to-digital (A/D) conversion, as discussed by Aziz et al. in 1996 [2]. The word “delta” in “delta sigma” refers to the narrow shape of the input spectrum, which is approximately as a delta function, after oversampling.

Sigma delta modulation has been proposed and applied for more than 40 years and it was first patented by Cutler in 1960 [11]. This technique is further elaborated by Brahm in 1965 [13] and Miura et al. in 1971 [14]. It was then proposed to be applied in A/D converter by Candy in 1974 [1].

1.2 Background on SDMs

In this section, we will introduce two important concepts of the working principle of SDM in Section 1.2.1 and 1.2.2 after introducing the SDM in Section 1.2.1. They are the oversampling principle and the noise shaping principle. For the oversampling principle, we will show that when the oversampling ratio (OSR) increases, the signal-to-noise (SNR) will increase.

1.2.1 The structure of SDMs

SDM is a closed loop system consisting of a linear time-invariant loop filter and a memoryless quantizer. The components of feedforward SDMs are connected by a negative feedback loop. The structure is very simple and it is usually implemented via switched-capacitor circuits. It consists of two operations: filtering the signals in frequency domain and quantizing the signals in magnitude.
There are two basic types of SDMs: the interpolative or feedforward and the feedbackward structures. In this research, only the feedforward structure is considered. That is, there is only one feedback signal inputted to the loop filter as shown in Figure 1.1. The order of an SDM is equal to the order of its loop filter. The number of bits of the SDM is equal to the number of bits of the quantizer.

1.2.2 The oversampling principle

It is well known that a continuous-time signal can be sampled into a discrete-time signal and perfect reconstruction can be achieved via an ideal filtering if the sampling rate is higher than twice the bandwidth of the corresponding continuous-time signal. This sampling rate is called the Nyquist sampling rate [28]. When the sampling rate is much higher than the Nyquist sampling rate, the sampled signal is referred as an oversampled signal and the process is known as oversampling. The ratio of the oversampled frequency to the Nyquist sampling rate is called the oversampling ratio (OSR). The principle of oversampling in A/D conversion can be found in the work by Hauser in 1991 [29]. After oversampling the continuous-time input signal, the spectrum of the sampled signal is a periodic version of the original input spectrum, where the period in the frequency spectrum is directly proportional to the product of the OSR and the Nyquist sampling rate. By converting the sampled signal to discrete-time sequences, the spectrum of the discrete-time sequences is mapped to a $2\pi$-periodic spectrum. Hence, the spectrum of the discrete-time sequences will become narrower as the OSR increases. Consequently, the noise effect from the quantizer becomes less significant.

To understand this phenomenon, we assume that the quantization noise is uncorrelated to the input signal of the quantizer, so the power spectral density of the quantization noise is uniformly spread over the whole spectrum $(-\pi, \pi)$. This uniform spread occurs because the correlation function of any two uncorrelated signals is a discrete-time delta function and the discrete-time Fourier transform of a delta function is constant. Denote the noise magnitude in the power spectral density as $N_0$. Denote the Nyquist sampling rate, OSR, continuous-time input signal and continuous-time sampled
signal as, respectively, \( f_s, R, x(t) \) and \( x_s(t) \). Then the sampling period is \( \frac{1}{R f_s} \) and we have

\[
x_s(t) = x(t) \sum_{n=-\infty}^{\infty} \delta \left( t - \frac{n}{R f_s} \right).
\]

Denote the continuous-time Fourier transform of \( x_s(t) \) as \( X_s(\omega) \). As the continuous-time Fourier transform of \( \sum_{n=-\infty}^{\infty} \delta(t-nT) \) is \( \frac{2\pi}{T} \sum_{n=-\infty}^{\infty} \delta(\omega - \frac{2\pi n}{T}) \) where \( T = \frac{1}{R f_s} \), we have the continuous-time Fourier transform of \( \sum_{n=-\infty}^{\infty} \delta(t-n/R f_s) \) being equal to \( 2\pi R f_s \sum_{n=-\infty}^{\infty} \delta(\omega-2\pi R f_s n) \). By applying the convolution property of the continuous-time Fourier transform, that is \( \sum_{n=-\infty}^{\infty} \delta(t-n/T) \ast X(\omega) = \frac{1}{2\pi} X(\omega) \ast 2\pi R f_s \sum_{n=-\infty}^{\infty} \delta(\omega-2\pi R f_s n) \), where \( X(\omega) \) is the continuous-time Fourier transform of \( x(t) \), we have

\[
X_s(\omega) = R f_s \sum_{n=-\infty}^{\infty} X(\omega-2\pi R f_s n).
\]

Since

\[
x_s(t) = x(t) \sum_{n=-\infty}^{\infty} \delta \left( t - \frac{n}{R f_s} \right) = \sum_{n=-\infty}^{\infty} x \left( \frac{n}{R f_s} \right) \delta \left( t - \frac{n}{R f_s} \right),
\]

by taking the continuous-time Fourier transform on \( x_s(t) \), we have

\[
X_s(\omega) = R f_s \sum_{n=-\infty}^{\infty} X(\omega-2\pi R f_s n) = \sum_{n=-\infty}^{\infty} x \left( \frac{n}{R f_s} \right) e^{j\omega n}.
\]

As the discrete-time sequences are \( x \left( \frac{n}{R f_s} \right) \), taking the discrete-time Fourier transform on this discrete-time sequences, which are denoted as \( X_D(\omega) \), we have

\[
X_D(\omega) = \sum_{n=-\infty}^{\infty} x \left( \frac{n}{R f_s} \right) e^{-j\omega n}.
\]

Hence, we have
\[ X_D \left( \frac{\omega}{Rf_s} \right) = X_s(\omega) = Rf_s \sum_{n=-\infty}^{\infty} X(\omega - 2\pi Rf_s n). \]

Since the Nyquist sampling rate is \( f_s \), \( X(\omega) \) is bandlimited within \( (-\pi f_s, \pi f_s) \). As a result, \( X_D(\omega) \) is bandlimited within \( \left(-\frac{\pi}{R}, \frac{\pi}{R}\right) \). Consequently, the noise power corrupted to the input signal is \( \frac{2 \pi N_0}{R} \), which is inversely proportional to \( R \). Hence, the signal-to-noise ratio (SNR) is directly proportional to \( R \). As a result, the plot of the OSR against the SNR will correspond to a straight line as shown in Figure 1.3. Note that it is assumed that there is no correlation between the quantization noise and the input of the quantizer.

![Figure 1.3 The relationship between SNR and OSR of a SDM.](image)

By employing the oversampling technique, the correlation between the adjacent samples can be greatly increased and the change between two adjacent samples becomes very small and insignificant. Consequently, tracking of the input signal performed via the negative feedback loop that subtracts the difference between the input signal and the output signal from the quantizer can be performed accurately. This technique is very useful for further filtering and decimation processes and widely adopted in sigma delta modulation.
1.2.3 The noise shaping principle and the high SNR performance

By modeling the quantizer as an additive white noise source, the SDM can be modeled by a two-input one-output linear time-invariant system as shown in Figure 1.4, and the noise transfer function (NTF) and the signal transfer function (STF) can be defined accordingly. The loop filter can be designed so that a small value of the NTF and an approximate unity gain of the STF are achieved at the signal band. This will result to a minimum overlapping between the noise spectrum and the input spectrum. Consequently, the SDM can achieve a very high SNR. The noise is thus shaped away from the input signal and this technique is known as noise shaping technique [11].

![Figure 1.4 The basic structure of a SDM.](image)

To understand the noise shaping principle, denote the \( z \)-transform of the input of the SDM \( u(k) \), the output of the loop filter \( y(k) \), the output of the SDM \( s(k) \) and the quantization noise \( n(k) \) as \( U(z) \), \( Y(z) \), \( S(z) \) and \( N(z) \), respectively. Hence, we have

\[
H(z)[U(z) - S(z)] = Y(z)
\]

and

\[
S(z) = Y(z) + N(z).
\]

This implies that

\[
S(z) = H(z)[U(z) - S(z)] + N(z).
\]

In other words,

\[
S(z) = H(z)U(z) - H(z)S(z) + N(z)
\]

\[
S(z) = \frac{H(z)U(z)}{1 + H(z)} + \frac{N(z)}{1 + H(z)}
\]

Hence, the NTF and STF are, respectively,

\[
\text{NTF} = \frac{S(z)}{N(z)} = \frac{1}{1 + H(z)}
\]
and

$$\text{STF} = \frac{S(z)}{U(z)} = \frac{H(z)}{1 + H(z)}.$$  

Because of the oversampling and noise shaping techniques, a SDM can achieve a very high SNR even for a very coarse quantizer, in which the SNR is calculated as the following \cite{74}: a sine wave with frequency \( f_0 \) and amplitude \( A \) is taken as the input signal, where \( f_0 \) is located at \( \frac{2}{3} \) of the bandwidth of the input signal. SNR is defined as the ratio of the energy of the output of SDM at frequency \( f_0 \) to that of the sum of other frequencies within the passband of the loop filter. That is,

$$\text{SNR} = \frac{\frac{A^2}{2}}{\int_{\pi/R}^{\pi/R} |S(\omega)|^2 \, d\omega},$$

where \( S(\omega) \) is the frequency spectrum of the output sequences. As a result, SDMs are employed as A/D converters in many circuits and systems. For example, the magnitude of NTF at the signal band of a fifth order infinite impulse response (IIR) loop filter can be as low as \( 10^{-6} \) or -120dB.

In this research work, various performance measures are evaluated and some of these performance measures are used as the criteria in the optimal design. The most common performance measures are SNR, dynamic range (DR) and peak SNR (PSNR). Other performance indices, such as the ratio of the total power of the shaped quantization noise to that of the unshaped quantization noise, the measure of the total loss of channel information capacity after noise shaping, the noise shaping characteristics, the relationships between the SNR and the OSR, that of the number of bits of the quantizer and the filter order, as well as the spurious free dynamic range (SFDR) and the total harmonic distortion (THD) can also be employed to evaluate the three design approaches: the SIP approach, the Chebyshev structures and the Butterworth structures.
The metric that we usually employed for comparing the performances of different A/D converters is SNR. The theoretical limit of SNR of an SDM may be estimated from the work in [2],

$$\text{SNR}_{\text{estimated}} = 10\log_{10}\left(\sigma_u^2\right) - 10\log_{10}\left(\sigma_n^2\right) - 10\log_{10}\left(\frac{\pi^2N}{2N+1}\right) + (20N+10)\log_{10} R \text{ (dB)}, (1.1)$$

where $\sigma_u^2$ and $\sigma_n^2$ are the variance of the input signal and the quantization noise, respectively, and $N$ and $L$ are the filter order and the number of bits of the quantizer, respectively. By assuming that the quantization noise is uncorrelated to the input of the quantizer, the spectrum of the quantization noise becomes flat. That is,

$$\sigma_n^2 = \int_{-\Delta}^{\Delta} \left(x - \frac{\Delta}{2}\right)^2 \frac{1}{\Delta} dx = \frac{\Delta^2}{12},$$

where $\Delta$ is the quantization step size. If the saturation level is 1, then the unsaturation range of the quantizer is 2. As there are $2^L - 1$ quantization levels, $\Delta = \frac{2}{2^L - 1}$ and $\sigma_n^2 = \frac{1}{3(2^L - 1)^2}$. This implies that

$$\text{SNR}_{\text{estimated}} = 10\log_{10}\left(\sigma_u^2\right) - 10\log_{10}\left(\frac{1}{3(2^L - 1)^2}\right) - 10\log_{10}\left(\frac{\pi^2N}{2N+1}\right) + (20N+10)\log_{10} R$$

$$= 10\log_{10}\left(\sigma_u^2\right) + 10\log_{10}\left(\frac{3(2^L - 1)^2}{2N+1}\right) - 10\log_{10}\left(\frac{\pi^2N}{2N+1}\right) + (20N+10)\log_{10} R$$

$$= 10\log_{10}\left(\sigma_u^2\right) + 10\log_{10}(3) + 20\log_{10}(2^L - 1) - 10\log_{10}\left(\frac{\pi^2N}{2N+1}\right) + (20N+10)\log_{10} R$$

$$= 10\log_{10}\left(\sigma_u^2\right) + 20\log_{10}(2^L - 1) - 10\log_{10}\left(\frac{\pi^2N}{2N+1}\right) + (20N+10)\log_{10} R + 4.77$$

From the above, we can see that the SNR can be increased by increasing the number of bits of the quantizer. Besides, the SNR of an SDM can be improved by increasing the OSR. For the effect of the loop filter, it is shown that the higher the filter order, the better the noise shaping characteristics can be performed. Hence, the SNR can also be improved when the filter order is increased.

In comparison to the PCM, where there is no feedback, the SNR [2] does not relate to the filter order, and

$$\text{SNR} = 10\log_{10}\left(\frac{\sigma_u^2}{\sigma_n^2}\right), \quad (1.2)$$
As $\Delta = \frac{2}{2^L - 1}$ and $\sigma_n^2 = \frac{1}{3(2^L - 1)}$, so

$$\text{SNR} = 10 \log_{10} \left( \frac{\sigma_n^2}{\sigma_u^2} \right)$$

$$= 10 \log_{10} \left( \sigma_n^2 \right) - 10 \log_{10} \left( \frac{1}{3} \left( \frac{1}{2^L - 1} \right)^2 \right)$$

$$= 10 \log_{10} \left( \sigma_u^2 \right) - 10 \log_{10} \left( \frac{1}{3} \right) + 10 \log_{10} \left( \left( 2^L - 1 \right)^2 \right)$$

When $L$ is large, then

$$\text{SNR} = 10 \log_{10} \left( \sigma_u^2 \right) - 10 \log_{10} \left( \frac{1}{3} \right) + 10 \log_{10} \left( 2^{2L} \right)$$

$$= 10 \log_{10} \left( \sigma_u^2 \right) + 4.77 + 6.02L$$

Compared to that in SDM (equation 1.1), SDM could achieve better SNR because the noise shaping technique could further improve the SNR.

### 1.3 Background on nonlinear behaviors of SDMs

#### 1.3.1 Reasons for the nonlinear analysis of SDMs

The input-output characteristic of an SDM is nonlinear and in most practical case the analogue input signal is not known a priori. To tackle this problem, most of the existing analysis usually made some assumptions so that the analysis is tractable [18], [31].

The most common assumptions are follows. First of all, the quantization error is a random signal, and the quantizer can be modeled by an additive white noise source [32]. The error sequence is a sample sequence of a wide-sense stationary white noise process, with each sample being uniformly distributed over the range of the quantization error. Secondly, The error sequence is uncorrelated with its corresponding input sequence. Thirdly the input sequence is a sample sequence of stationary random process. Forthly, the analogue input samples are within the full-scale range. Hence, there is no saturation error at the converter output. Therefore, traditional methods for the analysis of the SDM only work under the above assumptions. However, these assumptions hold for some input signals, but fail in many situations.
It was reported in [25] that elliptic fractal patterns may be exhibited on the phase plane of a bandpass SDM. In this research, we explain this phenomenon. At the same time, the set of initial conditions that generates fractal behaviors is characterized. The analysis is important because we cannot employ SDMs confidently in real applications before we perform the nonlinear analysis on the SDMs.

Moreover, some nonlinear behaviors, such as limit cycle behavior, would affect the normal operation of an SDM and cause degradation to its performance. This problem is particularly serious in audio applications. This is because limit cycle behavior corresponds to periodic output sequences that generate annoying audible tones. Hence, it is important to characterize these nonlinear behaviors so that we are able to design and operate the SDMs properly with better performances as well.

Furthermore, system states of SDMs may be bounded for some initial conditions, while unbounded for other initial conditions. Even though the STF and NTF are stable, the system states could be unbounded. Besides, the magnitude of the output of the loop filter is bounded at low input magnitude, while overloading the input magnitude would cause an increase in quantization error. Further increase of the input magnitude would cause unbounded state behaviors. This leads to a sudden drop in SNR. For the case when the system states are unbounded, the SDM will be damaged and serious hazards may occur. Hence, it is important to characterize the conditions for the occurrence of bounded system states so that serious hazards would never occur. However, the above phenomena are not found in linear systems. This is because the boundedness property of the system states of linear systems does not depend on the input signals and the initial conditions of the systems, in which it only depends on the closed loop poles of the system. It only depends on the filter coefficients. If NTF and STF are stable, then the linear system theory predict that the system states will be bounded for all initial conditions and larger but bounded inputs.

When the above nonlinear phenomena occur, that is, the phase plane exhibiting elliptic fractal patterns, the limit cycle behavior occurring or the system states being unbounded for stable STF and NTF, the output signal will no longer be random and all statistical assumptions are failed because the quantization error is no longer uncorrelated with the input signal. The correlation statistics is very complex and it is difficult to be
expressed analytically. Consequently, the linear statistical model fails to explain these nonlinear phenomena. Indeed, nonlinear techniques should be employed to analyze these nonlinear phenomena. In particular, nonlinear techniques dealing with the relationship between the nonlinear behaviors and the input signal, initial condition, loop filter coefficients as well as the structure of the SDM should be employed for the analysis.

In addition, linear approach sometimes causes problems in the design of SDMs. For example, consider the design of a second order interpolative bandpass SDM with the peak frequencies located at $\pm \frac{\pi}{3}$. As the peak frequencies are located at $\pm \frac{\pi}{3}$ and $z = e^{j\omega}$, this implies that the poles of the loop filter are $e^{j\frac{\pi}{3}}$ and $e^{-j\frac{\pi}{3}}$. Hence, the denominator of the loop filter transfer function is $\left(1 - e^{j\frac{\pi}{3}}z^{-1}\right)\left(1 - e^{-j\frac{\pi}{3}}z^{-1}\right)$. Assume that the OSR of the SDM is 64 and a one-bit quantizer is employed. Then by formulating the loop filter numerator coefficient design problem as an optimization problem with cost function minimizing the energy of the NTF, and solving the corresponding optimization problem via the Matlab optimization toolbox, we obtain the numerator coefficients of the loop filter and the loop filter transfer function is

$$H(z) = \frac{10^7 \left(0.11z^{-1} - 1.23z^{-2}\right)}{\left(1 - e^{j\frac{\pi}{3}}z^{-1}\right)\left(1 - e^{-j\frac{\pi}{3}}z^{-1}\right)}.$$  

By putting $z = e^{j\omega}$ into the transfer function, we obtain Figure 1.5 which shows the magnitude response of the loop filter. It can be seen from the figure that the peak frequencies are located at $\pm \frac{\pi}{3}$. By using the delays of the output of the loop filter as the state variables, that is, $x(k) = [y(k-2) \ y(k-1)]^T$, in which $x(k)$ and $y(k)$ represent the system state vector and the output of the loop filter, respectively, and the bandpass SDM is assumed to be initially at rest, that is $x(0) = 0$, it can be checked easily that the bandpass SDM can achieve a very high SNR. However, note that the numerator coefficients of the loop filter will become too large for the implementation. This is because the criterion for linear design approach is to achieve small value of NTF at the
signal band. Since \( \text{NTF} = \frac{1}{1 + H(z)} \), if \( \text{NTF} \to 0 \), then \( |H(z)| \to +\infty \). Hence, the linear design approach would result to a set of very large numerator coefficients.

Figure 1.5 Magnitude response of the loop filter of a second order interpolative bandpass SDM.

One further example that illustrates the existence of problems in employing the linear design approach is the ideal filter. An ideal filter can achieve perfect noise shaping characteristics. However, it can cause the system states of the SDM to be unbounded that leads to a very low SNR. This shows that in order to design SDMs which can achieve high SNRs with realizable filter coefficients, investigating the noise shaping characteristics is not sufficient. It is revealed that the conditions for exhibiting global boundedness of the system states and the conditions for exhibiting various nonlinear behaviors are required to be investigated.

Note that the analysis of these nonlinear phenomena is very challenging. This is because the input-output function of the quantizer is discontinuous with the discontinuity located at the origin. This results to the occurrence of fractal and chaotic behaviors. However, many existing theorems, such as Lyapunov stability theorem, cannot be applied to explain these behaviors. This is because Lyapunov stability theorem requires the rate of the change of the Lyapunov candidate function to be monotonic decreasing and this usually results to asymptotical convergence of the state trajectory to the equilibrium point.
1.3.2 Sensitivity of the initial condition to the boundedness of system states

In this research, the local boundedness property of the system states of an SDM refers to that for a certain set of initial conditions at given input signal and filter coefficients, while the global boundedness property of the system states of an SDM refers to that for all initial conditions in the whole state space at given input signal and filter coefficients. In this research, both the local and global boundedness properties of the system states of an SDM will be analyzed. Although the output of the SDM is always bounded because of the quantizer, the boundedness of the system states of the SDM is not guaranteed and it depends on the initial condition.

As discussed in Section 1.2.1, most SDMs are implemented via switched-capacitor circuits. A slight change in the charges stored in any of the capacitors, such as leakage, would cause a corresponding change in the voltage across the capacitor. This is because the voltage across a capacitor is equal to the charge stored in it divided by its capacitance \( V = \frac{Q}{C} \). A change of the initial condition may result to an undesirable response of a nonlinear system. For example, consider the dynamics of the SDM governed by the following dynamical equation:

\[
x(k + 1) = Ax(k) + Bu(k) - Q(x(k)),
\]

where \( x(k) \) and \( u(k) \) are the state vector and the input, respectively, \( A \) and \( B \) are constant matrices, and \( Q(\cdot) \) is a single bit quantization function. There is a change of the charges stored in the switched-capacitor corresponding to the first state variable, so that the initial condition of the first state variable now becomes \( 10^{-3} \), that is, \( x(0) = \begin{bmatrix} 10^{-3} & 0 & 0 & 0 \end{bmatrix}^T \). Figure 1.6a and 1.6b show the responses of the SDMs based on the above dynamical equation with \( u(k) = 0.5[1 1 1 1]^T \) for \( k \geq 0 \) when \( x(0) = 0 \), and \( x(0) = \begin{bmatrix} 10^{-3} & 0 & 0 & 0 \end{bmatrix}^T \), respectively. We can see that the state variable of the later SDM diverges, while that of the former SDM is still bounded. This example illustrates that the initial condition does affect the boundedness of the SDM.
Figure 1.6 Response of the first state variable $x_1(k)$ of a fifth order lowpass SDM with (a) zero initial condition for all state variables; (b) initial condition of the first state variable being $10^{-3}$ and that on the remaining state variables being zero.

Some people consider that only the local boundedness of the system states is important, and the global boundedness of the system states can be ignored. However, from the example shown above, it reveals that the local boundedness of the system states is not sufficient because only a small change of the initial condition could result to the failure of the boundedness of the SDM.

1.3.3 Reasons for studying bandpass SDMs with DC input

In this research, both lowpass and bandpass SDMs are considered. We study bandpass SDMs because many systems, such as OFDM systems [67], AM and FM radio systems [68], etc, are required to perform A/D conversion on bandpass signals. By using bandpass SDMs, simple and relatively low precision analog components could achieve the objectives. Because of this advantage, this area draws much attention from the researchers in the community, and various methods for the analysis [34] and designs of bandpass SDMs [51],[52],[67],[68],[69],[70],[71] have been proposed.

In this research, we assume that the loop filter is rational, real, proper and causal, as well as there is a delay element multiplying in the numerator of the transfer function. We make these assumptions due to some implementation reasons and the feedback loop
configuration. Hence, the transfer function of a second order loop filter satisfying the above property can be represented as
\[
F(z) = \frac{Gz^{-1}(1-bz^{-1})}{(1-a'z^{-1})(1-az^{-1})},
\]
where \(a\) and \(a'\) are the poles, \(b\) is the zero and \(G\) relates to the DC gain of the loop filter. Now, let us consider the second order bandpass SDM which is discussed in [25]. In this case, \(G = 2\cos \theta\), \(a = e^{i\theta}\), \(a' = e^{-i\theta}\) and \(b = \frac{1}{2\cos \theta}\), in which \(\theta\) is the natural frequency of the loop filter. Although it is a bandpass filter, the magnitude response of this bandpass filter is close to that of the lowpass filter when \(\theta\) is close to zero. This is because the magnitude response of this second order bandpass filter is monotonic increasing for \(\omega \in (0, \theta)\), while it is decreasing for \(\omega \in (\theta, \pi)\). Hence, the frequency band \([-\theta, \theta]\) can be regarded as the passband of the filter. It is worth noting that the DC gain of this bandpass filter is not necessarily equal to zero. In fact, the DC gain of this bandpass filter is \(\frac{2\cos \theta - 1}{2(1 - \cos \theta)}\), while that of the lowpass filter is infinity. If \(|\theta| < \cos^{-1} \frac{2H + 1}{2(1 + H)}\), where \(H\) is the desired DC gain, then the bandpass filter will amplify a signal in the passband with the gain greater than \(H\). Besides, the magnitude response of this bandpass filter is very close to that of the lowpass filter when \(|\phi| \geq 2\theta\). Hence, the approximation of the lowpass filter by this bandpass filter is valid when the natural frequency of this bandpass filter is close to zero. Figure 1.7 shows the magnitude responses of a second order bandpass filter with \(\theta = 0.001\) and a second order lowpass filter with \(a = a' = 1\), \(b = \frac{1}{2}\) and \(G = 2\). It can be seen from Figure 1.7 that the magnitude responses of these two filters are almost the same when \(|\phi| \geq 2\theta\).

There are some reasons for us to deal with constant or DC input for the nonlinear analysis if the natural frequency of the bandpass SDM is close to zero (Figure 1.7). According to the noise shaping principle, the frequency component of the input signal should be around the peak frequency of the filter, in which the peak frequency is the frequency where the magnitude response of the filter is the largest. As the peak frequency
of the filter is located at its natural frequency, which is close to zero, dealing with DC input is appropriate.

![Figure 1.7 Magnitude responses of both a second order bandpass and lowpass SDMs.](image)

Figure 1.7 Magnitude responses of both a second order bandpass and lowpass SDMs.

One advantage of employing this bandpass SDM over the corresponding lowpass SDM is that the global boundedness of the system states can be guaranteed and the analytical proof can be found in [76]. Moreover, the conditions for this bandpass SDM exhibiting various nonlinear behaviors can be characterized and we will show the analysis in the coming chapters. Hence, by utilizing these conditions, higher SNR may be achieved.

1.4 Literature Review

Many well-known and early works have been performed for the analysis of the nonlinear behaviors exhibited in SDMs. In 1966, Smith had investigated the distortion component [17] based on modelling the quantization error as a noise source. This approach was also reviewed and discussed by Ardalan et. al. in 1987 [18]. However, there are some disadvantages for this method, as discussed in Section 1.3.1.

In 1952, Booton had proposed a quasi-linear method [15] for modelling nonlinear dynamical systems. Booton’s quasi-linear method is based on the describing function approach [16], which assumes that the input and output signals of the quantizer are
sinusoidal signals. This method was also employed for the analysis of SDMs in [20]. The maximum input step size that a second order lowpass SDM produces limit cycle behavior was found by Hein and Zahkor in 1993 [20]. They extended this result to ascertain the existence of limit cycles in higher order lowpass SDMs via the describing function approach [19]. However, there are some disadvantages of employing these methods for analyzing nonlinear behaviors of SDMs. This method takes two assumptions: the input and output signals of the quantizer are sinusoidal, and the frequency of the input signal is the same as that of the output of the quantizer. Nevertheless, these two assumptions are not always true [21] even when a limit cycle exists.

It was found by Friedman in 1988 [30] that if the input step size of a lowpass SDM is a rational fraction of the quantizer step, then a limit cycle will occur and the period of the limit cycle will be a multiple of the denominator of that rational number.

Hyun et. al. proposed an algorithm in 2002 [39] for searching admissible periodic output sequences for lowpass SDMs. However, the computational complexity will certainly be increased if the order of the SDM is increased. Research is still continuing on the determination of the maximum value of the input step size that does not give rise to limit cycle behavior. This information is important for the SDM designers to avoid the occurrence of limit cycle behavior in both the lowpass and bandpass SDMs.

In 1997, Feely explored the nonlinear behavior of a bandpass SDM. The state trajectories were simulated [25] and it was found that elliptic fractal patterns would be exhibited in the phase plane. Computer simulation was performed in [25] and we analyze this behavior in this research in Section 3.3.

In 1988, Chua investigated the nonlinear behaviors of digital filters with two’s complement arithmetic via symbolic dynamics [26]. Here, the two’s complement arithmetic refers to the arithmetic that the most significant bit of the number is the sign bit, while the other bits represent the magnitudes of the number. Addition of two positive numbers may become negative and sum of two negative numbers may become positive. This phenomenon is called the overflow. He showed that nonlinear behaviors, such as limit cycle and elliptic fractal behaviors, would occur when overflow occurs. Since the system is a nonlinear system, the dynamics of the system can be represented by a symbolic dynamical equation. Feely used similar form of symbolic dynamical equation to
represent the dynamics of the SDMs. Hence, the behaviors occurred in digital filters with two’s complement arithmetic would also occur in SDMs.

In 2003, Ling also applied symbolic dynamical approach to further analyze the necessary and sufficient conditions among the nonlinear dynamical behaviors of the digital filter with two’s complement arithmetic, the periodic properties of the symbolic sequences and the corresponding sets of initial conditions [27]. When the period of the symbolic sequence is one, the state trajectory will exhibit a single ellipse. When the period of the symbolic sequence is larger than one, more than one ellipses will be exhibited on the phase portrait. These two cases are regarded as limit cycle behaviors. When the symbolic sequence is aperiodic, elliptic fractal pattern will be exhibited on the phase portrait. It is found that this theory can also be applied to explain Feely’s observation and some new interesting results are discovered in this research.

However, there are some fundamental differences between the dynamics of digital filters with two’s complement arithmetic and those of SDMs. For examples, the dynamics of digital filters with two’s complement arithmetic is always bounded within the unit square, so the global boundedness of the system states is guaranteed. However, this is not the case for the dynamics of SDMs, in which this issue is important for the SDM research community. The reasons for why there is such a difference on the dynamical behaviors of these two systems are that the ways they generate symbolic sequences are different. For SDMs, the symbolic dynamics are generated via the quantization nonlinearity, while the symbolic sequences of digital filters with two’s complement arithmetic are generated via the overflow nonlinearity. Although the form of the symbolic dynamical equations for these two systems is exactly the same if the same symbolic sequences are used for expressing the nonlinearity of the systems, they are different if the symbolic sequences are substituted by the corresponding nonlinear functions of the system states.

Risbo reported in 1995 that if one or more than one of the poles of the loop filter are outside the unit circle, then the limit cycle behavior of the SDM will be unstable and chaotic behavior may occur [40]. However, as most of SDMs consist of poles on the unit circle, these results are not commonly applied in many situations.
Closed form analytical expressions were used in [18] to analyze the nonlinear behaviors of SDMs. However, this analysis is based on lots of assumptions and cannot predict complex behaviors.

To analyze the boundedness of the system states of SDMs, the nonlinear quantizer is modelled as a variable gain, in which the gain depends on the ratio of the magnitude of the output to that of the input of the quantizer. This model was first proposed by Ardalan et. al. in 1987 [18], and was applied by Stikvoot in 1988 [22] and Baird et al. in 1994 [23]. With this model, the boundedness of the system states of the SDM can be derived via an examination of the root locus of the SDM. Although this method is simple, this approach still cannot explain the occurrence of complex behaviors, such as fractal and chaotic behaviors.

In 2002, Feng modelled the SDM as a piecewise discrete-time linear system and performed the stability analysis via deriving a piecewise smooth Lyapunov function [41]. By using a piecewise smooth Lyapunov function, conditions for exhibiting exponentially convergent behavior were derived. However, this result only explained the exponentially convergent behavior, that is, the state variables converge to the origin exponentially for all initial conditions, in which it still cannot explain the occurrence of complex behaviors, such as fractal and chaotic behaviors.

In [19], the analysis of the boundedness of the system states of an SDM is being carried out by Mees and Bergen in 1975 via a large number of tests on the stability of limit cycles, and by studying the stability of limit cycles, conclusion is made on the boundedness of the system states of the SDM. However, the computational complexity is very high because it needs to test a large number of limit cycles. Moreover, the stability of limit cycles does not imply the boundedness of the system states of SDMs.

The invariant set approach is also employed for the stability analysis [24], in which an invariant set is a set that will map to itself under the system mapping. In this thesis, we investigate the feedforward SDM and derive the condition for the existence of an invariant set. It was shown that when an invariant set of the system states exists, a SDM may exhibit chaotic behavior as long as the initial condition is inside this set. However, determining an analytical expression for an invariant set is very difficult. Up to the moment, only a numerical approach is proposed [24] for characterizing an invariant
set. Hence, extensive computer calculation is required. In this research, we determine an analytical expression for an invariant set (Lemma 4, Section 4.2).

Furthermore, Schreier et. al. applied an invariant set approach to investigate the boundedness of the system states of an SDM in 1997 [24]. However, the existence of the invariant set only implies the local boundedness of the system states. It does not imply the global boundedness of the system states.

Some methods were proposed to avoid the occurrence of limit cycles. In 1994, Schreier proposed to operate the SDM in a chaotic regime because chaotic signal consists of rich spectrum that breaks the periodic pattern of the output sequence [37]. Another well-known method is to employ a dithering approach to break down the limit cycles [38]. The idea of dithering approach is to inject a noise to the input of the quantizer so that the output bits are flipped and the periodic pattern of the output sequence is broken.

High order SDMs are preferred because they usually perform better noise shaping than lower order SDMs. However, high order SDMs may result to the unboundedness of the system states. The existing control strategies for interpolative SDMs, such as variable structure compensation [42] and time delay feedback control [43], stabilize the loop filter by changing the effective poles of the loop filter. Since the loop filter is usually designed to have a good SNR, the SNR of the controlled SDMs will be affected or even worsen. This may also significantly distort the noise shaping characteristics. Moreover, the parameters in the controller depend on the loop filter parameters, so a particular class of controllers are not able to stabilize all interpolative SDMs. Furthermore, the system states of the controlled SDMs will still be unbounded when the input signal magnitude is further increased, or different initial conditions of the integrator states are employed. In order to control the SDM without changing the effective poles of the loop filter, clipping is employed. Clipping is a simple, common and well-known method that sets the output of the loop filter to a fixed value within an allowable range of the output of the loop filter. This process is able to achieve a bounded loop filter output. However, clipping usually results in limit cycle behavior because the system states are reset to the same value every time. Hence, after certain clock cycles, the same system states will appear for any periodic inputs and result to the occurrence of limit cycles.
In this research, a fuzzy impulsive control strategy is proposed. Fuzzy logic [44] is a logic in which there is no sharp cut between true and false. It allows continuous levels between true and false and it is characterized by fuzzy membership functions. The logic operations among fuzzy variables are based on some fuzzy rules. And these fuzzy rules are formulated based on the heuristic knowledges of the system. Fuzzy control [44] is a control method utilized fuzzy logic and heuristic knowledge. Fuzzy impulsive control was proposed to change the undesirable states of a system to other states by resetting the system states to where the heuristic knowledge determined. The major advantage of employing fuzzy impulsive control is that the state trajectory is guaranteed to be bounded for all initial conditions and limit cycle behaviors can be avoided, no matter what the input signal, initial condition and the filter parameters are. The details of the proposed method, and its advantages, will be discussed in Section 4.1.

According to equation (1.1), the longer the IIR filter, the better the SNR performance can be obtained. However, since the input signal is convolved with the filter, as the order of the filter is increased, the number of multiplications and additions involved in the convolution process is also increased. Hence, this will increase the computation tremendously. For example, for an finite impulse response (FIR) filter with the transition bandwidth equal to 0.1 to achieve ripple magnitude bounded by -40dB, we need 40 coefficients. However, we only need 10 coefficients for the IIR filter case, with 5 coefficients in the numerator and another 5 coefficients in the denominator. Hence, FIR filters are seldom employed in SDMs and we employ IIR filters instead of FIR filters for the optimal design so that we do not need a very long filter length. Design of an optimal IIR filter for an SDM is also challenging and the details will be discussed in Section 5.1.

SDMs are typically designed using Butterworth and Chebyshev filter design rules [45], and optimal designs have been performed based on optimizing operational transconductance amplifier structures [46], speed, resolution and A/D complexity [47] as well as the ratio of peak SNR (PSNR) plus distortion ratio over the power consumption [48] etc. Although these designs have considered many practical issues, the solutions obtained are not globally optimal. It is because the optimization problems involved is not convex and a local optimal solution of a nonconvex problem is not guaranteed to be the global optimal solution, while a local optimal solution of a convex problem is guaranteed.
to be the global optimal solution. Here, a convex problem refers to an optimization problem with both the cost function and the corresponding feasible set being convex.

Genetic algorithms have also been applied to perform the optimization [49]. However, the convergence of a genetic algorithm is not guaranteed and the computational complexity of this method is very high. Recently, optimal SDM designs based on comb filter [50] and Laguerre filter [51] structures were proposed. However, the solutions obtained are still sub-optimal ones because structural constraints, such as constraints on the zeros in the impulse response of the comb filter and the poles of the Laguerre filters, are imposed on the designs. In addition, design based on the finite horizon method [52] was proposed, in which this method is to optimize the performance of the system within a finite time support. As this method is only an approximation of the infinite horizon method, the performance is not guaranteed when an infinite time support is considered. Although the approximation can be improved when the length of the horizon window is increased, the computation complexity increases. Other existing optimal design formulation based on practical considerations, such as those reported in [53],[54],[55], are obtained. However, these designs are mainly conducted only based on some simulations without theoretical support.

One way to design rational IIR filters is to firstly initialize a set of the denominator coefficients, and then design the numerator coefficients based on this set of initialized denominator coefficients by solving it as an optimization problem with ripple energy as the cost function and magnitude specifications as the constraints. Then design the denominator coefficients based on the obtained numerator coefficient and iterate these procedures until a converging result is obtained. However, it is not guaranteed that the solution of the iterative procedure will converge [73].

Moreover, the obtained solution depends on the initialization of the denominator coefficients, hence only a local optimal solution can be obtained. Although the divergence problem can be solved by weighting the filter coefficients in each iteration, the frequency characteristics of the filter depend on the weights and the results obtained may be degraded as well. Furthermore, this design method assumes that both the desired magnitude and phase responses of the filter are known. However, as discussed before, sometimes it is difficult to characterize the desired phase response. This can be applied to
Butterworth and Laguerre filter cases because they are nonlinear phase filters. Under this circumstances, the cost function based on the error energy or the absolute error between the desired and designed energy responses will become a fourth order function \[ \|H(\omega)\|^2 - |H_d(\omega)|^2 \] or a nonsmooth function \[ |H(\omega)|^2 - |H_d(\omega)|^2 \], where \( H(\omega) \) and \( H_d(\omega) \) denotes the designed and desired frequency response, respectively. Nevertheless, these problems are not convex.

In this thesis, we design SDMs based on the noise shaping characteristics, the stopband characteristics of the loop filter and the stability conditions for the STF and NTF. The design problem is formulated as two SIP problems. We attempt to apply the dual parameterization approach [56], [57] to solve the problem. It can be shown that global optimal solutions that satisfy the corresponding continuous constraints are guaranteed and a high SNR can be achieved. We further evaluate the performances of the SDMs which are designed based on the SIP approach via various performance indexes, such as the ratio of the total power of the shaped quantization noise to that of the unshaped quantization noise, and the measure of the total loss of channel information capacity after noise shaping, etc. The relationship between the SNR and the OSR, as well as that of the number of bits of the quantizer and the filter order are also investigated.

We can see that most of the existing results on limit cycles are investigated for lowpass SDMs. However, the results for bandpass SDMs are equally important as well. It is because the global boundedness of the system states can be guaranteed and it is easier to characterize the limit cycle behavior so that limit cycle behavior can be avoided in most occasions. In this research, the necessary and sufficient conditions for bandpass SDMs exhibiting limit cycle behavior, as well as the periods and the stability of these limit cycles, are investigated. Moreover, in our investigation, we aim at analyzing and characterizing the occurrence of nonlinear behaviors exhibited in the SDMs so that the SDMs can be designed and controlled to achieve high SNRs and work properly as well.

1.5 Overview of the Thesis

In our investigation, we find that elliptic fractal patterns do not only occur in single bit bandpass SDMs, but also occur in multi-bit bandpass SDMs, for the case when
the saturation regions of the multi-bit quantizers are not activated and a large number of bits are used for the implementation of the quantizers. Moreover, we find that the visual appearance of the phase portraits of the infinite state machine and the finite state machine with high bit quantizers can be very different. These phenomena are different from those previously reported for the digital filter with two’s complement arithmetic and some more interesting phenomena are explored.

It has been found that a class of bandpass SDMs will exhibit fractal patterns in the phase plane when the system matrices are marginally stable. For the case when the system matrices are strictly stable, we also found that near chaotic phenomenon would occur. This phenomenon is not very intuitive because for a bandpass SDM with stable closed loop filter, the system state is expected to diverge. In this research, we found from the phase portraits that elliptic fractal pattern confined in two trapezoidal region would occur.

Existing control strategies, such as variable structure compensation and time delay feedback control, have some drawbacks. A critical one is that these control strategies change the effective poles of the loop filters, which implies that the system states of the SDM will still be unbounded when the magnitude of the input signal is increased. Some nonlinear control strategies, such as the clipping method, were proposed. However, these control strategies usually result to the occurrence of limit cycle behavior because the system states are always reset to the same values. In this research, we develop a control strategy based on fuzzy impulsive control technique. This control strategy is to change the system states directly instead of changing the effective poles of the loop filters. Hence, the system states can still be controlled and bounded even though the magnitude of the input signal is increased. Note that the system states are reset to different values, so limit cycle behavior does not occur.

Existing sub-optimal designs based on comb filter, Butterworth filter, Chebyshev filter and Laguerre filter were proposed. However, they assume certain structures on the filters. For example, all poles of Laguerre filter are the same, while those of Butterworth filter are on the same circle in the complex plane, and there are many zeros in the impulse response of the comb filter. Performance of an SDM may be improved if these filter structures are relaxed. In this research, we formulate the design problem as two
optimization problems. The first optimization problem is to minimize the passband energy of the denominator of the loop filter transfer function (excluding the DC poles), subject to the continuous constraint on the maximum modulus square of the denominator of the loop filter transfer function. This cost function is chosen because small passband energy of the denominator of the loop filter transfer function corresponds to low NTF and almost unity gain STF which results to good SNR. The second optimization problem is to minimize the stopband energy of the numerator of the loop filter transfer function, subject to the continuous constraint on the stability condition of the NTF and STF. This cost function is chosen because low stopband energy of the numerator of the loop filter transfer function corresponds to good frequency selectivity of the loop filter. The optimization problems are actually quadratic semi-infinite programming (SIP) problems. By employing the dual parameterization approach, global optimal solutions that satisfy the corresponding continuous constraints can be guaranteed if the filter length is sufficiently long. The advantages of this formulation are the guarantee of the stability of the NTF and STF, applicability to the design of rational IIR filters without imposing specific filter structures, and avoidance of iterative designs of the numerator and denominator coefficients. Our simulation results show that this design can yield a significant improvement in SNR and has a larger input range for bounded system states, compared to the existing designs.
CHAPTER II. ELLIPTIC FRACTAL PATTERNS IN MULTI-BIT SDMS

One reason why the research and development of SDMs has been concerned with the use of multi-bit quantizers is that the system states of the SDMs with single bit quantizers are usually unbounded, typically when the inputs are overloaded [65]. This is because when the input is seriously overloaded, the signal distortion and the nonlinear effects will be significant. Consequently, the SNR would be degraded. In this chapter, bandpass SDMs are investigated. The reasons why a bandpass SDM is investigated were stated in Section 1.3.3. As discussed in Section 1.3.1 that even for the class of bandpass SDMs with a single bit quantizer, they could exhibit state space dynamics represented by elliptic fractal patterns confined within two trapezoidal regions [25]. The question arises whether similar patterns will occur for the multi-bit cases. If the saturation region of a quantizer is not activated and there is infinite number of bits for the implementation of the quantizer, then the bandpass SDM will become linear system and fractal behavior will not occur. Consequently, one may ask when the number of bits of the quantizer is increased, but the saturation region is still not activated, will the nonlinear behavior never occur? If not, what behavior will be shown on the phase portrait as the number of bits of the quantizer is increased?

2.1 System description

Consider the structure of the SDM shown in Figure 1.4, suppose that the loop filter is a second order bandpass filter with the following transfer function:

$$F(z) = \frac{2 \cos \theta z^{-1} - z^{-2}}{1 - 2 \cos \theta z^{-1} + z^{-2}}.$$  

As opposed to standard lowpass SDM systems, bandpass SDMs are usually designed to operate on high frequency narrowband signals by shaping the noise away from that frequency, denoted as $f_0$ [33] and $\theta = \frac{2 \pi f_0}{f_s}$, in which $f_s$ denotes the sampling frequency. Assume that $\theta \in (-\pi, \pi) \setminus \{0\}$. When $\theta \in \{-\pi, 0, \pi\}$, the system is either a lowpass or highpass SDM, which is out of the scope of our investigation. We also assume that the
input signal \( u(k) \) is real signal. Then at the desired frequency \( z = e^{\pm j\theta} \), it can be easily checked that

\[
\text{NTF} = \left. \frac{1}{1 + F(z)} \right|_{z = e^{\pm j\theta}} = \frac{1}{1 + \frac{2 \cos \theta z^{-1} - z^{-2}}{1 - 2 \cos \theta z^{-1} + z^{-2}}} = 1 - 2 \cos \theta z^{-1} + z^{-2}\bigg|_{z = e^{\pm j\theta}} = 0
\]
because \( e^{\pm j\theta} \) are the poles of the filter, and

\[
\text{STF} = \left. \frac{F(z)}{1 + F(z)} \right|_{z = e^{\pm j\theta}} = \frac{2 \cos \theta z^{-1} - z^{-2}}{1 - 2 \cos \theta z^{-1} + z^{-2}} = 2 \cos \theta z^{-1} - z^{-2}\bigg|_{z = e^{\pm j\theta}}
\]

\[
= 1 - 1 + 2 \cos \theta z^{-1} - z^{-2}\bigg|_{z = e^{\pm j\theta}} = 1 - \left(1 - 2 \cos \theta z^{-1} + z^{-2}\right)\bigg|_{z = e^{\pm j\theta}} = 1
\]

Note that this system is also studied by Feely in [33].

Since the input-output relationship of the filter is governed by its transfer function, we have

\[
F(z) = \frac{Y(z)}{U(z) - S(z)},
\]

where \( Y(z) \) and \( S(z) \) are the \( z \)-transform of the output of the loop filter and the quantizer, respectively. Expressing this as a difference equation, we have:

\[
y(k) - 2 \cos \theta y(k - 1) + y(k - 2) = 2 \cos \theta (u(k - 1) - s(k - 1)) - (u(k - 2) - s(k - 2)),
\]

which further implies that

\[
y(k) = 2 \cos \theta (u(k - 1) - s(k - 1)) - (u(k - 2) - s(k - 2)) + 2 \cos \theta y(k - 1) - y(k - 2).
\]
By writing this equation as matrix form, we have:

$$\begin{bmatrix} y(k-1) \\ y(k) \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -1 & 2\cos \theta \end{bmatrix} \begin{bmatrix} y(k-2) \\ y(k-1) \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ -1 & 2\cos \theta \end{bmatrix} \begin{bmatrix} u(k-2) \\ u(k-1) \end{bmatrix} - \begin{bmatrix} s(k-2) \\ s(k-1) \end{bmatrix}. $$

Define the state variables of the SDM as the delayed versions of the output of the loop filter, that is $x(k) = [x_1(k), x_2(k)]^T = [y(k-2), y(k-1)]^T$, in which the superscript $^T$ denotes the transpose operator. Denote $u(k)$ as a vector containing the past two consecutive points from the input signal $u(k)$, that is $u(k) = [u(k-2), u(k-1)]^T$, and denote $s(k)$ as a quantized system state, that is $s(k) = Q(x(k)) = [Q(x_1(k)), Q(x_2(k))]^T$, where $Q$ is a mid-rise quantizer and represented as

$$Q(y) = \begin{cases} \frac{y}{|y|}, & |y| > L \\ 0, & y = 0 \end{cases},$$

in which $|y|$ denotes the absolute value of $y$, $\text{ceil}(y)$ denotes the nearest integer of $y$ towards infinity, $\Delta$ denotes the step size of the quantizer and $L$ denotes the saturation level of quantizer. The relationship between $\Delta$ and $L$ is governed by

$$\Delta = \frac{L}{2^{N-1}},$$

where $N$ denotes the number of bits of the quantizer. Figure 2.1 shows an example of the input-output characteristics of this quantizer with $N = 3$. 
Figure 2.1 Input-output characteristics of $Q_{\text{mid-rise}}(y)$ with $N = 3$.

Note that the quantizer we employed has the quantization jump at the origin being double than that at the other discontinuous points. Compared to the conventional mid-rise quantizers with $N > 1$

$$Q_{\text{mid-rise}}(y) = \begin{cases} 
\frac{|y|}{\Delta} \left( \text{ceil} \left( \frac{|y|}{\Delta} \right) - \frac{1}{2} \right) & |y| \leq (2^{N-1} - 1)\Delta \\
\frac{|y|}{\Delta} \left( 2^{N-1} - \frac{1}{2} \right) & |y| > (2^{N-1} - 1)\Delta 
\end{cases},$$

and the conventional mid-thread quantizers with $N > 1$

$$Q_{\text{mid-thread}}(y) = \begin{cases} 
\frac{|y|}{\Delta} \text{ round} \left( \frac{|y|}{\Delta} \right) & |y| < \left( 2^{N-1} - \frac{3}{2} \right)\Delta \\
\frac{|y|}{\Delta} \left( 2^{N-1} - 1 \right) & |y| \geq \left( 2^{N-1} - \frac{3}{2} \right)\Delta 
\end{cases},$$

where round$(y)$ denotes the rounding operator, these two commonly employed quantizers have uniform quantization at the origin. We employ this quantizer because this
quantizer is employed in [66]. As our main objective is on the investigation of the occurrence of the fractal behaviors of multi-bit SDMs, in order to have a fair comparison, a quantizer with the same nonlinearity as that in [66] should be employed.

The bandpass SDM can be described by the following state space equation:

\[ \mathbf{x}(k+1) = A \mathbf{x}(k) + B(u(k) - s(k)) \] for \( k \geq 0 \), \hspace{1cm} (2.1)

where

\[ A \equiv \begin{bmatrix} 0 & 1 \\ -1 & 2\cos\theta \end{bmatrix} \quad \text{and} \quad B \equiv \begin{bmatrix} 0 & 0 \\ -1 & 2\cos\theta \end{bmatrix}. \] \hspace{1cm} (2.2)

Since \( s(k) \) is a vector containing discrete output sequences, the values of \( s(k) \) can be viewed as symbols and \( s(k) \) is called a symbolic sequence.

We assume that \( u(k) \) is a constant input, that is \( u(k) = u \) for \( k \geq 0 \), as explained in detail in Section 1.3.3. Once the initial condition \( \mathbf{x}(0) \), the filter parameter of the system \( \theta \), the input step size \( u \) and the number of bits of the quantizer \( N \) are given, the system state vector \( \mathbf{x}(k) \) and the symbolic sequence \( s(k) \) (or the output sequence of the system) can be uniquely determined by equation (2.1).

2.2 Nonlinear behaviors of multi-bit SDMs

Figure 2.2a-2.2c shows the phase portraits of a bandpass SDM [25] and Figure 2.2d-2.2f shows the phase portraits of the bandpass SDM shifted both horizontally and vertically by 0.4 with \( \theta = \cos^{-1}(-0.158532), \)

\[ u = -0.3[1 \hspace{1cm} 1]^T, \]

\[ \mathbf{x}(0) = [0 \hspace{1cm} 0.5]^T, \]

\[ L = 1 \]

and different values of \( N \). We plot the shifted phase portraits because the difference between the linear and nonlinear systems can be demonstrated more clearly. The values of the state variables are bounded by \(-1\) and \(1\). This implies that the system is operating in the quantization region, that is:

\[ |x_i(k)| \leq L \] for \( k \geq 0 \) and for \( i = 1, 2 \).
and the saturation regions ($|x_i(k)| > L$) are not activated. Therefore, as the number of bits of the quantizer is increased, the bandpass SDM becomes a closer approximation of the corresponding linear system. To analyze the corresponding behavior of the linear system, the steady state value of the corresponding linear system is

$$\lim_{z \to 1} (1 - z^{-1})S(z)\Big|_{NTF=0} = \lim_{z \to 1} (1 - z^{-1})U(z)STF(z)$$

$$= \lim_{z \to 1} (1 - z^{-1})U(z) \frac{F(z)}{1 + F(z)}$$

$$\approx 0.4$$

So it is expected that the system converges to a fixed point located at $[0.4 \ 0.4]^T$. However, elliptic fractal patterns are exhibited on the phase portrait even when a large number of bits ($N=37$) are used for the implementation of the quantizers, as shown in Figure 3.2f.

Recalling the simulation results in [27], the visual appearance of the phase portraits between the infinite state machine and the finite state machine with high bit quantizers are different. This result is different from the existing results on second order digital filters with two’s complement arithmetic [66], where there are visually indistinguishable elliptic fractal patterns shown on the phase portraits when 16 bits are used for the implementation of the quantizer. Besides, the fractal pattern may occur for low bit quantizers as shown in [25]. This result is also different from the existing results [66], in which the fractal behavior exists only for high bit quantizers.

It was found that most initial conditions would lead to elliptic fractal behaviors while the others would lead to limit cycle or chaotic behaviors. Figure 2.3a-2.3c shows the phase portraits of a bandpass SDM [25] with

$$\theta = \cos^{-1}(-0.158532),$$

$$u = -0.3[1 \ 1]^T,$$

$$x(0) = [1 \ 0]^T,$$

$$L = 1$$

and different values of $N$.  
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Figure 2.2 The phase portraits of bandpass SDMs (a) $N = 2$, (b) $N = 3$, (c) $N = 8$. The shifted phase portraits of bandpass SDMs. (d) $N = 16$, (e) $N = 32$, (f) $N = 37$.

Figure 2.3 The phase portraits of bandpass SDMs with different initial conditions (a) $N = 2$, (b) $N = 3$, (c) $N = 8$.

Moreover, some interesting results are found. It is shown in Figure 2.2 that the trajectories converge to a single ellipse when $N = 2$, while the trajectories exhibit elliptic fractal patterns when $N = 3$, $N = 8$, $N = 16$, $N = 32$ and $N = 37$. When the number of bits is increased by one, such as from $N = 2$ to $N = 3$, the trajectory will change
dramatically from a single ellipse to a trapezoidal elliptic fractal pattern. This phenomenon demonstrates that the system is very sensitive to the nonlinearity.

Besides, according to [27] that the elliptic fractal pattern is expected to be influenced by the value of $\theta$, our results show that the complexity of the nonlinear behaviors of the SDM depend on the number of bits of the quantizer as well. When the number of bits of the quantizer increases progressively, the overall size of the elliptic fractal pattern will diminish in which the exact relationship is too complicated to be analyzed, because the relative size of the trapezoids, the fractal pattern and the resolution of the fractal pattern will vary irregularly.

Figure 2.4 shows the spectra of the state variables. It can be shown in Figure 2.4 (a) that there are two impulses in the frequency spectrum. That means, there are only two frequency components. This implies that the symbolic sequence is periodic which corresponds to limit cycle behavior.

Figure 2.4 (b) and Figure 2.4 (c) shows that the frequency spectra are very rich. From the figures, we can see that the spectra are continuous and the symbolic sequences are aperiodic. This means that the SDMs do not exhibit limit cycle behavior. This result is important because it implies that limit cycle can be avoided for the multi-bit cases simply by operating them in fractal behavior regime.
2.3 Conclusions

In this chapter, we have showed that elliptic fractal patterns would also occur in bandpass SDMs with multi-bit quantizers, for the case when the saturation regions of the multi-bit quantizers are not activated, and a large number of bits are used for the implementation of the quantizers. Moreover, the visual appearance of the phase portraits between the infinite state machines and the finite state machines with high bit quantizers are different. These phenomena are different from those reported for the digital filter with two’s complement arithmetic [66], as summarized in Section 1.3.4. Moreover, a bit change of the quantizer can result in a dramatic change in the phase portrait. When the trajectories of the corresponding linear system converge to a fixed point, the regions of the elliptic fractal pattern will diminish in size and approach to the fixed point as the number of bits of the quantizers increases. However, since the multi-bit SDM exhibits fractal behavior, this implies that the limit cycle behavior can be avoided by operating the multi-bit SDM in the fractal or chaotic behavior regime.
CHAPTER III. NONLINEAR BEHAVIORS OF SDMS WITH STABLE SYSTEM MATRICES

As discussed in Section 1.4, some researchers utilize the nonlinear behavior generated by the quantizer in SDMs to suppress unwanted tones [35]. The simplest existing method is to via the root locus approach. The corresponding linearized system is operated in the unstable region. The objective is to operate the system in a chaotic regime so that the rich spectra of these chaotic output signals break down the dominant oscillations at the outputs. However, operating the corresponding linearized system in an unstable region would cause the system states of the SDM to be unbounded.

In practical situation, that is, for those SDMs consisting of integrators and being employed in A/D conversion [36], there are leakages on these integrators. This originates from the internal resistances of the components. Even though the leakages may sometimes be negligible, engineers and circuit designers may impose leakages on the integrators as another method to guarantee the boundedness of the system states of the SDMs.

It is well known that even though the linearized closed loop SDM is stable, it does not guarantee that the system states of the SDM are bounded, and vice versa. Therefore, the boundedness of the system states cannot be achieved via the root locus method. Consider the following example. Suppose that the loop filter transfer function is

\[ F(z) = \frac{2rz^{-1} - r^2z^{-2}}{1 - 2rz^{-1} + r^2z^{-2}} \]

and the transfer function of the feedback control system is

\[ C(z) = K \]

where \( K \) and \( r \) are constants, then the transfer function of the linearized closed loop SDM is

\[ T(z) = \frac{F(z)}{1 + KF(z)} = \frac{2rz^{-1} - r^2z^{-2}}{1 - 2rz^{-1} + r^2z^{-2}} = \frac{2rz^{-1} - r^2z^{-2}}{1 - 2rz^{-1} + r^2z^{-2} + K(2rz^{-1} - r^2z^{-2})} \]

If \( 0 < r < 1 \), then \( F(z) \) will be strictly stable. When \( K < 0 \) and \( r \to 1^- \), then \( T(z) \) will be unstable because the poles will be outside the unit circle. However, as we know that the output of the SDM is always bounded because of the quantizer, any constant (even
though it is negative) multiplied to the output of the SDM plus the input of the SDM is bounded if the input of the SDM is bounded. That means, the input of the loop filter is bounded. Since $F(z)$ is strictly stable, the output of the loop filter has to be bounded even though $T(z)$ is unstable. Hence, the instability of the linearized closed loop SDM does not imply the unboundedness of the state variables of the SDM.

Similarly, if $r = 1$, then $F(z)$ will be marginally stable and $T(z)$ will be unstable for $K < 0$. Suppose that the input of the SDM and the output of symbolic sequences do not contain a frequency component exactly equal to the natural frequency of the loop filter, then the output of the loop filter will be bounded if the input of the SDM is bounded. This also shows that the instability of the linearized closed loop SDM does not imply the unboundedness of the state variables of the SDM.

Lastly, if $r > 1$, then $F(z)$ is unstable. However, by using the root locus technique, we show that there exists $K > 0$ such that $T(z)$ is stable. That means, the output of the loop filter may be unbounded for some bounded input of the SDM because the loop filter is unstable. This shows that the stability of the linearized closed loop SDM does not imply the boundedness of the state variables of the SDM. Figure 3.1a, Figure 3.1b and Figure 3.1c show the pole zero plots of the loop filters which are strictly stable, marginally stable and unstable, respectively. Figure 3.1d, Figure 3.1e and Figure 3.1f show the pole zero plots of the linearized closed loop SDMs with loop filters being strictly stable, marginally stable and unstable, respectively. Figure 3.1g, Figure 3.1h and Figure 3.1i show the output of the loop filters which are strictly stable, marginally stable and unstable, respectively, when the input of the SDM being a step signal of step size 0.9 and zero initial condition. It can be seen from Figure 3.1g and Figure 3.1h that the loop filter responses are bounded even though $T(z)$ is unstable, and it can be seen from Figure 3.1i that the loop filter response is unbounded even though $T(z)$ is stable.
Figure 3.1 Pole zero plots for both the open loop and closed loop linearized transfer functions and the responses of the loop filters for the strictly stable, marginally stable and unstable loop filters cases.

In this chapter, we only consider the case when the loop filter is strictly stable. It is worth noting that there are some analytical results on the bandpass SDMs, for example, [25], [33] and [34], but most analyses are based on marginally stable system matrices only. For the bandpass SDMs with strictly stable system matrices, the existing results are primarily concerned with limit cycles with short periods, but not with near fractal or near chaotic behavior [77]. Theoretically, systems with strictly stable system matrices will cause the trajectories to converge to some fixed points, so real fractal and real chaotic behaviors would not occur.

In our investigation, it is found that near fractal or near chaotic patterns [77] will be exhibited in the phase plane when the system matrices are strictly stable. This occurs when the period of the limit cycles are very large that the difference of the phase portraits
between the near fractal and the real fractal behaviors [77], or that between the near
chaotic and the real chaotic behaviors, are visually indistinguishable. Based on the
derived analytical results, some interesting results are found. If the bandpass SDM
exhibits periodic output, then the period of the symbolic sequence will be equal to the
limiting period of the state variables, where the limiting period is defined as the period
when the steady state of the symbolic sequence is reached. Second, if the system states
converge to some fixed points on the phase portrait, these fixed points will depend
directly on the corresponding symbolic sequences, in which they will depend indirectly
on the initial condition.

3.1 State space formulation

Consider the structure of the SDM shown in Figure 1.3, suppose that the loop
filter is a second order strictly stable bandpass filter with the following transfer function:

$$F(z) = \frac{2r \cos \theta z^{-1} - r^2 z^{-2}}{1 - 2r \cos \theta z^{-1} + r^2 z^{-2}},$$

where $0 < r < 1$. It is worth noting that sum of the numerator and the denominator
polynomials of this loop filter transfer function is equal to one, this implies that the
linearized closed loop SDM is stable. This system is also studied by Feely in [33]. Since
the poles of the filter are $re^{i\theta}$ and $re^{-i\theta}$, the corresponding magnitude is
$|re^{i\theta}| = |re^{-i\theta}| = r < 1$, which is strictly inside the unit circle, this case refers to the strictly
stable case. The leakage of the system depends on the values of $r$. If $r$ is closer to 0,
then the poles will be closer to the origin and the leakage is more serious. If $r$ is closer to
1, then the poles will be closer to the unit circle and the leakage will be less significant.
For an ideal lossless bandpass SDM, $r = 1$, the system reduces to that described in [33],
which is marginally stable. Here, we also assume that $\theta \in (-\pi, \pi) \setminus \{0\}$ and the input
signal $u(k)$ is a real signal. These assumptions are also made in Section 2.1. Using a
similar approach discussed in Section 2.1, we have:

$$y(k) - 2r \cos \theta y(k-1) + r^2 y(k-2) = 2r \cos \theta (u(k-1) - s(k-1)) - r^2 (u(k-2) - s(k-2)),$$

which further implies that

$$y(k) = 2r \cos \theta (u(k-1) - s(k-1)) - r^2 (u(k-2) - s(k-2)) + 2r \cos \theta y(k-1) - r^2 y(k-2),$$
where \( y(k) \) and \( s(k) \) are the outputs of the loop filter and the quantizer, respectively. By writing this equation into matrix form, we have:

\[
\begin{bmatrix}
  y(k-1) \\
  y(k)
\end{bmatrix}
= \begin{bmatrix}
  0 & 1 \\
  -r^2 & 2r \cos \theta
\end{bmatrix}
\begin{bmatrix}
  y(k-2) \\
  y(k-1)
\end{bmatrix}
+ \begin{bmatrix}
  0 & 0 \\
  -r^2 & 2r \cos \theta
\end{bmatrix}
\begin{bmatrix}
  u(k-2) \\
  u(k-1)
\end{bmatrix}
- \begin{bmatrix}
  s(k-2) \\
  s(k-1)
\end{bmatrix}.
\]

Similarly, denote

\[\mathbf{x}(k) = [x_1(k), x_2(k)]^T \equiv [y(k-2), y(k-1)]^T\]

as the system state of the system,

\[\mathbf{u}(k) = [u(k-2), u(k-1)]^T\]

as a vector containing the past two consecutive points from the input signal \( u(k) \),

\[
\mathbf{A} \equiv \begin{bmatrix}
  0 & 1 \\
  -r^2 & 2r \cos \theta
\end{bmatrix}
\]

as the system matrix of the system,

\[
\mathbf{B} \equiv \begin{bmatrix}
  0 & 0 \\
  -r^2 & 2r \cos \theta
\end{bmatrix}
\]

as the matrix associated with the nonlinearity and the input, and

\[\mathbf{s}(k) = [Q(x_1(k)), Q(x_2(k))]^T\]

for \( k \geq 0 \),

in which

\[Q(y)\equiv \begin{cases} 
1 & y \geq 0 \\
-1 & \text{otherwise}
\end{cases}.
\]

Note that the quantizer has two levels, in which this single bit quantizer is the most common quantizer employed for SDMs. Then we have

\[\mathbf{x}(k+1) = \mathbf{A}\mathbf{x}(k) + \mathbf{B}(\mathbf{u}(k) - \mathbf{s}(k))\]

for \( k \geq 0 \).

Since

\[\mathbf{s}(k) \in \{1, 1\}^T, [1, -1]^T, [-1, 1]^T, [-1, -1]^T\}

for \( k \geq 0 \),

the value of \( \mathbf{s}(k) \) can be viewed as symbols, and \( \mathbf{s}(k) \) is called a symbolic sequence.

In this case, we also assume that the input is DC. That is, \( \mathbf{u}(k) = \mathbf{u} \) for \( k \geq 0 \), as explained in Section 1.3.3.

### 3.2 Limit cycle behaviors

In this Section, the limit cycle behavior of the SDM will be analyzed.
Note that \( A \) is a full rank matrix because \( r \neq 0 \). The eigen decomposition of \( A \) is
\[
A = TDT^{-1},
\]
(3.3)
where the diagonal elements of \( D \) and the columns of \( T \) are the eigenvalues and the eigenvectors of \( A \), respectively. It is worth noting that \( T^{-1} \) exists because \( \theta \notin \{-\pi, 0, \pi\} \).

Since the poles of the filters are \( re^{j\theta} \) and \( re^{-j\theta} \), we have:
\[
D \equiv \begin{bmatrix} re^{j\theta} & 0 \\ 0 & re^{-j\theta} \end{bmatrix}
\]
(3.4)
and
\[
T \equiv \begin{bmatrix} \frac{1}{\sqrt{r}} e^{\frac{j\theta}{2}} & \frac{1}{\sqrt{r}} e^{\frac{-j\theta}{2}} \\ \sqrt{r} e^\frac{j\theta}{2} & \sqrt{r} e^{-\frac{j\theta}{2}} \end{bmatrix}.
\]
(3.5)

Let \( M \) be the period of the steady state of the output sequences (if it exists), that is
\[
s(k_0 + M + i) = s(k_0 + i) \quad \forall i \geq 0,
\]
in which \( M \in \mathbb{Z}^+ \) and \( k_0 \in \mathbb{Z}^+ \cup \{0\} \) such that \( s(k) \) reaches the steady states. Define
\[
x^*_0 \equiv \sum_{n=0}^{M-1} TD^{M-1-n} \left( \lim_{p \to +\infty} \sum_{m=0}^{p-1} D^M \right) T^{-1} B(u - s(k_0 + n))
\]
(3.7)
and
\[
x^*_i \equiv A^i x^*_0 + \sum_{m=0}^{i-1} A^{i-1-m} B(u - s(k_0 + m)) \quad \text{for } i = 1, 2, \ldots, M - 1.
\]
(3.8)

In the following lemma we show that \( x^*_i \) for \( i = 0, 1, \cdots, M - 1 \) are the states that the system converges to.

**Lemma 1**

The following statements are equivalent conditions for limit cycles:

(i) \( s(k_0 + M + i) = s(k_0 + i) \quad \forall i \geq 0 \).

(ii) \( \lim_{k \to +\infty} x(kM + k_0 + i) = x^*_i \) for \( i = 0, 1, \cdots, M - 1 \).

(iii) \( x(0) \in \Xi \equiv \{x(0) : \forall k \geq 0, \text{ and } i = 0, 1, \cdots, M - 1, \ Q(x(kM + k_0 + i)) = Q(x^*_i) \} \).

**Proof:** (please see Appendix A)
Lemma 1 associates the steady state of periodic output with a specific set of initial conditions and a corresponding dynamical behavior of the system. According to Lemma 1, we can easily see that the trajectories will converge to the same set of fixed points \( \{ \mathbf{x}_m^*, \mathbf{x}_1^*, \cdots, \mathbf{x}_{M-1}^* \} \) after the \( M \) iterations of the map when the steady state is reached, and the periodicity of the steady states of the output sequence is equal to the number of fixed points on the phase plane. Note that fixed point is periodic point with period equal to 1. That implies that all the fixed points (more than or equal to 2) cannot be in the same quadrant. For example, if \( M = 2 \), then there are two fixed points on the phase plane and these two fixed points are located in different quadrants. Otherwise, if the fixed points are in the same quadrant, all the quantized system states will be the same and the periodicity of the symbolic sequences will drop.

The significance of Lemma 1 is that it provides useful information for estimating the periodicity of the steady state of output sequences via the phase portrait. We can estimate the periodicity of output sequences simply by counting the number of fixed points on the phase portrait. Moreover, Lemma 1 provides useful information to the SDM designers to operate a SDM so that a near fractal or a near chaotic behavior [77] is exhibited. If the value of \( M \) is so large that the difference of the phase portraits between the near fractal and the real fractal behaviors [77], or that between the near chaotic and the real chaotic behaviors, are visually indistinguishable, then near fractal or near chaotic behavior [77] is exhibited.

It is worth noting that although the system state is converging to a periodic orbit, it never reaches these periodic points unless the system state started on the periodic orbit in the first place. That means, the system state is aperiodic even though the output sequence is eventually periodic. This result is different from the case when \( r = 1 \) and \( \theta \) is a rational multiple of \( \pi \). For that case, the system state is periodic.

Moreover, according to (3.7) and (3.8), \( \mathbf{x}_i^* \) for \( i = 0,1,\cdots, M -1 \) depends directly on \( s(i) \). It depends on \( \mathbf{x}(0) \) indirectly via \( s(i) \) for \( i = 0,1,\cdots, M -1 \).

When \( M = 1 \), the output sequence will become constant and there is only a single fixed point on the phase portrait. The trajectory will converge to this fixed point, denoted as \( \mathbf{x}^* \). From (3.7), since \( M = 1 \), we have:
\[ x^* = T \left( \lim_{p \to +\infty} \sum_{m=0}^{p-1} D^m \right) T^{-1} B(u - s(k_0)) \]
\[ = \left( \lim_{p \to +\infty} \sum_{m=0}^{p-1} A^m \right) B(u - s(k_0)) \]
\[ = (I - A)^{-1} \left( I - \lim_{p \to +\infty} A^p \right) B(u - s(k_0)) \]
\[ = (I - A)^{-1} B(u - s(k_0)) \]

where \( I \) is a 2x2 identity matrix. There is an affine linear relationship between the quantizer input and the input step size. That is, \( x^* \) is affine linear with respect to \( u \).

For the corresponding linear system, if the fixed point behavior occurs, then
\[ \dot{x}^* = Ax^* + Bu, \]
which implies that the system states will converge to \((I - A)^{-1} Bu\). Note that \( \dot{x}^* \neq x^* \).

Comparing these two values, there are DC shifts, which is known as affine linear, and the DC shifts are exactly dropped at the output sequences, that is:
\[ \dot{x}^* - x^* = (I - A)^{-1} Bu - (I - A)^{-1} B(u - s(k_0)) = (I - A)^{-1} Bs_{k_0}, \]

in which
\[ s(k) = s_{k_0} \text{ for } k \geq k_0. \]

In addition, this phenomenon is quite different for lowpass SDMs. For a stable lowpass SDM, the average value of the output sequence will approximate that of the input signal even though limit cycle behavior occurs. On the other hand, for a stable bandpass SDM, the average value of the output sequence does not have a simple relationship with that of the input signal. This is because some poles of the lowpass SDM are located at \( z = 1 \). In order for a lowpass SDM to be stable, the average DC value of the input of the loop filter has to be zero. Otherwise, resonance will occur. This implies that the average DC value of the input has to be equal to that of the output sequence. On the other hand, for the bandpass SDM, since the poles are located at the natural frequency of the loop filter, in order for the bandpass SDM to be stable, the AC component (the component located at the natural frequency of the loop filter) of the input of the loop filter has to be zero. Otherwise, resonance will occur. This implies that the AC component of the input has to be equal to that of the output sequence. However, there is
no simple relationship between the DC component of the input of the bandpass SDM and that of the output sequence.

Figure 3.2 shows the plot of the average DC output value versus the average DC input value with \( r = 0.99 \), \( \theta = \cos^{-1}(-0.158532) \) and \( x(0) = [0 \ 0]' \), where the input is a step signal.

![Figure 3.2 Plot of average DC output value versus average DC input value.](image)

According to Figure 3.2, the output bitstream exhibits a fixed point behavior for the input step size outside the range between 0.36 and 0.44. This is because for fixed point behavior, the average value of the output sequence is equal to the sign of the fixed point, which is either 1 or -1.

For the input step size between 0.36 and 0.44, the output bitstream appears to be a limit cycle. For the limit cycle behavior, the value of the output sequence at some time indices is equal to 1 and that of the remaining time indices is equal to -1. Although the average value of the output sequence is also equal to the average value of the sign of the
periodic state variables, the average value of the output sequence is strictly between 1 and -1.

If we change the initial condition, then the plot of Figure 3.2 will be very different because the range of the input step size corresponding to limit cycle behavior is different for different initial conditions. Here, we need Lemma 1 to characterize the set of initial conditions corresponding to limit cycle behavior.

Although the nonlinearity is always activated, the dependence of \( r \) on the rate of convergence becomes evident when the output sequence becomes steady. This is because the DC term does not affect the rate of convergence. However, if we examine the transient response of the system, that is, the time duration before the output sequence become steady, the system dynamics can be very complex. An example in Figure 3.3 shows the response of the state variables of a bandpass SDM with

\[
r = 0.9999, \quad \theta = \cos^{-1}(-0.158532), \quad u = -0.3[1 \ 1]^T \quad \text{and} \quad x(0) = [0 \ 0.5]^T. \quad (3.11)
\]

The state variable is \( x_1(k) \) is converging to a fixed value and the output sequence will become constant for \( k \geq 2154 \).

Figure 3.3 The state variable \( x_1(k) \).
Figure 3.4 shows the state trajectory of another bandpass SDM with 
\[ r = 0.99 , \quad \theta = \cos^{-1}(-0.158532) , \quad u = -0.3[1 \quad 1]^T \quad \text{and} \quad x(0) = [0 \quad 0.5]^T . \] (3.12)

The state trajectory is converging to two fixed points and the output sequence become periodic with period 2 for \( k \geq 3 \).

Figure 3.4 The phase portrait when \( M = 2 \).

Although Lemma 1 gives the necessary and sufficient conditions for the occurrence of limit cycles, it is not easy to check whether a periodic sequence is admissible or not. To address this issue, define

\[ s = \begin{bmatrix} s(k_0) \quad s(k_0 + 1) \quad \cdots \quad s(k_0 + M - 1) \end{bmatrix}^T , \] (3.13)

and

\[ K = \begin{bmatrix} A^{M-1} & \cdots & A & I \\ I & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ A^{M-2} & \cdots & I & A^{M-1} \end{bmatrix} . \] (3.14)

**Lemma 2**
If a periodic sequence is admissible, then
\[
Q\left( (I - A)^{-1}Bu \right) \ldots (I - A)^{-1}Bu \right)^T - K\left( \text{diag} \left( (I - A^M)^{-1}B, \ldots (I - A^M)^{-1}B \right) \right) s = s \tag{3.15}
\]
where \( Q \) is the quantization function.

**Proof:** (please see Appendix B)

The importance of Lemma 2 is that it provides information to check whether a periodic sequence is admissible or not. In other words, Lemma 2 is useful to check whether a given limit cycle occurs or not for a given set of filter parameters. For a given symbolic sequence, if there exists initial condition such that the output of the quantizer is exactly equal to the symbolic sequence, then the symbolic sequence is admissible.

Note that the relationship between the occurrence of a limit cycle, and the corresponding initial condition \( x(0) \), input step size \( u \) and the filter parameters \( r \) and \( \theta \), is governed by Lemma 1 and Lemma 2. That means if \( u, r, \theta \) and \( x(0) \) satisfy Lemma 1 and Lemma 2, then the limit cycle will occur. On the other side, if any of these values do not satisfy Lemma 1 or Lemma 2, then that limit cycle will not occur. The occurrence of the limit cycle depends on the center frequency and the bandwidth of the loop filter via parameters \( r \) and \( \theta \) in \( A \) and \( B \). \( \theta \) is the center frequency and the bandwidth of the filter is uniquely determined by \( r \) and \( \theta \) as follows. The bandwidth of the filter is defined as the range of the frequency that the magnitude response of the filter being larger than half of its peak value. For this loop filter, the maximum gain of the filter is

\[
\left| \frac{2r \cos \theta e^{-j\theta} + r^2 e^{-2j\theta}}{1 - 2r \cos \theta e^{-j\theta} + r^2 e^{-2j\theta}} \right|.
\]

Suppose that

\[
\frac{2r \cos \theta e^{-j(\theta + \Delta \theta)} + r^2 e^{-2j(\theta + \Delta \theta)}}{1 - 2r \cos \theta e^{-j(\theta + \Delta \theta)} + r^2 e^{-2j(\theta + \Delta \theta)}} = \frac{2r \cos \theta e^{-j\theta} + r^2 e^{-2j\theta}}{2 - 2r \cos \theta e^{-j\theta} + r^2 e^{-2j\theta}},
\]

then the bandwidth is \( 2\Delta \theta \).

In summary, the importance of Lemma 1 and Lemma 2 is for the estimation of the period of a given limit cycle. Firstly, the relationship between the occurrence of the given limit cycle and the dynamical behavior of the system is characterized. We reveal that the occurrence of a known limit cycle with period \( M \) is equivalent to the state trajectory
converging to $M$ fixed points. Secondly, the condition we derived is a necessary and sufficient condition. Thirdly, we do not assume that the set of initial conditions generating that limit cycle is convex. Indeed, they are usually not convex. Lemma 1 requires the initial condition, which is usually unknown, for the estimation of the occurrence of a known limit cycle. Actually, it is impossible or it may be too complicated to determine the range of initial conditions that leads to a known limit cycle. This is because the set of initial conditions generating a known limit cycle is not convex. Indeed, the set of initial conditions generating a known limit cycle consists of many disjoint sets of initial conditions. Hence, there are many ranges of initial conditions generating a known limit cycle. However, this problem does not occur when we also apply Lemma 2, because Lemma 2 does not require the initial condition for the estimation of the occurrence of a known limit cycle.

Note that we can find all possible limit cycles for a bandpass SDM via Lemma 1 and Lemma 2. From Lemma 1 and Lemma 2, we can see that the occurrence of a given limit cycle is nonlinearly dependent on the input step size, so the relationship between the number of limit cycles with period $M$ and the input step size should not be linear. In contrast to the lowpass SDM, it was found that the relationship between the number of limit cycles with period $M$ and the input step size is approximately linear.

Figure 3.5 shows the plot of the number of different symbolic sequences against the period of the symbolic sequences for a bandpass SDM with $r = 1$, $\theta = \cos^{-1}(-0.158532)$ and $u = -0.3[1 \ 1]^T$. It can be seen from Figure 4.5 that most of the symbolic sequences do not have more than one type of limit cycle. This means in almost all cases we can easily predict whether a known limit cycle will occur or not. Moreover, this is also important to be noticed when we apply the fuzzy impulsive control technique (Chapter IV). It is because if there are more than one type of limit cycle, then the number of possible states that the impulse can reset to, so that the limit cycle can be destroyed, will be greatly reduced.
Figure 3.5 Plots of the number of different symbolic sequences against the period of the symbolic sequences.

It is found that the value of the period that gives rise to a large number of limit cycles is 38. For limit cycles with long period, we can extract the period of the limit cycle from the output spectrum using fast Fourier transform (FFT). Although this is just an approximated method and cannot guarantee that all limit cycles are found, we can, at least, find all limit cycles with period up to 25.

With Lemma 2 and Figure 3.5, we can confirm the occurrence of some limit cycles. For example, putting $s = 1$ and $s = -1$, and $M = 1$, for a bandpass SDM with $r = 0.999999$, $\theta = \cos^{-1}(-0.158532)$ and $u = -0.3$, Lemma 2 is satisfied for $s = 1$, or $s = -1$, where the period, $M = 2$. Putting $s = [1 \quad -1]$ and $s = [-1 \quad 1]$, and $M = 2$, for the same bandpass SDM, Lemma 2 is satisfied for $s = [1 \quad -1]$ and $s = [-1 \quad 1]$, where the period, $M = 2$. Similar checking procedures can also be performed to check limit cycles with period 7 and period 11.
3.3 Near fractal or near chaotic behaviors

By substituting \( A, B, u, K \) and \( s \) into equation (3.15), we have:

\[
\begin{align*}
Q &= \left( \begin{array}{c}
(2 \cos \theta - r)ru \\
1 - 2r \cos \theta + r^2
\end{array} \right) \\
&= \left( \begin{array}{c}
1 \\
\sin \theta (1 - 2r^M \cos M \theta + r^{2M})
\end{array} \right) \\
&= \left( \begin{array}{c}
s_1(k_0 + \text{mod}(i + j, M)) \\
s_2(k_0 + \text{mod}(i + j, M))
\end{array} \right)
\end{align*}
\]

for \( i = 0, 1, \cdots, M - 1 \). It is obvious that limit cycles with longer periods are more difficult to exist or occur with good stability. However, since \( s(k, r, \theta) \in \{1, 1, -1, 1, -1, -1\} \) for \( k \geq 0 \), from equation (3.16) we can check that the smaller value of \( M \), the more difficult for the corresponding limit cycle to occur because equation (3.25), which is obtained from Lemma 2, cannot be satisfied for smaller value of \( M \). This allows us to design a bandpass SDM with limit cycles which are with much longer periods, such as \( M > 20 \), so that we can consider the SDM exhibits near fractal or near chaotic behaviors [77] at the steady state for all the initial conditions.

Figures 3.6a-3.6c show the state trajectories of a bandpass SDM with filter parameters \( r = 1 - 10^{-6} \) and \( \theta = \cos^{-1}(-0.158532) \), input step size \( u = -0.3[1 \ 1]^T \) and initial conditions \( x(0) = [0 \ 0.5]^T \), \( x(0) = [0 \ 0]^T \) and \( x(0) = [1 \ 0]^T \), respectively. It can be seen from the figures that near fractal patterns are exhibited on the phase plane. In this case, the number of fixed points is very large that the difference of the phase portraits of the near fractal and the real fractal behaviors [77] are visually indistinguishable. Measurements of the fractal dimension are estimated as 1.78 in box counting dimension, 1.75 in information dimension, and 1.72 in correlation dimension for all these three initial conditions.

Figures 3.6d-3.6f show the state trajectories of a bandpass SDM with filter parameters \( r = 0.9999 \) and \( \theta = 0.01 \), input step size \( u = \frac{\pi}{10}[1 \ 1]^T \) and initial conditions
\( x(0) = [0 \ 0] \), \( x(0) = [1 \ 0] \) and \( x(0) = [0 \ 2] \), respectively. It can be seen from the figures that the SDM exhibits near chaotic patterns on the phase plane. In this case, the phase portraits of the near chaotic and the real chaotic behaviors are also visually indistinguishable. Comparing to the fixed point case shown in Figure 3.3, the value of \( r \) is the same.

Figures 3.6g-3.6i show the state trajectories of a bandpass SDM with filter parameters \( r = 0.99 \) and \( \theta = 0.0001 \), input step size \( u = 0.4[1 \ 1] \) and initial conditions \( x(0) = [0 \ 0] \), \( x(0) = [1 \ 0] \) and \( x(0) = [0 \ 1] \), respectively. In this case, the phase portraits of the near chaotic and the real chaotic behaviors are visually indistinguishable.

Without Lemma 2 and equation (3.16), it is not trivial to determine a set of system parameters for the design of a strictly stable bandpass SDM that can operate normally and will not end up with limit cycle behaviors. Referring to the bandpass SDM with state trajectory shown in Figure 3.4, there is a limit cycle with period equal to 2. Now we can design some other strictly stable bandpass SDMs with the same filter parameter, \( r = 0.99 \), which is close but still inside the unit circle, so that no limit cycle occurs (Figure 3.6).
Figure 3.6 The phase portraits when the difference of the phase portraits between the near fractal and the real fractal, or the near chaotic and the real chaotic behaviors, are visually indistinguishable.

Figure 3.7 shows the spectra of the corresponding output sequences of the above examples. Unwanted audible tones in a signal mean that the signal consists of few frequency components in the frequency spectra. Therefore, when the spectra of the output sequences consist of a lot of discrete frequencies, the effect of the unwanted audible tones will be suppressed. It can be seen from the figures that the spectra of the output sequences consist of a lot of discrete frequencies, in which they are visually indistinguishable from the continuous spectra. This implies that the effect of the unwanted audible tones can be suppressed effectively.
Figure 3.7 The corresponding frequency spectra of the output sequences.

Although there are some spikes in some of the spectra in Figure 3.7, by picking up the AC frequencies that produce spikes to form a set, say $\wp$, and defining the tonal suppressing ratio as the ratio of the energy of output sequences, excluding these spike components, to that of these spike components as

$$\text{TSR} \equiv 10\log_{10} \frac{\int_{\omega \in [\pi, \pi]} |S(\omega)|^2 d\omega}{\int_{\omega \notin \wp} |S(\omega)|^2 d\omega},$$

we find that the tonal suppression ratios of the above SDMs are 15.91dB, 19.27dB, 17.76dB, 6.89dB, 6.90dB, 6.59dB, 7.75dB, 7.78dB and 7.75dB, respectively. From these figures, we can conclude that the energy of the unwanted audible tones can be neglected because the energy of the rich frequency components is much stronger. For $\text{TSR} = 6.59\text{dB}$ and $19.27\text{dB}$, the energy of the rich frequency components are 4.5599
and 84.5999 times greater than that of the corresponding unwanted audible tones, respectively.

In addition, since all the simulations are carried out using MATLAB under a 64 bit computer, the numerical rounding error is insignificant in reference to the distance between the poles and the unit circle. For example, the numerical error due to a 64 bit computer is $2^{-64}$, while the distance between the pole and the unit circle is $10^{-4}$ for the similar strictly stable bandpass SDM with $r = 0.9999$. We can see that the ratio is just $5.42 \times 10^{-16}$. The argument suggests that rounding errors might be of minor importance.

3.4 Conclusions

One possible implication of the results obtained in this research is that it is not necessary to place unstable poles to the bandpass SDM to generate signal with rich frequency spectrum in order to suppress the unwanted tones from quantizer. We have shown that near fractal or near chaotic signal can be generated via strictly stable poles. Since the spectra of the output sequence consists of a lot of frequency components which are visually indistinguishable from the continuous spectrum, we have shown that the unwanted tones can be suppressed effectively by these rich frequency components and bounded states of the SDM can be guaranteed.
CHAPTER IV. FUZZY IMPULSIVE CONTROL OF HIGH ORDER SDMS

As discussed in Section 1.3.1, limit cycles are more prevalent with low order filters, while unbounded system states may be observed when the inputs of the SDMs are overloaded and the order of the loop filter is high. In order to solve these problems, control is required. However, as discussed in Section 1.4, most common and traditional control techniques fail to stabilize SDMs or result in the occurrence of limit cycles when the input is increased.

4.1 Definition and advantages of impulsive and fuzzy controls

The purpose of an impulsive control is to reset the system state to somewhere position in the state space determined by some control laws. Whereas the clipping method, the system states are always reset to certain fixed values. In the traditional control strategies, the control force is added to the input signal and uses the input signal to influence the system states. Therefore, the mechanism of the impulsive control strategy is different from the traditional ones.

As there are usually infinite system states in the state space, fuzzy rules are employed to determine those system states that the impulsive controller should be reset to. This control technique is very powerful because conventional control strategies require precise information of the system. However, system information sometimes cannot be obtained precisely. For example, if the temperature is hot, then the power of the air conditioner should increase. But the word “hot” is very fuzzy. Different people have different interpretation of the hotness. Fuzzy rules are those rules formulated based on the expert and heuristic knowledge.

Since the SDM consists of a quantizer, nonlinear behaviors, such as fractal and chaotic behaviors, may occur. With the practical consideration on the boundedness of the system states and a heuristic measure on the strength of audible clicks, it is very difficult to determine the suitable system states analytically. To solve this problem, a fuzzy approach is employed to simplify the complicated problems and capture the heuristic knowledge in the system. The main advantages of fuzzy impulsive control are to avoid
the occurrence of limit cycle behaviors and minimize the effect of audible clicks with the guarantee of bounded system states. Moreover, if an invariant set exists, the impulsive control will be very efficient if our control goal is only to maintain the boundedness of the system states. This is because the control force applied at single time instant is sufficient to reset the system states to maintain the boundedness of the system states within the invariant set forever as long as the input signal does not change. On the other hand, clipping actions are required continuously in order to maintain the boundedness of the system states.

4.2 Analysis on limit cycle behaviors and boundedness of system states

Consider an interpolative SDM shown in Figure 1.3. Here, $F(z)$ is assumed to be real, causal, rational, proper and with the order of the polynomial of $z^{-1}$ in the numerator being equal to that in the denominator as well as there is a delay multiplied in the numerator. We make those assumptions because this type of SDMs is commonly used in industry [4]. Denote the coefficients in the denominator and numerator of $F(z)$ as, respectively, $a_i$ for $i = 0, 1, \cdots, N$ and $b_j$ for $j = 1, \cdots, N$, where $N$ is the order of the loop filter. Then

$$F(z) = \frac{\sum_{j=0}^{N} b_j z^{-j}}{\sum_{i=0}^{N} a_i z^{-i}}. \quad (4.1)$$

Since we are based on the feedforward structure of the SDM, without loss of generality, we assume that the loop filter is realized via the direct form realization. For the other minimal realizations, they can be converted to the direct form realization using simple transformations. Using a similar approach as discussed in Section 3.1, we have:

$$F(z) = \frac{Y(z)}{U(z) - S(z)} = \frac{\sum_{j=1}^{N} b_j z^{-j}}{\sum_{i=0}^{N} a_i z^{-i}},$$

which implies that
\[ Y(z) \sum_{i=0}^{N} a_i z^{-i} = (U(z) - S(z)) \sum_{j=1}^{N} b_j z^{-j}, \]

where \( Y(z), U(z) \) and \( S(z) \) are the z-transforms of the output of the loop filter, the input signal and the output of the quantizer, respectively. By expressing the equation in the form of a difference equation, we have:

\[ \sum_{i=0}^{N} a_i y(k-i) = \sum_{j=1}^{N} b_j (u(n-j) - s(n-j)) \]

or

\[ y(k) = \frac{1}{a_0} \left( \sum_{j=1}^{N} b_j (u(n-j) - s(n-j)) - \sum_{i=1}^{N} a_i y(k-i) \right). \]

By expressing the equation in the matrix form, we have:

\[
\begin{bmatrix}
y(k-N+1) \\
y(k)
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & 1 \\
-a_N & \cdots & \cdots & -a_i & 0 \\
\end{bmatrix}
\begin{bmatrix}
y(k-N) \\
y(k-N-1) \\
\vdots \\
y(k-1) \\
\end{bmatrix}
\]

\[ + 
\begin{bmatrix}
0 & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 \\
\end{bmatrix}
\begin{bmatrix}
u(k-N) \\
u(k-N-1) \\
\vdots \\
u(k-1) \\
\end{bmatrix} - 
\begin{bmatrix}
s(k-N) \\
s(k-N-1) \\
\vdots \\
s(k-1) \\
\end{bmatrix}
\]

By letting

\[ x(k) \equiv [x_1(k), \ \cdots, \ x_N(k)]^T \equiv [y(k-N), \ \cdots, \ y(k-1)]^T \]

(4.2)

as the system state of the SDM,

\[ u(k) \equiv [u(k-N), \ \cdots, \ u(k-1)]^T, \]

(4.3)

\[ s(k) \equiv [s_1(k), \ \cdots, \ s_N(k)]^T \equiv [Q(y(k-N)), \ \cdots, \ Q(y(k-1))]^T, \]

(4.4)
\[ A \equiv \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \cdots & \vdots \\
0 & \cdots & \cdots & 0 & 1 \\
-\frac{a_N}{a_0} & \cdots & \cdots & -\frac{a_1}{a_0}
\end{bmatrix} \quad (4.5) \]

and

\[ B \equiv \begin{bmatrix}
0 & \cdots & \cdots & 0 \\
\vdots & & & \vdots \\
\vdots & & & \vdots \\
0 & \cdots & \cdots & 0 \\
\frac{b_N}{a_0} & \cdots & \cdots & \frac{b_1}{a_0}
\end{bmatrix}, \quad (4.6) \]

in which \( Q \) is a one-bit quantizer defined as follows,

\[
Q(y) = \begin{cases} 
1 & y \geq 0 \\
-1 & \text{otherwise}
\end{cases}
\]

then the SDM can be described by the following state space equation:

\[
x(k+1) = Ax(k) + Bu(k) - s(k) \quad \text{for} \quad k \geq 0.
\]

Since the OSR of the SDM is usually very high, the input can be approximated as a step signal. Hence, we further assume that \( u(k) = \bar{u} \) for \( k \geq 0 \).

In many practical situations, the magnitude of the state variables of the SDM should not be larger than certain values, otherwise the devices will be damaged. For the direct form realization, since all the state variables are the delay versions of the output of the loop filter, we denote the bounds of the state variables as \( V_{cc} \). That is, \( |x_i(k)| < V_{cc} \) for \( i = 1,2,\cdots,N \) and \( k \geq 0 \). Otherwise, the SDM may yield an unwanted behavior. Denote \( B_o \) as the set of allowable system states. That is, \( B_o = \{ x : |x_i| < V_{cc} \quad \text{for} \quad i = 1,2,\cdots,N \} \).

For most applications, such as audio applications [4], it is undesirable to have periodic output sequences. Hence, before we propose the fuzzy impulsive control strategy, the conditions for exhibiting limit cycle behavior and the corresponding set of initial conditions will be discussed in Lemma 3. This is essential for formulating a fuzzy membership function which can avoid the occurrence of limit cycle behavior.
Since \( a_0 \neq 0 \) and \( a_N \neq 0 \), otherwise the order of the filter will be dropped, the columns of matrix \( A \) are linearly independent and the eigen decomposition of matrix \( A \) exists. There also exists a full rank matrix \( T \) and a diagonal matrix \( D \) which consist of the eigenvectors and eigenvalues of matrix \( A \), respectively, such that \( A = TDT^{-1} \). Let \( \lambda_i \) and \( \xi_i \) for \( i = 1, 2, \ldots, N \) be the eigenvalues and the corresponding eigenvectors of matrix \( A \). Let \( n_d \) be the number of eigenvalues of matrix \( A \) on the unit circle, where their phases are integer multiples of \( \frac{2\pi}{P} \), that is, \( \lambda_i + n_d = e^{i\frac{2\pi k_i}{P}} \) for \( k_i \in \mathbb{Z} \) and \( i = 1, 2, \ldots, n_d \). Let \( L_i \) for \( i = 1, 2, \ldots, N \), be the \( i^{th} \) row of

\[
\sum_{j=0}^{P-1} A^{P-1/j} B(u(k_0 + j) - s(k_0 + j)), \quad (4.9)
\]

where \( P \in \mathbb{Z}^+ \) and \( k_0 \geq 0 \). Let \( r_j \) for \( j = 1, 2, \ldots, N \) be the \( j^{th} \) row of \( I - A^P \), where \( I \) is an \( N \times N \) identity matrix. Denote

\[
\Psi_P = \{x(0) : r_i x(k_0) = L_i \text{ for } i = 1, 2, \ldots, N - n_d \}. \quad (4.10)
\]

**Lemma 3**

Suppose there are \( N - n_d \) linearly independent rows in the matrix \( I - A^P \) and these \( N - n_d \) linearly independent rows are the first \( N - n_d \) rows of the matrix \( I - A^P \), that is, an \( \exists c_{i,n} \in \mathbb{R} \) for \( i = 1, 2, \ldots, N - n_d \) and \( n = 1, 2, \ldots, n_d \) such that \( \sum_{i=1}^{N-n_d} c_{i,n} r_i = r_{N-n_d+n} \).

If \( \Psi_P \neq \emptyset \) and \( \sum_{i=1}^{N-n_d} c_{i,n} L_n = L_{N-n_d+n} \) for \( n = 1, 2, \ldots, n_d \), then the SDM will exhibit limit cycle behavior with period \( P \), and \( \Psi_P \) is the corresponding nonempty set of initial conditions.

If \( \Psi_P = \emptyset \) or \( \exists n \in \{1, 2, \ldots, n_d\} \) such that \( \sum_{i=1}^{N-n_d} c_{i,n} L_i \neq L_{N-n_d+n} \), then there will not exist any fixed point or periodic state sequence.

**Proof:** (please see Appendix C)

The importance of this lemma is to characterize the set of initial condition that corresponds to the limit cycle behaviors with period \( P \) for \( k \geq k_0 \). This set of initial conditions will be used for the formulation of fuzzy rules.
This result is a generalization of the existing results [45]. The existing results mainly consider the DC pole cases, that is \( k_i = 0 \) for \( i = 1,2,\ldots,n_j \). However, we reveal that even though there is no DC pole, but if there exists some poles on the unit circle with phases that are nonzero integer multiples of \( \frac{2\pi}{P} \), then the matrix \( Q \) will also drop rank. Besides, when there is more than one DC pole in the loop filter transfer function, if the geometric multiplicity of this pole as an eigenvalue of \( A \) is equal to its algebraic multiplicity, then the eigen decomposition of matrix \( A \) will exist and Lemma 3 will still be applied.

Define the forward and backward dynamics of the system as \( \mathbf{x}_f : \mathbb{R}^N \rightarrow \mathbb{R}^N \) and \( \mathbf{x}_b : \mathbb{R}^N \rightarrow \mathbb{R}^N \), respectively. That is:

\[
x(k+1) = \mathbf{x}_f(x(k)) \quad \text{in which} \quad x(k+1) = Ax(k) + B(u - Q(x(k))) \tag{4.11}
\]

and

\[
x(k-1) = \mathbf{x}_b(x(k)) \quad \text{in which} \quad x(k) = Ax(k-1) + B(u - Q(x(k-1))), \tag{4.12}
\]

respectively. Denote

\[
x'(k) \equiv b_Nu + \sum_{i=1}^{N-1} b_{N-i}(u - Q(x_i(k))) - \sum_{i=1}^{N} a_{N-i}x_i(k) \tag{4.13}
\]

and

\[
x(k) \equiv \begin{bmatrix} x'(k) - Q(x'(k)a_N) b_N \over a_N, \quad x_1(k), \quad \ldots, \quad x_{N-1}(k) \end{bmatrix}^T. \tag{4.14}
\]

Then the system equation can be represented as the following matrix equation:

\[
Ax(k) + B(u - Q(x(k))) = \begin{bmatrix} 0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & a_N \\
-a_N & \cdots & \cdots & a_N & a_N \\
\end{bmatrix} \begin{bmatrix} x'(k) - Q(x'(k)a_N) b_N \\
x_1(k) \\
\vdots \\
x_{N-1}(k) \end{bmatrix} + \begin{bmatrix} 0 & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \ddots & \vdots \\
0 & \cdots & 0 & 1 \\
\end{bmatrix} \begin{bmatrix} a_N \\\nx_1(k) \\
\vdots \\
x_{N-1}(k) \end{bmatrix}.
\]

By solving for each row, we have
By grouping the terms, we have

\[
\mathbf{A} \hat{x}(k) + \mathbf{B} (\mathbf{u} - Q(\hat{x}(k))) = \begin{bmatrix}
    x_1(k) \\
    \vdots \\
    x_{n-1}(k)
\end{bmatrix} - \frac{x'(k) - Q(x'(k)a_N)b_N}{a_N} - \sum_{i=1}^{n-1} \frac{a_{x_i}x_i(k)}{a_N} - \sum_{i=1}^{n-1} \frac{b_{x_i}[(\mathbf{u} - Q(\hat{x}(k))]b_N}{a_N}
\]

and it eventually reduces to

\[
\mathbf{A} \hat{x}(k) + \mathbf{B} (\mathbf{u} - Q(\hat{x}(k))) = \begin{bmatrix}
    x_1(k) \\
    \vdots \\
    x_{n-1}(k)
\end{bmatrix} - \frac{b_N[(\mathbf{u} - Q(\hat{x}(k))]b_N}{a_N}
\]

If \( |x'(k)| > |b_N| \), then

\[
Q(x'(k) - Q(x'(k)a_N)b_N) = Q(x'(k))
\]  
Hence,

\[
Q(x'(k)a_N) - Q(x'(k)a_N)b_N = Q(x'(k)a_N) - Q(x'(k)a_N) = 0
\]

and

\[
\mathbf{A} \hat{x}(k) + \mathbf{B} (\mathbf{u} - Q(\hat{x}(k))) = [x_1(k), \ \cdots, \ x_n(k)]^T = x(k)
\]

If \( |x'(k)| < |b_N| \), then

\[
Q(x'(k) - Q(x'(k)a_N)b_N) = -Q(x'(k)a_N)Q(b_N)
\]  
and

\[
Q(x'(k)a_N) - Q(x'(k)a_N)b_N = Q(x'(k)a_N) + Q(x'(k)a_N)Q(a_N,b_N)
\]

If \( Q(a_N,b_N) = -1 \), then

\[
Q(x'(k)a_N) - Q(x'(k)a_N)b_N = 0
\]
and
\[ A\hat{x}(k) + B(\bar{u} - Q(\hat{x}(k))) = x(k). \]  

Hence, if \(|x'(k)| > b_N|\), or \(|x'(k)| < b_N|\) and \(Q(a_N, b_N) = -1\), then the backward dynamics of the SDMs can be defined as
\[ k_b(x(k)) = \left[ \frac{x'(k) - Q(x'(k)b_N)}{a_N}, \ x_i(k), \ldots, \ x_{N-1}(k) \right]^T. \]  

Suppose the above conditions for the existence of the backward dynamics are satisfied \(\forall k \in Z\). Denote
\[ \varnothing \equiv \{ x(0) : k_b(x(k)) \in \varnothing \text{ for } k \geq 0, \text{ and } k_b(x(k)) \in \varnothing \text{ for } k \leq 0 \} \]  
and a map \(\mathcal{I} : \varnothing \rightarrow \varnothing\) such that
\[ \mathcal{I}(x) \equiv Ax + B(\bar{u} - Q(x)). \]  

**Lemma 4**

If \(|x'(k)| > b_N|\), or \(|x'(k)| < b_N|\) and \(Q(a_N, b_N) = -1\), then \(\varnothing\) will be an invariant set under \(\mathcal{I}\). That is, \(\mathcal{I}(\varnothing) = \varnothing\). Hence, if \(\exists k_0 \in Z\) such that \(x(k_0) \in \varnothing\), then \(x(k) \in \varnothing\) \(\forall k \in Z\).

**Proof:** (please see Appendix D)

It was reported in [24] that if an invariant set exists and there exists an initial condition in the invariant set, then the local boundedness of the system states will be guaranteed. However, it is worth noting that if \(\exists k_0 \in Z\) such that \(x(k_0) \in \mathbb{R}^N \setminus \varnothing\) and \(x(k) \in \mathbb{R}^N \setminus \varnothing \ \forall k \in Z\), then \(x(k)\) may diverge. Hence, it is not sufficient to conclude the global boundedness of the system states of an SDM only from the existence of an invariant set.

The conditions for the existence of the invariant set have not been explored and this relationship is stated in Lemma 4. It is worth noting that the shape of the invariant set can be both regular and irregular, and dependent on both \(A\) and \(\bar{u}\). One example of a regular and an irregular invariant set is, respectively, the set of state trajectories when it exhibits the elliptic fractal patterns and the chaotic behaviors respectively.

The importance of Lemma 4 is that it provides information for formulating a fuzzy membership function to achieve local boundedness of the system states.
4.3 Proposed control strategy

Figure 4.1 shows the block diagrams of how the fuzzy impulsive controller influences the SDM. As discussed in Section 4.1, the fuzzy impulsive controller determines the controlled system states and resets the state variables of the loop filter to the controlled state variables via a reset circuit.

To determine the controlled system states, two step procedures are employed. The first step of the procedure is the training phase in which the invariant set and the set of system states that exhibits limit cycle behaviors are learnt through training. By generating a set of DC signals that is inputted to the system with different initial conditions, the system states are tested to see if they form an invariant set and exhibit a limit cycle behavior or not.

For the implementation of the controller, this can be done by the mean of digital control. Equation (4.33) determines the control state vector according to the initial condition. The fuzzy impulsive control law is formulated as an optimization problem discussed in equation (4.33). By using mathematical computer aided design tools such as Matlab, the impulsive control force can be evaluated. This part is carried out via a very fast computer. After the impulsive control force is calculated, this value is sent to the loop filter via input/output device of the computer. The value is used to reset the system states of the loop filter stored in the registers. The implementability only depends on the speed of the computer required for solving the optimization problem. This is because the reset action can be carried out instantaneously.

The second step of the procedure is the control phase in which the controlled system states are determined and the state variables are reset to the corresponding values. The details are discussed as below.

Training and Learning Phase:

Step 1: Initialization of state variables
Step 2: Try a set of inputs (eg. 100 different inputs) to optimize and train fuzzy control rules and control membership function.
   If the control rules conditions of
   1. the continuity of change of the state variables
   2. the stability of the state variables
   3. the avoidance of limit cycle
   are satisfied, go to Step 3.
   Otherwise, continue Step 2 with another inputs.
Step 3: Update the state variables as the controlled state variables. In the end, the membership function will be updated. The controlled SDM will be obtained.
Figure 4.1 The block diagram of the interpolative SDM under the fuzzy impulsive control strategy.

For audio applications, we want to minimize the effect of audible clicks. To achieve this goal, we want to minimize the distance between the original system states $x(k_0 + 1)$ and the controlled system states $x'(k_0 + 1)$. However, $x(k_0 + 1)$ may be outside the desired bounded region $B_0$, so we define a vector $x' \in B_0$ such that $\|x(k_0 + 1) - x'\|_2$ is minimum and our goal is to minimize the distance between $x'(k_0 + 1)$ and $x'$ via a triangular fuzzy membership function as follows:

$$
\mu_{\text{distance}}(x'(k_0 + 1)) = \left( \prod_{i=1}^{N} f_i(x'(k_0 + 1), x') \right)^{\frac{1}{N}},
$$

(4.26)
where

\[ f_t(x^c(k_0 + 1), x^c) = \begin{cases} 
\frac{x'_c(k_0 + 1) - V_{cc}}{x'_c - V_{cc}} & x'_c \leq x'_c(k_0 + 1) \leq V_{cc} \\
\frac{x'_c(k_0 + 1) + V_{cc}}{x'_c + V_{cc}} & -V_{cc} \leq x'_c(k_0 + 1) \leq x'_c \\
0 & \text{otherwise}
\end{cases} \]

(4.27)

Since a triangular fuzzy membership function is employed and \( x^c \in B_0 \), \( \mu_{distance}(x^c(k_0 + 1)) = 1 \) when \( x^c(k_0 + 1) = x^c \), \( \mu_{distance}(x^c(k_0 + 1)) = 0 \) when \( x^c(k_0 + 1) \in \mathbb{R} \setminus B_0 \), and \( 0 \leq \mu_{distance}(x^c(k_0 + 1)) \leq 1 \) \( \forall x^c(k_0 + 1) \in B_0 \). Hence, \( \mu_{distance}(x^c(k_0 + 1)) \) force the new system states \( x^c(k_0 + 1) \) to be within \( B_0 \). Note that if \( x(k_0 + 1) \in B_0 \), then \( x^c = x(k_0 + 1) \) and there will be no audible click effect by setting \( x^c(k_0 + 1) = x^c \). Since \( \mu_{distance}(x^c(k_0 + 1)) \) captures the knowledge on the closeness between \( x^c(k_0 + 1) \) and \( x^c \), and the effect of audible clicks is minimized if \( x^c(k_0 + 1) \) is close to \( x^c \), this fuzzy membership function can minimize the effect of audible clicks.

As the local boundedness of the system states is important for many situations, according to Lemma 4, if \( |x^c(k)| > |b_N| \) or \( |x^c(k)| < |b_N| \) and \( Q(a_N b_N) = -1 \), then \( x(k) \in \wp \forall k \in Z \) supposing that \( \exists k_0 \in Z \) such that \( x(k_0) \in \wp \). However, the trajectory may not be inside \( B_0 \) because \( \wp \) is usually not equal to \( B_0 \). In order to guarantee that the trajectory is bounded within \( B_0 \), we want the controlled system states to be inside \( \wp \cap B_0 \), that is, \( x^c(k_0 + 1) \in \wp \cap B_0 \). Supposing that \( \wp \cap B_0 \neq \emptyset \), this implies that there exists some system states such that the state responses are within the desired set of bounded system states.

Denote \( x'' \in \wp \cap B_0 \) such that \( \|x(k_0 + 1) - x''\|_2 \) is minimum. For \( \wp \cap B_0 \neq \emptyset \), \( |x'(k)| > |b_N| \), or \( |x'(k)| < |b_N| \) and \( Q(a_N b_N) = -1 \), we define the following triangular fuzzy membership function:

\[ \mu_{stable}(x^c(k_0 + 1)) = \left( \prod_{i=1}^{N} f_t(x^c(k_0 + 1), x^c) \right)^{\frac{1}{N}} \]

(4.28)
Since a triangular fuzzy membership function is employed and \( x^o \in B_0 \), \( \mu_{\text{stable}}(x^c(k_0 + 1)) = 0 \) when \( x^c(k_0 + 1) \in \mathbb{R}^n \setminus B_0 \), \( \mu_{\text{stable}}(x^c(k_0 + 1)) = 1 \) when \( x^c(k_0 + 1) = x^o \) and \( 0 \leq \mu_{\text{stable}}(x^c(k_0 + 1)) \leq 1 \ \forall x^c(k_0 + 1) \in B_0 \). Hence, \( \mu_{\text{stable}}(x^c(k_0 + 1)) \) forces the new system states \( x^c(k_0 + 1) \) to be within \( B_0 \). If \( x(k_0 + 1) \in \varnothing \cap B_0 \), then \( x^o = x(k_0 + 1) \). By setting \( x^c(k_0 + 1) = x^o \), the criterion for the local boundedness of system states is satisfied. Since \( \mu_{\text{stable}}(x^c(k_0 + 1)) \) captures the knowledge on the closeness between \( x^c(k_0 + 1) \) and \( x^o \), which also reflects the closeness between \( x^c(k_0 + 1) \) and the set of system states that achieves local boundedness within the desired bounded region, this fuzzy membership function can capture the criterion for the local boundedness of the system states into the control strategy.

However, if \( \varnothing \cap B_0 = \varnothing \), then \( x^o \) does not exist. Or if \( \exists k' \in Z \) such that \( |x'(k)| < b_N \) and \( Q(a_N, b_N) = 1 \), then the local boundedness of the system states is not guaranteed. In order to avoid this to happen, if \( \varnothing \cap B_0 = \varnothing \), or if \( \exists k' \in Z \) such that \( |x'(k)| < b_N \) and \( Q(a_N, b_N) = 1 \), then we define

\[
\mu_{\text{stable}}(x^c(k_0 + 1)) = \begin{cases} \delta_{\text{stable}} & x^c(k_0 + 1) \in B_0 \\ 0 & x^c(k_0 + 1) \in \mathbb{R}^n \setminus B_0 \end{cases},
\]

(4.29)

where \( 1 \geq \delta_{\text{stable}} > 0 \) and \( \delta_{\text{stable}} \) is very close to zero. The reasons for why a small value of \( \delta_{\text{stable}} \) can avoid the unboundedness problem of the system states will be discussed in Section 4.3.1. Since the fuzzy membership value of the system states outside \( B_0 \) is exactly equal to zero, this fuzzy membership function will force the new system states \( x^c(k_0 + 1) \) to be within \( B_0 \).

As discussed in Section 1.3.5, the occurrence of limit cycle behavior should be avoided. Since \( \bigcup_{\forall \Psi \geq 0} \Psi \) is the set of system states that exhibits limit cycle behavior, we do not want to move the new system states \( x^c(k_0 + 1) \) into \( \bigcup_{\forall \Psi \geq 0} \Psi \). Moreover, we do not want to move \( x^c(k_0 + 1) \) into \( \bigcup \{x(k)\} \) too. This is because after a certain number of
iterations, the system states may go to the same positions in the state space and cause limit cycle behavior. Define

\[ \text{PER}(k_0) \equiv \left( \bigcup_{\forall P > 0} \Psi_P \right) \bigcup \left( \bigcup_{\forall k \geq k_0} \{x(k)\} \right). \]  

(4.30)

If \( \text{PER}(k_0) \cap B_0 = B_0 \), then all the system states in \( B_0 \) will result in limit cycle behaviors and this situation should be avoided. On the other hand, if \( \text{PER}(k_0) \cap B_0 = \emptyset \), then we cannot find a system state \( x^e \in B_0 \cap \text{PER}(k_0) \) such that \( \|x(k_0 + 1) - x^e\| \) is minimum. Hence, if \( \text{PER}(k_0) \cap B_0 = B_0 \) or \( \text{PER}(k_0) \cap B_0 = \emptyset \), we define the fuzzy membership function as

\[ \mu_{\text{aperiodic}}(x^e(k_0 + 1)) \equiv \left\{ \begin{array}{ll} \delta_{\text{aperiodic}} & \text{if } x^e(k_0 + 1) \in B_0, \\ 0 & \text{if } x^e(k_0 + 1) \in \mathbb{R}^n \setminus B_0. \end{array} \right. \]  

(4.31)

where \( 1 \geq \delta_{\text{aperiodic}} > 0 \) and \( \delta_{\text{aperiodic}} \) is also very close to zero. Similarly, the reason why a small value of \( \delta_{\text{aperiodic}} \) can avoid the occurrence of limit cycle behavior will be discussed in Section 4.3.1. Otherwise, we define the fuzzy membership function as

\[ \mu_{\text{aperiodic}}(x^e(k_0 + 1)) \equiv \left\{ \begin{array}{ll} 1 - \left( \prod_{i=1}^N f_i(x^e(k_0 + 1), x^e) \right)^{1/N} & \text{if } x^e(k_0 + 1) \in B_0, \\ 0 & \text{if } x^e(k_0 + 1) \in \mathbb{R}^n \setminus B_0. \end{array} \right. \]  

(4.32)

Since \( f_i \) is a triangular fuzzy membership function and \( x^e \in B_0 \), \( \mu_{\text{aperiodic}}(x^e(k_0 + 1)) = 0 \) when \( x(k_0 + 1) \in B_0 \cap \text{PER}(k_0) \) because \( x^e = x(k_0 + 1) \) when \( x(k_0 + 1) \in B_0 \cap \text{PER}(k_0) \), \( \mu_{\text{aperiodic}}(x^e(k_0 + 1)) = 0 \) when \( x^e(k_0 + 1) \in \mathbb{R}^n \setminus B_0 \) and \( 0 \leq \mu_{\text{aperiodic}}(x^e(k_0 + 1)) \leq 1 \) \( \forall x^e(k_0 + 1) \in B_0 \). Hence, \( \mu_{\text{aperiodic}}(x^e(k_0 + 1)) \) forces the new system states \( x^e(k_0 + 1) \) to be within \( B_0 \). Since \( \mu_{\text{aperiodic}}(x^e(k_0 + 1)) \) captures the knowledge on the separation between \( x^e(k_0 + 1) \) and \( B_0 \cap \text{PER}(k_0) \), which also reflects the separation between \( x^e(k_0 + 1) \) and the set of system states within the desired bounded region that exhibits a limit cycle behavior, \( \mu_{\text{aperiodic}}(x^e(k_0 + 1)) \) can be used to avoid the occurrence of limit cycle behaviors.

Once the fuzzy membership functions are defined, we can define the fuzzy impulsive control law as follows:
If $Ax(k_0) + B(u - Q(x(k_0))) \in \mathbb{R}^N \setminus B_0$, then the fuzzy impulsive controller will reset the state variables of the loop filter to $x'(k_0 + 1)$ where $x'(k_0 + 1)$ is the system state such that the following function is maximized,

$$
\mu_{x'(k_0 + 1)}(x(k_0 + 1)) = \max_{x'} \left( \mu_{\text{stable}}(x'(k_0 + 1)) \mu_{\text{aperiodic}}(x'(k_0 + 1)) \mu_{\text{distance}}(x'(k_0 + 1)) \right)^{1/\beta}. (4.33)
$$

Otherwise, no control force is applied to the SDM.

**Lemma 5**

$\forall u \in \mathbb{R}, \forall x(0) \in \mathbb{R}^N, \forall a_i \in \mathbb{R}$ for $i = 0, 1, \cdots, N$ and $\forall b_j \in \mathbb{R}$ for $j = 1, \cdots, N$, $x'(k) \in B_0$ for $k > 0$.

**Proof:** (please see Appendix E)

Different values of $u$, $x(0)$, $a_i$ for $i = 0, 1, \cdots, N$ and $b_j$ for $j = 1, \cdots, N$, will affect the existence of $\wp$ and $\bigcup_{\forall P > 0} \Psi_p$. However, Lemma 5 is still applied even though $\wp = \emptyset$ or $\wp = B_0$, and $\bigcup_{\forall P > 0} \Psi_p = \emptyset$ or $\bigcup_{\forall P > 0} \Psi_p = B_0$. Hence, Lemma 5 guarantees that the controlled trajectory is bounded within $B_0$ no matter what the input step size, the initial condition and the filter parameters are. It is very important because we do not want the trajectory of the SDM to be unbounded when either the input step size is increased, or the initial condition or the loop filter coefficients of the SDMs is changed. Another advantage of this fuzzy impulsive control strategy is that we can alter the maximum bound of the state variables easily by setting the value of $V_{cc}$ appropriately, which is independent of the input step size, the initial condition and the filter parameters.

**Lemma 6**

$\forall u \in \mathbb{R}, \forall x(0) \in \mathbb{R}^N, \forall a_i \in \mathbb{R}$ for $i = 0, 1, \cdots, N$ and $\forall b_j \in \mathbb{R}$ for $j = 1, \cdots, N$, $\|x'(k + 1) - x'\|_2 \leq 2V_{cc} \sqrt{N}$ for $k > 0$.

**Proof:** (please see Appendix F)

The importance of this lemma is that it guarantees the norm of the difference between $x'$ and $x'(k + 1)$ being bounded by $2V_{cc} \sqrt{N}$, no matter what the input step size, the initial condition and the filter parameters are. Since we do not want the norm of the
difference between \(x'\) and \(x'(k+1)\) to be too large because the effect of audible clicks which can be too large, this lemma helps us to estimate the worst case for the upper bound of the audible click effect.

**Lemma 7**

If \(\exists k_0 \in Z\) such that \(\text{PER}(k) \cap B_0 \neq B_0\) for \(k \geq k_0\), and \(Ax(k_0) + B(\bar{u} - Q(x(k_0))) \in \mathbb{R}^n \setminus B_0\), then \(\exists M > 0\) such that \(x'(k) = x'(k + M)\) for \(k > k_0\).

**Proof:** (please see Appendix G)

The importance of this lemma is that it states the condition that limit cycle behaviors do not occur when the fuzzy impulsive control strategy is applied at once. We will show in contrast to Section 4.4 that clipping usually results in limit cycle behavior, while our approach can avoid the occurrence of limit cycle behavior.

4.3.1 Parameters in the fuzzy impulsive controller

There are only three parameters in the fuzzy impulsive control strategy. They are \(V_{cc}\), \(\delta_{\text{aperiodic}}\) and \(\delta_{\text{stable}}\). \(V_{cc}\) is the maximum allowable bound on each state variable and this value is determined from the real situations, such as the hardware constraints and the safety specifications, etc. For example, if the hardware operates normally in a safe condition only when the state variables are bounded by \(20V\), then \(V_{cc}\) will be set accordingly. For the parameters \(\delta_{\text{aperiodic}}\) and \(\delta_{\text{stable}}\), the fuzzy impulsive controller works properly \(\forall \delta_{\text{aperiodic}} \in (0,1]\) and \(\forall \delta_{\text{stable}} \in (0,1]\). However, since \(\delta_{\text{aperiodic}}\) represents the fuzzy membership value of how to avoid the occurrence of limit cycle at \(x'(k_0 + 1)\) when \(\text{PER}(k_0) \cap B_0 = B_0\) or \(\text{PER}(k_0) \cap B_0 = \emptyset\), and all the system states in \(B_0\) may cause the trajectory to exhibit limit cycle behavior if \(\text{PER}(k_0) \cap B_0 = B_0\), we suggest the SDM control designers setting this value to a small number, such as \(10^{-3}\), because this refers to the case which will not happen. For \(\delta_{\text{stable}}\), since it represents the fuzzy membership value of the local boundedness of the system states of the SDM at \(x'(k_0 + 1)\) if \(\emptyset \cap B_0 = \emptyset\), or if \(\exists k' \in Z\) such that \(|x'(k)| < b_n\) and \(Q(a_n, b_n) = 1\), the system state of the SDM will be unbounded if the fuzzy impulsive control strategy is not applied, we recommend the SDM control designers setting this value to a small number, for example, \(10^{-3}\).
4.3.2 Complexity issue

Although more fuzzy rules and sophisticated fuzzy engine can improve the performance of the SDM, they will increase the complexity of the system and may cause some real time processing problems, particularly in audio applications. This is because the Nyquist sampling rate for audio signal is 44.1kHz. Since the input signals are typically oversampled at 64 or 128, the number of samples inputted to the SDM per second is 2.8224M or 5.6448M. Since several mega samples need to be processed per second, only three basic fuzzy rules are captured and only a simple fuzzy engine is used to restrict the complexity in the processing. According to the simulation results shown in Section 4.4, three basic rules and a simple fuzzy engine are sufficient for achieving the objectives.

4.3.3 Implementation of the fuzzy impulsive controller

As discussed in the beginning of Section 5.3, the fuzzy impulsive controller resets the state variables of the loop filter to the controlled state variables \( x'(k_0 + 1) \) if \( Ax(k_0) + B(u - Q(x(k_0))) \in \mathbb{R}^N \setminus B_0 \), where \( x'(k_0 + 1) \) is calculated based on equation (4.33). Numerical solvers, such as MATLAB or MATHCAD, can be employed for solving equation (4.33). To reset the state variables of the loop filter, many existing reset circuits can be employed.

4.4 Simulation results

To illustrate our results, a fifth order SDM with loop filter transfer function

\[
\frac{20z^{-1} - 74z^{-2} + 103.0497z^{-3} - 64.0015z^{-4} + 14.9584z^{-5}}{1 - 5z^{-1} + 10.0025z^{-2} - 10.0075z^{-3} + 5.0075z^{-4} - 1.0025z^{-5}}
\]  

(4.34)

is illustrated. This fifth order SDM was employed in [4]. The SDM can be implemented via the Jordan form [4] or can be realized as the following state space equation

\[
\tilde{x}(k+1) = \tilde{A}\tilde{x}(k) + \tilde{B}(u(k) - y(k))
\]  

(4.35)

for \( k \geq 0 \), where

\[
y(k) = Q(\tilde{C}\tilde{x}(k)),
\]  

(4.36)
Assume that the initial condition of this SDM is zero, that is, \( \tilde{x}(0) = [0, 0, 0, 0, 0]^T \). By using a simple transformation, this SDM can be realized by the direct form and the corresponding initial condition is \( x(0) = [0, -8.5, 32.25, 35.9793]^T \) when \( u = 0.75 \). We can check that the trajectory of this SDM will be bounded for this initial condition (\( \tilde{x}(0) = [0, 0, 0, 0, 0]^T \)) if the input step size is approximately between -0.71 and 0.75, and will diverge if the input step size is outside this range. The relationship between the maximum absolute value of the state variables (realized in the direct form) and the input step size is plotted in Figure 4.2. From the simulation result, we can see that even though the trajectory is bounded for this range of input step size, the maximum absolute value of the state variables is between 20.0523 and 59.4633, which may be too large for some practical applications [4]. Figure 4.2 also shows the plot of the maximum absolute value of the state variables (also realized in the direct form) for \( k > 0 \) versus the input step size when the fuzzy impulsive control strategy is applied at \( V_{cc} = 20 \). According to Lemma 5, the maximum absolute value of the state variables of the controlled SDM is bounded by \( V_{cc} \) for \( k > 0 \) and \( \forall u \in \mathbb{R} \), even though \( |u| \geq V_{cc} \). Hence, we can guarantee that the state variables are bounded by 20.
Figure 4.2 Plot of the maximum absolute value of the state variables (realized in direct form) against the input step size when $\tilde{x}(0)=[0, 0, 0, 0, 0]^T$.

The global boundedness of the system states of this SDM is not valid. That means, $\exists \tilde{x}(0) \in \mathbb{R}^N$ such that the trajectory is unbounded. For example, when $u = 0.75$, Figure 4.3a and Figure 4.3b show the responses of $x_1(k)$ with $\tilde{x}(0)=[0, 0, 0, 0, 0]^T$ and $\tilde{x}(0)=[0.001, 0, 0, 0, 0]^T$, respectively. It can be seen from Figure 4.3a and Figure 4.3b that even though the SDM exhibits acceptable behavior when $\tilde{x}(0)=[0, 0, 0, 0, 0]^T$ and the difference between these two initial conditions is very small, the system states of the SDM are unbounded when $\tilde{x}(0)=[0.001, 0, 0, 0, 0]^T$ and the behaviors of the SDM for these two different initial conditions are very different. On the other hand, according to Lemma 5, the maximum absolute value of the state variables is always bounded by $V_{ee}$ for $k > 0$ and
∀χ(0)∈ℜ^n if the fuzzy impulsive control strategy is applied. Figure 4.3c and Figure 4.3d show the corresponding state responses when the fuzzy impulsive control strategy is applied at V_{cc} = 40. From the simulation result, we see that the SDM exhibits acceptable behavior with the state variables bounded by V_{cc} for both of these two initial conditions.

Figure 4.3 The response of x_i(k) when \( \bar{u} = 0.75 \) and (a) initial condition \( \tilde{x}(0) = [0, 0, 0, 0, 0]^T \) when no control strategy is applied. (b) initial condition \( \tilde{x}(0) = [0.001, 0, 0, 0, 0]^T \) when no control strategy is applied. (c) initial condition \( \tilde{x}(0) = [0, 0, 0, 0, 0]^T \) when the fuzzy impulsive control strategy with \( V_{cc} = 40 \) is applied. (d) initial condition \( \tilde{x}(0) = [0.001, 0, 0, 0, 0]^T \) when the fuzzy impulsive control strategy with \( V_{cc} = 40 \) is applied.

Let us compare with other control strategies, such as the time delay feedback control strategy in which the controller is in the form \(-K \bar{z}(1/z^{-1})\). Denote \( \lambda_i \) for
\[ i = 1, 2, \cdots, 6 \] as the poles of the effective loop filter. Since \( \lambda_i \) for \( i = 1, 2, \cdots, 6 \) depend on the value of \( K_c \), it can be shown that \( \max_{i=1,2,\cdots,6} |\lambda_i| > 1 \) \( \forall K_c \in \mathbb{R} \) and the minimum value of \( \max_{i=1,2,\cdots,6} |\lambda_i| \) occurs at \( K_c = 0 \). When \( K_c = 0 \), it reduces to the uncontrolled case. By selecting a value of \( K_c \) which is very close to zero, for example \( K_c = 2 \times 10^{-5} \), and setting the initial condition and the input step size as the previous values, that is, \( x(0) = [0, -5, 32.25, 35.9793, 39.5612]^T \) and \( u = 0.75 \) (the initial condition is determined from the zero initial condition in Jordan form), it is found that the trajectory diverges and this is shown in Figure 4.4. This shows that the time delay feedback control strategy fails to stabilize the SDM.

Figure 4.4 The response of \( x_i(k) \) with input step size \( u = 0.75 \) and initial condition \( x(0) = [0, -5, 32.25, 35.9793, 39.5612]^T \) when the time delay feedback control strategy with \( K_c = 2 \times 10^{-5} \) is applied.
To compare the fuzzy impulsive control strategy to the clipping control strategy, that is, set $x_i(k) = V_{cc}Q(x_i(k))$ whenever $|x_i(k)| \geq V_{cc}$ for $i = 1, 2, \ldots, N$, it is found that limit cycle behaviors may occur if the clipping control strategy is applied. Figure 4.5 shows the magnitude response of $s(k)$ when $u = 0.75$, $\bar{x}(0) = [0, 0, 0, 0, 0]^T$ and the clipped level is set at 40. It can be seen from Figure 5.5 that there is an impulse located at $\frac{\pi}{2}$ if the clipping control strategy is applied. This demonstrates that the SDM exhibits a limit cycle with period 2. On the other hand, the spectrum is relatively flat for the SDM when the fuzzy impulsive control strategy is applied with $V_{cc} = 40$. This demonstrates that the SDM exhibits normal behavior and the limit cycle behavior is avoided.

Figure 4.5 Comparison of the magnitude response of the output sequence when $u = 0.75$ and initial condition $\bar{x}(0) = [0, 0, 0, 0, 0]^T$ for both the clipping and the fuzzy impulsive control strategies with the state variables bounded by 40.
Figure 4.6 shows the SNR of the SDM under clipping with the clipped level set to 28. SNR is calculated according to [74], where the frequency of the input sinusoidal signal is \( \frac{2}{3} \) of its passband bandwidth. The OSR is 64, and the initial condition is given as \( \mathbf{x}(0) = [0, 0, 0, 0, 0] \). It can be seen from Figure 4.6 that the SNR of both the SDMs with the clipping and fuzzy impulsive control strategies with the state variables bounded by 28 are the same when the input magnitude is less than 0.52. This is because both the maximum absolute value of the state variables (realized in the direct form) do not exceed 28. However, if the input magnitude is further increased, the SNR corresponding to the clipping control strategy will drop to less than 5dB as there is limit cycle behavior. On the other hand, the SDM exhibits stable behavior under the fuzzy impulsive control strategy. Hence, the SNR of the SDM under the fuzzy impulsive control strategy has an average of 30.5dB improvement compared to the clipping control strategy when the input magnitude is above 0.52.
Figure 4.6 SNR of SDMs when input sinusoidal frequency is $\frac{2}{3}$ of the passband bandwidth, initial condition $\bar{x}(0) = [0, 0, 0, 0]^T$ and the state variables are bounded by 28.

It can also be seen from Figure 4.7 that the probability of the control force being applied by the fuzzy impulsive control strategy is 0.011 for the input magnitude range greater than 0.52, as opposed to 0.7198 that for the clipping control strategy. Hence, the number of reset action on the state variables of the loop filter is much reduced when fuzzy impulsive control strategy is applied. This is because the fuzzy impulsive control strategy tends to reset the system states inside the invariant set if it exists and the system state will stay inside the invariant set without the need of applying the control force again. This demonstrates that the fuzzy impulsive control strategy is more efficient than the clipping control strategy.
Figure 4.7 Probability of control force applied to the SDM when the input sinusoidal frequency is \( \frac{2}{3} \) of the passband bandwidth, initial condition \( \mathbf{x}(0) = [0, 0, 0, 0, 0]^T \) and the state variables are bounded by 28.

To verify the independence of the filter parameters on the fuzzy impulsive control strategy, consider another fifth order SDM with the following transfer function [4]

\[
\frac{0.7919z^{-1} - 2.8630z^{-2} + 3.9094z^{-3} - 2.3873z^{-4} + 0.5498z^{-5}}{1 - 5z^{-1} + 10.0023z^{-2} - 10.0069z^{-3} + 5.0069z^{-4} - 1.0023z^{-5}}. 
\]  

(4.38)

This SDM has been used in the industry [4]. The trajectory of this SDM with \( \bar{u} = 0.59 \) and \( \mathbf{x}(0) = [0, 0, 0, 0, 0]^T \) is shown in Figure 4.8a, and it can be seen from Figure 4.8a that the trajectory diverges. On the other hand, when the fuzzy impulsive control strategy is applied with \( V_{cc} = 2 \), according to Lemma 5, the maximum absolute value of
the state variables (realized in the direct form) is always bounded by $V_{cc}$ for $k > 0$, $\forall a_i \in \mathbb{R}$ for $i = 0,1,\cdots,N$ and $\forall b_j \in \mathbb{R}$ for $j = 1,\cdots,N$, as shown in Figure 4.8b.

Figure 4.8 The response of $x_i(k)$ with initial condition $\mathbf{x}(0) = [0, 0, 0, 0, 0]^T$ and input step size $u = 0.59$ (a) when no control strategy is applied. (b) when the fuzzy impulsive control strategy with $V_{cc} = 2$ is applied.

4.5 Conclusions

In this chapter, we have proposed the fuzzy impulsive control strategy for the stabilization of higher order interpolative SDMs in which the occurrence of limit cycle behaviors and the effect of audible clicks are minimized. Since the effective poles of the loop filter are not affected by the control strategy, the SNR performance of the SDM is maintained or improved after control. Since we perform learning and training for the whole state vector, the controlled trajectory is guaranteed to be bounded no matter what the input step size, the initial condition and the filter parameters are. This means that for
any deviation of the initial condition within the training set, the state will still be inside the invariant set. This gives a high robustness of the proposed controller.

Comparisons between the fuzzy impulsive control strategy and some existing control strategies show that the fuzzy impulsive control strategy is more effective in terms of producing much higher SNR and efficient in terms of requiring less number of control forces applied to the system.
CHAPTER V. DESIGN OF INTERPOLATIVE SDMS VIA SEMI-INFINITE PROGRAMMING

Since the phase information of a loop filter is sometimes not important and difficult to be characterized for some applications, such as audio applications [4], an IIR filter is chosen in preference to an FIR filter as the loop filter. Moreover, if we employ an FIR filter, then the order of the filter required will be very high and the computational problem will become significant. On the other side, by employing an IIR filter, we can be benefited from the lower passband and stopband ripples of the filter as well. However, since rational IIR filters consist of both the numerator and denominator coefficients, there are some challenges for designing rational IIR filters.

5.1 Issues for designing IIR filter and loop filters in SDMs

The major issue of designing the loop filter of an SDM is to achieve high SNR with the guarantee of the boundedness of state variables. Since the SDM consists of a quantizer, which is a nonlinear component, there is no simple relationship among the SNR, maximum bound of the input signal and the filter parameters, particularly when the filter order is high. Hence, it is typical to achieve high SNR by achieving good responses of both the STF and the NTF, and to achieve the boundedness of the state variables by keeping the stability conditions of the STF and the NTF. The objective of our formulated problem is to formulate an SDM design problem as two optimization problems based on the characteristics of the STF and the NTF, the stopband characteristics of loop filters and the stability conditions of the STF and the NTF. In order to achieve the boundedness of the system states, equation (10) in [73] directly implies that an IIR filter is stable if the real part of the denominator function is positive, that is, the sum of the numerator and denominator polynomials of the loop filter transfer function has to be on the right hand side of the complex plane for all frequencies.
5.2 SIP

Note that the noise shaping characteristics, as well as the frequency selectivity of the filters, are defined in the frequency domain, so all the constraints are continuous. Hence, the optimization problem is actually a quadratic SIP problem.

Since the solution is required to satisfy the constraints for all frequencies, simple methods for solving finite number of discrete constraint problems do not apply.

The most common methods for solving SIP problems are discretization methods, local reduction methods, dual exchange methods, nondifferentiable optimization approaches and interior point methods. For the discretization methods, it is not guaranteed that the continuous constraints are satisfied among the discretized points [73]. Although the difference between the exact upper bound of discretized constraints and that of the corresponding continuous constraints vanishes as the number of grid points increases, the computational complexity increases. For the local reduction methods, they require a good initial guess of a solution sufficiently close to the optimal solution in order to ensure its local convergence. For the dual exchange methods, they may have numerical instabilities, which means, this method is not robust to numerical quantization. For the nondifferentiable optimization approaches, they are not efficient to solve smooth problems. For the interior point methods, they are not applicable if the number of constraints tends to infinity.

5.3 Dual parameterization method

The dual parameterization method [57] is to parameterize the measure in the dual problem so that it transforms a SIP problem into equivalent finite dimensional nonlinear programming problem via sequence of regular convex programs. That is, from primal problem P to dual problem D:

**Problem P**

\[
\min_x J(x) \\
\text{subject to} \quad A(\omega)x \leq C(\omega) \quad \text{where} \quad x \in \mathbb{R}^N, \ \forall \omega \in \Omega.
\]

**Problem D**

\[
\min_{(x, \sigma)} J'(x, \sigma)
\]
subject to $A(\sigma_i)x \leq C(\sigma_i)$ where $\sigma_i \in \mathbb{R}$ and for $i = 1, 2, \ldots, M$,

where $M$ is the number of discrete frequencies, $\sigma_i$ for $i = 1, 2, \ldots, M$ are the discrete frequencies, and $\sigma = [\sigma_1, \cdots, \sigma_M]^T$ is the frequency vector that is to be optimized.

Problem P and problem D are equivalent in the sense that once the stationary points in problem P are determined, it is guaranteed that all $\omega$ in problem P would satisfy the constraints in problem P, but these stationary points are unknown, so we optimally determine these turning points and denote them as $\omega_i$ in problem D.

For the implementation of the dual parameterization method, first of all, we initialize a sequence of index set. Next we compute a local optimal solution by solving a finite dimensional nonlinear programming problem. Finally, we compute the global optimal solution via a local search for the finite dual problem.

With dual parameterization method, global optimal solution that satisfies the corresponding continuous constraint is guaranteed if the solution exists. The advantages of solving the SIP problem via the dual parameterization method is that the stability of the NTF and the STF are guaranteed. Moreover, it can be applied to design real, rational, causal loop filters without imposing specific filter structures such as Laguerre filter and Butterworth filter structures, and the avoidance of the iterative design [73] between the numerator and the denominator coefficients, which cannot be guaranteed for the convergence. Our simulation results show that this proposed design approach yields a significant improvement in the SNR compared to the existing design approaches.

5.4 Problem formulation

The design problem is formulated into two different optimization problems. The first optimization problem is to determine the denominator coefficients via minimizing the passband energy of the denominator of the loop filter transfer function (excluding the DC poles), subject to the continuous constraint on the maximum modulus square of the denominator of the loop filter transfer function. The second optimization problem is to determine the numerator coefficients via minimizing the stopband energy of the numerator of the loop filter transfer function, subject to the continuous constraint on the stability conditions of the NTF and the STF.
In this section, we consider the interpolative SDM shown in Figure 1.4. We only consider a lowpass SDM with at least one DC pole in the transfer function of the loop filter. The frequency response of the loop filter is assumed to be as follows:

$$H(\omega) = \frac{e^{-j\omega} \sum_{m=0}^{M} b_{m} e^{-j\omega m}}{(1-e^{-j\omega}) \left(1 + \sum_{n=1}^{N} a_{n} e^{-j\omega n}\right)}.$$  \hspace{1cm} (5.1)

where $M$ and $N$ are the numbers of roots of the polynomials of $e^{-j\omega}$ in the numerator and denominator of the transfer function of the loop filter (excluding the DC poles and pure delay elements), respectively, $r$ is the number of DC poles, $a_{n}, b_{m}$ for $n = 1, 2, \cdots, N$ and $m = 0, 1, \cdots, M$ are the filter coefficients. In the following consideration, $a_{n}, b_{m} \in \mathbb{R}$, $r \geq 1$ and $N + r \geq M + 1$. The design problem is equivalent to finding appropriate sets of filter coefficients $a_{n}$ and $b_{m}$. Note that our design method can still be applied to the cases when the IIR filter is not causal or there is no DC pole in the transfer function.

By grouping the filter coefficients in the numerator and denominator as

$$x_{b} \equiv \begin{bmatrix} b_{0}, \cdots, b_{M} \end{bmatrix}^{T} \text{ and } x_{a} \equiv \begin{bmatrix} a_{1}, \cdots, a_{N} \end{bmatrix}^{T},$$ \hspace{1cm} (5.2)

respectively, and defining

$$\eta_{N}(\omega) \equiv \begin{bmatrix} 1, e^{-j\omega}, \cdots, e^{-jM\omega} \end{bmatrix}^{T},$$ \hspace{1cm} (5.3)

and

$$\eta_{D}(\omega) \equiv \begin{bmatrix} e^{-j\omega}, e^{-j2\omega}, \cdots, e^{-jN\omega} \end{bmatrix}^{T},$$ \hspace{1cm} (5.4)

then

$$H(\omega) = \frac{e^{-j\omega}(\eta_{N}(\omega)^{T} x_{b})}{(1-e^{-j\omega}) \left(1 + (\eta_{D}(\omega)^{T} x_{a})\right)}.$$ \hspace{1cm} (5.5)

The STF and NTF of the SDM can be expressed as

$$\text{STF}(\omega) = \frac{H(\omega)}{1 + H(\omega)} \text{ and } \text{NTF}(\omega) = \frac{1}{1 + H(\omega)},$$ \hspace{1cm} (5.6)

respectively. Denote the passband of the loop filter as $B_{p}$, which is the band of interest. For SDMs having a good SNR, the STF should be approximately equal to 1 and the NTF should be approximately equal to 0 for all frequencies in the passband of the loop filter.
This holds if \( \left| 1 + (\mathbf{n}_D(\omega))^\top \mathbf{x}_a \right| \to 0 \ \forall \omega \in B_p \). Hence, we can define the cost function as follows:

\[
J_a(x_a) = \int_{B_p} \left| 1 + (\mathbf{n}_D(\omega))^\top \mathbf{x}_a \right|^2 d\omega \\
= \int_{B_p} \left( (1 + x_a^\top (\mathbf{n}_D(\omega))^\top) + (\mathbf{n}_D(\omega))^\top \mathbf{x}_a \right) d\omega \\
= \int_{B_p} \left( (1 + (\mathbf{n}_D(\omega))^\top \mathbf{x}_a + (\mathbf{n}_D(\omega))^\top \mathbf{n}_D(\omega))^\top \mathbf{x}_a \right) d\omega ,
\]

(5.7)

where the superscript * denotes the transpose conjugate operator. Since \( x_a^\top (\mathbf{n}_D(\omega))^\top \mathbf{n}_D(\omega)^\top x_a \)

\[
= \left( \sum_{n=1}^{N} a_n e^{jna} \right) \left( \sum_{n=1}^{N} a_n e^{-jna} \right) \\
= \left( \sum_{n=1}^{N} a_n \cos n\omega + \sum_{n=1}^{N} j a_n \sin n\omega \right) \left( \sum_{n=1}^{N} a_n \cos n\omega - \sum_{n=1}^{N} j a_n \sin n\omega \right) \\
= \left( \sum_{n=1}^{N} a_n \cos n\omega \right) \left( \sum_{n=1}^{N} a_n \cos n\omega \right) - \left( \sum_{n=1}^{N} a_n \cos n\omega \right) \left( \sum_{n=1}^{N} j a_n \sin n\omega \right) \\
+ \left( \sum_{n=1}^{N} j a_n \sin n\omega \right) \left( \sum_{n=1}^{N} a_n \cos n\omega \right) - \left( \sum_{n=1}^{N} j a_n \sin n\omega \right) \left( \sum_{n=1}^{N} j a_n \sin n\omega \right) \\
= \left( \sum_{n=1}^{N} a_n \cos n\omega \right) \left( \sum_{n=1}^{N} a_n \cos n\omega \right) + \left( \sum_{n=1}^{N} j a_n \sin n\omega \right) \left( \sum_{n=1}^{N} a_n \sin n\omega \right) \\
= \mathbf{x}_a^\top \text{Re}(\mathbf{n}_D(\omega))\mathbf{n}_D(\omega)^\top \mathbf{x}_a + \mathbf{x}_a^\top \text{Im}(\mathbf{n}_D(\omega))\mathbf{n}_D(\omega)^\top \mathbf{x}_a \\
= \mathbf{x}_a^\top \left( \text{Re}(\mathbf{n}_D(\omega))\mathbf{n}_D(\omega)^\top \mathbf{x}_a + \text{Im}(\mathbf{n}_D(\omega))\mathbf{n}_D(\omega)^\top \mathbf{x}_a \right) \\
= \mathbf{x}_a^\top \left( \text{Re}(\mathbf{n}_D(\omega))\mathbf{n}_D(\omega)^\top + \text{Im}(\mathbf{n}_D(\omega))\mathbf{n}_D(\omega)^\top \right) \mathbf{x}_a
\]

the expression in (5.7) can be written in the following form

\[
J_a(x_a) = \frac{1}{2} x_a^\top \mathbf{Q}_a x_a + b_a^\top x_a + p_a ,
\]

(5.9)

which is a quadratic cost function, where

\[
\mathbf{Q}_a = 2 \int_{B_p} \left( \text{Re}(\mathbf{n}_D(\omega))\mathbf{n}_D(\omega)^\top + \text{Im}(\mathbf{n}_D(\omega))\mathbf{n}_D(\omega)^\top \right) d\omega ,
\]

(5.10)

\[
b_a = 2 \int_{B_p} \text{Re}(\mathbf{n}_D(\omega)) d\omega ,
\]

(5.11)
\[ p_a \equiv \int_{b_p} d\omega, \quad (5.12) \]

and \( Q_a \) is a positive definite matrix.

Although the cost function minimizes the energy of the function \( |1 + (\eta_D(\omega))^T x_a| \) over the passband of the loop filter, which reflects the error energy of the NTF over the passband, there may be a serious overshoot. If this case happens, then the SNR of the SDM will be degraded. To avoid this, a further constraint should be imposed, which bounds the function \( |1 + (\eta_D(\omega))^T x_a| \) in the passband. The constraint is given by

\[
|1 + (\eta_D(\omega))^T x_a|^2 \leq \delta \quad \forall \omega \in B_p, \quad (5.13)
\]

where \( \delta \) denotes the bound. (5.13) can further be represented as

\[
\frac{1}{2} x_a^T A_a(\omega)x_a + (c_a(\omega))^T x_a + q_a \leq 0 \quad \forall \omega \in B_p, \quad (5.14)
\]

where

\[
A_a(\omega) \equiv 2\left(\text{Re}(\eta_D(\omega))\text{Re}(\eta_D(\omega))^T + \text{Im}(\eta_D(\omega))\text{Im}(\eta_D(\omega))^T\right) \quad \forall \omega \in B_p, \quad (5.15)
\]

\[
c_a(\omega) \equiv 2 \text{Re}(\eta_D(\omega)) \quad \forall \omega \in B_p, \quad (5.16)
\]

and

\[
q_a \equiv 1 - \delta \quad \forall \omega \in B_p. \quad (5.17)
\]

Since \( A_a(\omega) \) is a positive definite matrix \( \forall \omega \in B_p \) and the constraint is continuous, the design of the denominator coefficients can be formulated as the following SIP problem:

**Problem (P_1)**

\[
\min_{x_a} J_a(x_a) = \frac{1}{2} x_a^T Q_a x_a + b_a^T x_a + p_a, \quad (5.18a)
\]

subject to

\[
\frac{1}{2} x_a^T A_a(\omega)x_a + (c_a(\omega))^T x_a + q_a \leq 0 \quad \forall \omega \in B_p. \quad (5.18b)
\]

Since the constraint function is convex in \( x_a \) and continuously differentiable with respect to both \( x_a \) and \( \omega \), the SIP problem can be solved by the dual parameterization method [57], which guarantees a global optimal solution that will satisfy the continuous quadratic constraint if the filter length is sufficiently long.
Although the characteristics of the NTF and STF are captured in the design, the stability of these two transfer functions and the frequency selectivity of the loop filter should also be considered. Our objective is to minimize the ripple energy of the loop filter in the stopband subject to the stability condition of both the STF and the NTF. Let the desired magnitude response of the loop filter be \( \tilde{H}(\omega) \). In order to have good frequency characteristics for the loop filter, we want to achieve \( |H(\omega)| \approx \tilde{H}(\omega) \), which implies that

\[
\left| \frac{e^{-j\omega}}{1-e^{-j\omega}} \right| \left| (\eta_N(\omega))^T x_s \right|^2 \approx \left| \tilde{H}(\omega) \right|^2 \\
\left| (\eta_N(\omega))^T x_s \right|^2 = \left| \frac{e^{-j\omega}}{1-e^{-j\omega}} \right|^2 \left| (\eta_D(\omega))^T x_s \right|^2.
\]

(5.19)

Since \( \tilde{H}(\omega) \) is zero in the stopband, the cost function can be formulated as

\[
J_b(x_s) = \int_{B_s} \left| (\eta_N(\omega))^T x_s \right|^2 d\omega,
\]

(5.20)

where \( B_s \) denotes the stopband of the loop filter. According to equation (10) in [73], the stability condition of the NTF and STF is

\[
\text{Re} \left( e^{-j\omega} (\eta_N(\omega))^T x_s + (1-e^{-j\omega}) \left( (\eta_D(\omega))^T x_s \right) \right) \geq 0 \quad \forall \omega \in [-\pi, \pi],
\]

(5.21)

which is equivalent to

\[
\text{Re} \left( \cos \omega - j \sin \omega \right) \left( \text{Re}(\eta_N(\omega)) - j \text{Im}(\eta_N(\omega)) \right)^T x_s + (1-e^{-j\omega}) \left( (\eta_D(\omega))^T x_s \right) \geq 0 \quad \forall \omega \in [-\pi, \pi]
\]

\[
\text{Re} \left( \cos \omega \text{Re}(\eta_N(\omega)) - j \sin \omega \text{Im}(\eta_N(\omega)) \right) x_s + \text{Re} \left( e^{-j\omega} (\eta_N(\omega))^T x_s \right) \geq 0 \quad \forall \omega \in [-\pi, \pi]
\]

\[
(\cos \omega \text{Re}(\eta_N(\omega)) - j \sin \omega \text{Im}(\eta_N(\omega))) x_s + \text{Re} \left( (1-e^{-j\omega}) (\eta_D(\omega))^T x_s \right) \geq 0 \quad \forall \omega \in [-\pi, \pi]
\]

\[
(\eta_N'(\omega))^T x_s + \text{Re} \left( (1-e^{-j\omega}) (\eta_D(\omega))^T x_s \right) \geq 0 \quad \forall \omega \in [-\pi, \pi],
\]

(5.22)

where

\[
\eta_N'(\omega) \equiv \left[ \cos \omega, \cos 2\omega, \cdots, \cos(M+1)\omega \right]^T.
\]

(5.23)

Hence, the optimization problem can be represented as the following SIP problem:

**Problem (P_2)**
\[
\min_{x_b} \quad J_b(x_b) = \frac{1}{2} x_b^T Q_b x_b ,
\]
subject to \( A_b(\omega)x_b + c_b(\omega) \leq 0 \quad \forall \omega \in [-\pi, \pi] ,
\]
where
\[
Q_b \equiv 2 \int_{\beta_b} \left[ \text{Re}(n_1(\omega)) \text{Re}(n_2(\omega)) + \text{Im}(n_1(\omega)) \text{Im}(n_2(\omega)) \right] d\omega ,
\]
\[
A_b(\omega) \equiv -\left( n_1'(\omega) \right)^T \forall \omega \in [-\pi, \pi] ,
\]
and
\[
c_b(\omega) \equiv -\text{Re}\left( \left( 1 - e^{-j\omega} \right) \left( 1 + (n_1(\omega))^T x_n \right) \right) \forall \omega \in [-\pi, \pi] .
\]

Problem \( P_1 \) does not depend on the numerator coefficients, so the global optimal solution of problem \( P_1 \) can be obtained via the dual parameterization method \([57]\). Since the denominator coefficients are obtained from solving problem \( P_1 \), the global optimal solution of problem \( P_2 \) can then be obtained similarly. In this formulation, iterative design of the numerator and denominator coefficients is avoided. This is advantageous because convergence of the iterative design is usually not guaranteed.

### 5.5 Simulation results

To compare our design with the existing optimal designs, similar cost function and constraints should be used. However, few of them have the exactly same cost function and constraints. The most related existing design approach is the one based on the Butterworth filter structure or the Chebyshev filter structure because these two design methods employ SNR as the performance criterion.

Consider a fifth order SDM with a DC pole and a pure delay multiplied in the numerator of the loop filter transfer function and an OSR of 64, that is, \( M = 5 \quad N = 4 \), \( r = 1 \), \( B_p = \left[ -\frac{\pi}{64}, \frac{\pi}{64} \right] \) and \( B_s = \left[ -\pi, \pi \right] \left[ -\frac{\pi}{64}, \frac{\pi}{64} \right] \). We choose this configuration because this order of SDM and this value of OSR are typical in many audio applications \([4]\). It can be seen from Figure 5.1 that the maximum bound on \( |1 + (n_1(\omega))^T x_n| \) for the design using the Chebyshev filter structure \([74]\) is \( 1.9101 \times 10^{-12} \), while the design using the Butterworth structure is \( 1.5203 \times 10^{-12} \). Hence, we would expect that our result should
achieve the error bounded by $10^{-12}$ $\forall \omega \in B_p$. By selecting $\delta = 10^{-12}$, the optimal SDM design problem can now be formulated as SIP problems and these problems can be solved via the dual parameterization method [57]. According to the simulation, it is found that our design can achieve the error bounded by $9.6658 \times 10^{-13}$, as shown in Figure 5.1. It is worth noting that the design based on the Chebyshev filter structure or the Butterworth filter structure has a larger response value on the first lobe, while our design has a larger value on the second lobe. This implies that our design has a higher ability to shape the noise towards the high frequency band compared to the existing designs.

Figure 5.1 Comparison of the noise energies $\left|1 + (n_B(\omega))^T x_s\right|^2$ of the passbands of the magnitude responses of different design approaches.

Figure 5.2 shows the SNRs of our design and the optimal designs using the Butterworth filter structure and the Chebyshev filter structure [74] based on sinusoidal inputs with input frequency equal to $\frac{2}{3}$ of the passband bandwidth. It can be seen from Figure 5.2 that our design can achieve an average of 5.0187dB improvement compared to that of [74] and 3.6639dB improvement compared to that of using Butterworth filter
structure when these SDMs operate normally. It is also worth noting that the system states of the design via the Chebyshev filter structure [74] diverges when the input sinusoidal magnitude is over 0.67, and that of the design via the Butterworth structure diverges at 0.61, while our design operates normally before 0.69. From the comparison, we can see that our design sustains a higher SNR as well as a higher input upper bound for bounded system states. It is found that the magnitude of the poles of the STF and the NTF of our design are 0.9928, 0.9928, 0.8556, 0.8556 and 0.6143, respectively, in which all are strictly inside the unit circle. Hence, the transfer functions are strictly stable.

Figure 5.2 Comparison of the SNRs among different design approaches.

Figure 5.3 shows the NTFs of our proposed design, the design via the Chebyshev filter structure [74] and the design via the Butterworth filter structure with the OSR at 64 and Nyquist sampling rate at 44.1kHz [4]. According to the simulation results, we can see that our design produces at least 9.0146dB improvement on the passband of the loop filter in comparison to the design in [74] and 4.6748dB improvement in comparison to the design using Butterworth filter structure. These are significant improvements on the suppression of the noise on the frequency band we are interested.
5.6 Conclusions

In this chapter, we have formulated SDM design problems as SIP problems and solved the problems via the dual parameterization method. The advantages of this formulation are the guarantee of the stability of NTF and STF given that the filter length is sufficiently long, applicability to design rational IIR filters without imposing specific filter structures such as Laguerre filter and Butterworth filter structures, and the avoidance of the nonconvergent iterative design of the numerator and the denominator coefficients. Our simulation results show that the proposed design yields a significant improvement in the SNR and achieves a higher stable input range compared to the existing designs.
CHAPTER VI. CONCLUSIONS AND FUTURE RESEARCH

In the thesis, the analysis, design and control of SDM is a very important process both to ensure robustness of the system to the environment and good stability and SNR performance. From engineering point of view, the analysis process determines the effect of the change of parameters such as the number of bits of the quantizer. The SDM usually employs a single bit quantizer that allows a fast operation for the system. We found that the existence of multibit quantizer in the SDM can be an important role because SDMs with single bit quantizer is not robust to noise after we treat the noise as an input to the system. One may consider the use of a multibit quantizer when the additive white gaussian noise level is significantly high. The design process involves some subjective factors that the SDM is difficult to be optimized. The noise is a subjective factor to the performance. The control process must satisfy different objectives that possess an intelligent control to the system. From mathematical point of view, the SDM can be described by state space model which involves the mathematics of advanced linear algebra. The state space model allows us to consider the poles of the system that decides the stability of the system and the SNR performance as well. Overall, the research involves important issues from engineering and mathematical aspects.

The main objective of this thesis is to raise up the performances of SDM. To achieve this goal, nonlinear analysis (Chapter 2 and Chapter 3), control (Chapter 4) and design (Chapter 5) of the SDMs are the three common directions. In Chapter 2 and 3, we derived the state space equations for the SDM so that a better performance can be obtained in a chaotic but stable regime (Chapter 2 and 3) and the control (Chapter 4) and design (Chapter 5) objectives could be achieved. Chapter 2 showed that the SDM can be operated in chaotic regime, while Chapter 3 derived the conditions for the SDM to achieve chaotic but stable and high performance. When the conditions for a chaotic but stable operation of the SDM is not valid, we need to perform control (Chapter 4) that can force the SDM to operate in chaotic but stable regime. In Chapter 4, we perform the control for the SDM with existing filters. In Chapter 5, we design the filter for the SDM by numerical approach.
Some new results on multi-bit bandpass SDMs have been presented. It is found that elliptic fractal pattern of a bandpass SDM may be exhibited on the phase plane even though the saturation region of the quantizer is not activated and a high bit quantizer is used. Although we assume a constant input to the bandpass SDM, in real situation, the input signal is composed of noise that we cannot ignore. So when the number of bits of the quantizer increases, we will expect that the output of the quantizer is corrupted with noise. However, in this investigation, we show that a deterministic but nonlinear complex behavior is possible to occur so that the SDM operates normally. This allows us to avoid the effect of noise from the input if we can utilize this properly. This means that we will be able to avoid unwanted behavior to occur if we force the state of the SDM to be elliptic fractal state. In addition, we have found that a bit change in the quantizer can change the behavior of the system dramatically. For example, a bandpass SDM can change the behavior from limit cycle to elliptic fractal with only a single bit change of its quantizer. Therefore, intuitively, we are able to operate the bandpass SDM normally or even boost up the performance of the bandpass SDM by allowing a bit change of the quantizer.

Limit cycle behavior and unstable behavior directly affect the SDM performance. The conditions for avoiding limit cycle to occur and maintaining the overall system stability have been developed in Section 3.2 in Chapter 3. The optimal impulsive control problem, in which to minimize the change of the state before and after the impulsive control force is applied, subject to the avoidance of limit cycle behaviour and stability condition, has been developed in Section 3.2 in Chapter 3. From the understanding point of view of the problem formulation, further constraints can be imposed to the optimal impulsive control problem so that the controlled state can virtually fully satisfies the control objectives. For examples, clipping control cannot fully satisfy the control objectives when the controlled state is determined. However, by determining the forward dynamics and backward dynamics of the controlled system, in which these dynamics are defined in Section 3.2 in Chapter 3, then although at the moment of determining the controlled state the clipping control cannot fully satisfy the control objectives, there is space to explore for the existence and uniqueness of these dynamics. In this stage, the
forward and backward dynamics of clipping control will be investigated to justify their applications to sigma delta modulators.

We have accounted for the occurrence of near fractal and near chaotic patterns for a bandpass SDM with strictly stable system matrices. If the period of the limit cycles is larger than the difference of the phase portrait between the near fractal and the real fractal behaviors, or the difference between the near chaotic and the real chaotic behaviors are visually indistinguishable, then near fractal and near chaotic patterns will occur. Some interesting results have been found. First, for a periodic output sequence, the steady state period of the state space variables must be equal to the period of the symbolic sequence. This implies that all the periodic points cannot be in the same quadrant. If the system state converges to some fixed points on the phase portrait, then these fixed points will depend on the initial condition indirectly. One implication of these results is that we can generate signals with rich frequency spectra by using strictly stable system matrices in order to suppress unwanted tones generated by their quantizers with the guarantee of the bounded system states.

We have proposed a fuzzy impulsive control strategy for the stabilization of higher order interpolative SDMs in audio applications. The main advantage of this control strategy is that the effective poles of the loop filter are not affected, and so the SNR performance of the SDMs is maintained or improved after the control. The controlled trajectory is guaranteed to be bounded no matter what the input step size is and what the filter parameters and the initial conditions are. The bounded region can also be altered easily. Examples of higher order interpolative SDMs have been given to demonstrate the effective performance of the proposed control strategy. The main implication of fuzzy impulsive control is to achieve a bounded state trajectory and avoid the occurrence of limit cycles simultaneously, in which linear control strategies usually fail to stabilize the system for all initial conditions, input and system parameters, and simple nonlinear control strategies usually result in the occurrence of limit cycles. Impulsive control can stabilize the system by changing the state instead of changing the system. Once the state of the system goes to the invariant set, the system is guaranteed to be stable forever. Although the invariant set is well defined, the control rules for the
impulsive control force are fuzzy. Therefore, fuzzy impulsive control is proposed to determine where the state should be set so that the system performance can be sustained.

We have also formulated the SDM design problem as SIP problems and solve the problems via the dual parameterization method. The advantages of this formulation are the guarantee of the stability of the NTF and the STF if the solution exists, applicability to the design of rational IIR filters without imposing specific filter structures such as Laguerre filter and Butterworth filter structures, and the avoidance of the iterative design of numerator and the denominator coefficients, because the convergence of the iterative design is not guaranteed. Our simulation results show that the proposed design yields a significant improvement in the SNR compared to the existing designs. The main implication from the numerical simulation of the SIP design technique is that higher SNR can be achieved if continuous constraints are imposed on the stability of the NTF and the STF, as well as the frequency selectivity of the filter.

When we design the SDM, in order to achieve the boundedness of the system states, the real part of the sum of the numerator and denominator polynomials of the loop filter transfer function has to be positive for all frequencies. We can consider the avoidance of the stability and the unwanted nonlinear behaviors of the SDM by including the conditions which was defined in Section 3.3 in Chapter 3. Then the optimization Problem (P₁) in equation (5.18) can be reformulated as follows.

Problem (P₁)

\[
\text{min } J = J_a(x_a) + f_1(x'(k_0 + 1), x')
\]

where \( J_a(x_a) = \frac{1}{2} x_a^T Q_a x_a + b_a^T x_a + p_a \)

and \( f_1(x'(k_0 + 1), x') \) which is defined in (5.27)

subject to

\[
\frac{1}{2} x_a^T A_a(\omega) x_a + (c_a(\omega))^T x_a + q_a \leq 0 \quad \forall \omega \in B_p.
\]

and

\[
x'(k_0 + 1) \leq 1 - \left( \prod_{i=1}^{N} f_i(x'(k_0 + 1), x') \right)^{1/N}
\]

where \( x'(k_0 + 1) \in \mathbb{R}^N \setminus B_0 \)
We summarized our works as follows.

In the existing works on the occurrence of elliptic fractal patterns, it was shown in single bit bandpass SDMs only. In our work, we further showed that it does occur in multi-bit bandpass SDMs. Although a similar work was showed for the digital filter with two’s complement arithmetic, it referred to the state when it changes from finite state machine to infinite state machine, while it referred to the state when it changes from lower bit quantizer to higher bit quantizer for the case of unsaturated bandpass SDMs. This is an interesting phenomena we have explored.

In the existing works, unstable poles are usually placed in SDMs to achieve fractal and chaotic behaviors to suppress unwanted tones from limit cycle behaviors. In our works, we have shown that near fractal or near chaotic signal can be generated by placing strictly stable poles to the SDMs. We can also guarantee the global boundedness of the system states.

In the existing works, the stable behaviors of the SDMs are usually controlled by strictly changing the systems, that is, changing the effective poles of the loop filters. It was shown that it is possible to control the SDMs without changing the systems by simply resetting the state each time when the states become unbounded. However, this led to the occurrence of unwanted tones. In our work, we proposed a more sophisticated approach. We only have to reset the states once when the states become unbounded to control the global boundedness of the states of the SDMs.

In the existing works, certain structures of the loop filters were proposed in the sub-optimal designs. In our works, we formulated the design problem as two optimization problems and we solved these SIP problems via dual parameterization approach. We showed that the performance of the SDMs can be greatly improved.

The shortcomings of my results are that it takes an infinite number of iterations to determine whether a point is in the invariant set defined in (4.24) or not. This is not practical. Hence, one possible future extension of the current work is to develop an efficient algorithm for characterising the invariant set.

One more possible future extension of the current work on design of sigma delta modulation is to design a bank of sigma delta modulators. By modulating the input signal to different frequency bands and designing a bank of filters so that the signal transfer
functions and the noise transfer functions are separated. As different frequency bands are exploited, higher SNR may be achieved.

Another possible future research is to generalize the stability of the symbolic dynamical systems. In our works, I only focus on the stability study of sigma delta modulators. Besides, we will look at the locations of the centre of the elliptical fractal regions.
For (i) implies (ii), since
\[ \forall p, M \in \mathbb{Z}^+ \text{ and } \forall k \geq 0, \ x(k + pM) = A^{pM}x(k) + \sum_{n=0}^{pM-1} A^{pM-n}B(u - s(k + n)), \]
by expanding the summation, we have \( \forall p, M \in \mathbb{Z}^+ \text{ and } \forall k \geq 0, \)
\[ x(k + pM) = A^{pM}x(k) + \frac{A^{pM-1}B(u - s(k)) + \cdots + A^{pM-1-(M-1)}B(u - s(k - (M - 1)))}{M} \]
\[ A^{pM-1}B(u - s(k - M)) + \cdots + A^{pM-1-(2M-1)}B(u - s(k - (2M - 1))) + \cdots + A^{pM-1-(pM-1)}B(u - s(k - (pM - 1))) \]
This further implies that \( \forall p, M \in \mathbb{Z}^+ \text{ and } \forall k \geq 0, \)
\[ x(k + pM) = A^{pM}x(k) + \frac{A^{(p-1)M}A^{M-1}B(u - s(k)) + \cdots + A^{(p-1)M}B(u - s(k - (M - 1))) + \cdots + A^{0}B(u - s(k - (pM - 1)))}{M} \]
From (i), since \( s(k_0 + qM + n) = s(k_0 + n) \) for \( q = 0, 1, \cdots, p - 1 \) and for \( n = 0, 1, \cdots, M - 1, \)
we have \( \forall p, M \in \mathbb{Z}^+, \)
\[ x(k_0 + pM) = A^{pM}x(k_0) + (A^{(p-1)M} + A^{(p-2)M} + \cdots + A^{0})\sum_{n=0}^{M-1} A^{M-1-n}B(u - s(k_0 + n)). \]
From equation (3.3), we have \( \forall p, M \in \mathbb{Z}^+ \text{ and } \forall k \geq 0, \)
\[ x(k_0 + pM) = TD^{pM}T^{-1}x(k_0) + T(D^{(p-1)M} + D^{(p-2)M} + \cdots + D^{0})\sum_{n=0}^{M-1} D^{M-1-n}T^{-1}B(u - s(k_0 + n)), \]
which further implies that
\[ x(k_0 + pM) = TD^{pM}T^{-1}x(k_0) + \sum_{n=0}^{M-1} TD^{M-1-n}\left(\sum_{m=0}^{p-1} D^{mM}\right)T^{-1}B(u - s(k_0 + n)). \]
Hence, from (3.7), we have:
\[ \lim_{p \to +\infty} x(k_0 + pM) = x_0^*. \]
From (3.8), we have
\[ x_{i+1}^* = Ax_i^* + B(u - s(k_0 + i)) \text{ for } i = 0, 1, \cdots, M - 2. \]
Hence, 

\[
\lim_{k \to +\infty} x(kM + k_0 + i) = x_i^* \text{ for } i = 0, 1, \cdots, M - 1
\]

and completes the proof of this part.

For (ii) implies (i), since 

\[
\lim_{k \to +\infty} x(kM + k_0 + i) = x_i^* \text{ for } i = 0, 1, \cdots, M - 1,
\]

then \( \exists k_i \geq 0 \) such that 

\[ Q(x(kM + k_0 + i)) = Q(x_i^*) \text{ for } k \geq k_i \text{ and } i = 0, 1, \cdots, M - 1. \]

This implies that \( s(k_0 + kM + i) = s(k_0 + i) \) for \( k \geq k_i \). This completes the proof of this part.

For (ii) implies (iii), since 

\[
\lim_{k \to +\infty} x(kM + k_0 + i) = x_i^* \text{ for } i = 0, 1, \cdots, M - 1,
\]

then \( \exists k_i \geq 0 \) such that 

\[ Q(x(kM + k_0 + i)) = Q(x_i^*) \text{ for } k \geq k_i \text{ and } i = 0, 1, \cdots, M - 1. \]

By the definition of \( \Xi \) in (iii), we have \( x(0) \in \Xi_1 \). Hence, this completes the proof of this part.

For (iii) implies (i), since \( x(0) \in \Xi_1 \), this implies that 

\[ Q(x(kM + k_0 + i)) = Q(x_i^*) \text{ for } k \geq 0 \text{ and for } i = 0, 1, \cdots, M - 1 \]

is equivalent to \( s(k_0 + kM + i) = s(k_0 + i) \) for \( k \geq 0 \). Hence, it completes the proof of this part. And this completes the whole proof of the lemma. \( \square \)
APPENDIX B

According to Lemma 1, if a periodic sequence is admissible, then

\[ s(k_0 + M + i) = s(k_0 + i) \quad \forall i \geq 0. \]

Since

\[
x^*_0 = \sum_{n=0}^{M-1} TD^{M-1-n} \left( \lim_{p \to +\infty} \sum_{m=0}^{p-1} D^{mM} \right) T^{-1} B(u - s(k_0 + n))
\]

\[
= \sum_{n=0}^{M-1} T \left( \lim_{p \to +\infty} \sum_{m=0}^{p-1} D^{mM} \right) D^{M-1-n} T^{-1} B(u - s(k_0 + n))
\]

\[
= T \left( \lim_{p \to +\infty} \sum_{m=0}^{p-1} D^{mM} \right) \sum_{n=0}^{M-1} D^{M-1-n} T^{-1} B(u - s(k_0 + n))
\]

\[
= \left( \lim_{p \to +\infty} \sum_{m=0}^{p-1} A^{mM} \right) \sum_{n=0}^{M-1} A^{M-1-n} B(u - s(k_0 + n))
\]

\[
= (I - A^{M})^{-1} \left( \lim_{p \to +\infty} A^{pM} \right) \sum_{n=0}^{M-1} A^{M-1-n} B(u - s(k_0 + n))
\]

\[
= (I - A^{M})^{-1} \sum_{n=0}^{M-1} A^{M-1-n} B(u - s(k_0 + n))
\]

We have

\[
x^*_0 = A^{M} x^*_0 + \sum_{n=0}^{M-1} A^{M-1-n} B(u - s(k_0 + n)).
\]

As

\[
x^*_{i+1} = Ax^*_i + B(u - s(k_0 + i)) \quad \text{for} \quad i = 0, 1, \ldots, M - 2,
\]

this implies that

\[
x^*_i = A^{M} x^*_i + \sum_{n=0}^{M-1} A^{M-1-n} B(u - s(k_0 + i + n)) \quad \text{for} \quad i = 0, 1, \ldots, M - 1
\]

\[
= (I - A^{M})^{-1} \sum_{n=0}^{M-1} A^{M-1-n} B(u - s(k_0 + i + n)) \quad \text{for} \quad i = 0, 1, \ldots, M - 1
\]

\[
= (I - A^{M})^{-1} \sum_{n=0}^{M-1} A^{M-1-n} B(u - s(k_0 + i + n)) \quad \text{for} \quad i = 0, 1, \ldots, M - 1
\]

\[
= (I - A^{M})^{-1} \left( I - A^{M} \right) \sum_{n=0}^{M-1} A^{M-1-n} B(u - s(k_0 + i + n)) \quad \text{for} \quad i = 0, 1, \ldots, M - 1
\]
\[ (I - A)^{-1}Bu - \sum_{j=0}^{M-1} A^{\text{mod}(i-1,j,M)}(I - A^M)^{-1}Bs(k_0 + j) \text{ for } i = 0, 1, \ldots, M - 1. \]

This further implies that

\[
\begin{bmatrix}
\mathbf{x}_0 \\
\mathbf{x}_1 \\
\vdots \\
\mathbf{x}_{M-1}
\end{bmatrix} =
\begin{bmatrix}
(I - A)^{-1}Bu \\
(I - A)^{-1}Bu \\
\vdots \\
(I - A)^{-1}Bu
\end{bmatrix}
\begin{bmatrix}
A^{M-1}(I - A^M)^{-1}B \\
A^{M-2}(I - A^M)^{-1}B \\
\vdots \\
A(1-A^M)^{-1}B
\end{bmatrix}
\begin{bmatrix}
s(k_0) \\
s(k_0 + 1) \\
\vdots \\
s(k_0 + M - 1)
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
(I - A)^{-1}Bu \\
(I - A)^{-1}Bu \\
\vdots \\
(I - A)^{-1}Bu
\end{bmatrix}
\begin{bmatrix}
A^{M-1}(I - A^M)^{-1}B \\
A^{M-2}(I - A^M)^{-1}B \\
\vdots \\
A(1-A^M)^{-1}B
\end{bmatrix}
\begin{bmatrix}
s(k_0) \\
s(k_0 + 1) \\
\vdots \\
s(k_0 + M - 1)
\end{bmatrix}
\]

Hence, equation (3.15) is satisfied and this completes the proof. \[\blacksquare\]
APPENDIX C

Denote $Q \equiv I - A^p$. Since $A = TDT^{-1}$, we have:

$$ QT = (I - A^p)T = (TT^{-1} - TD^pT^{-1})T = T(I - D^p)T^{-1}T = T(I - D^p). $$

As $\lambda_{1+N-n_d} = e^{rac{2\pi i}{p}}$ for $k \in Z$ and $i=1,2,\ldots,n_d$, we have

$$ QT = T \begin{bmatrix} 1 - \lambda_i^p & 0 & \cdots & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & 1 - \lambda_{N-n_d}^p & \cdots & \vdots \\ \vdots & \ddots & \ddots & 0 & \vdots \\ 0 & \cdots & \cdots & 0 & 0 \end{bmatrix}. $$

Since $T = [\xi_1, \ldots, \xi_N]$, we have

$$ QT = \left[ (1 - \lambda_i^p)\xi_1, \ldots, (1 - \lambda_{N-n_d}^p)\xi_{N-n_d}, 0, \ldots, 0 \right] $$

and

$$ \text{rank}(QT) = \text{rank}\left( [(1 - \lambda_i^p)\xi_1, \ldots, (1 - \lambda_{N-n_d}^p)\xi_{N-n_d}, 0, \ldots, 0] \right). $$

Since $T$ is a full rank matrix, $\{\xi_1, \ldots, \xi_{N-n_d}\}$ are linearly independent. As $1 - \lambda_i^p \neq 0$ for $i=1,2,\ldots,N-n_d$, $\text{rank}(QT) = N-n_d$. However, $\text{rank}(QT) \leq \text{rank}(Q)$. Hence, $\text{rank}(Q) \geq N-n_d$. Since

$$ Q = \left[ (1 - \lambda_i^p)\xi_1, \ldots, (1 - \lambda_{N-n_d}^p)\xi_{N-n_d}, 0, \ldots, 0 \right]T^{-1}, $$

$\text{rank}(Q) \leq N-n_d$. Hence, $\text{rank}(Q) = N-n_d$. As a result, the number of linearly independent rows in the matrix $I - A^p$ is $N-n_d$.

Since $\Psi_p \neq \emptyset$, $\exists x(0) \in \mathbb{R}^N$ such that $r_i x(k_0) = L_i$ for $i=1,2,\ldots,N-n_d$. As

$$ \sum_{j=1}^{N-n_d} c_{ij} L_j = L_{N-n_d+n} \quad \text{for} \quad n=1,2,\ldots,n_d, \quad \sum_{j=1}^{N-n_d} c_{ij} r_i x(k_0) = L_{N-n_d+n} \quad \text{for} \quad n=1,2,\ldots,n_d. $$

Since

$$ \sum_{j=1}^{N-n_d} c_{ij} r_i = r_{N-n_d+n} \quad \text{for} \quad n=1,2,\ldots,n_d, \quad r_{N-n_d+n} x(k_0) = L_{N-n_d+n} \quad \text{for} \quad n=1,2,\ldots,n_d. $$

Hence,

$$ r_i x(k_0) = L_i \quad \text{for} \quad n=1,2,\ldots,N. $$

This implies that
\[(I - A^r)x(k_0) = \sum_{j=0}^{P-1} A^{P-1-j} B(u(k_0 + j) - s(k_0 + j)), \]

or

\[x(k_0) = A^r x(k_0) + \sum_{j=0}^{P-1} A^{P-1-j} B(u(k_0 + j) - s(k_0 + j)).\]

From (5.8), we have

\[x(k_0 + P) = A^r x(k_0) + \sum_{j=0}^{P-1} A^{P-1-j} B(u(k_0 + j) - s(k_0 + j)),\]

we have \(x(k_0) = x(k_0 + P).\) Hence, the SDMs exhibit limit cycle behaviors with period \(P\) for \(k \geq k_0.\) And \(\Psi_p\) is the corresponding nonempty set of initial conditions.

When \(\Psi_p = \emptyset\) or \(\exists n \in \{1, 2, \ldots, n_p\} \text{ such that } \sum_{i=1}^{N-n_x} c_{i,n} L_i \neq L_{N-n_x+n},\) then there does not exist \(x(0)\) such that \(x(k_0 + P) = x(k_0).\) Hence, there will not exist any fixed point or periodic state sequence, and this completes the proof. \(\blacksquare\)
APPENDIX D

If $|x'(k)| > |p_n|$, or $|x'(k)| < |p_n|$ and $Q(a_n, b_n) = -1$, then the forward and backward dynamics of the SDMs are defined. Consequently, $\wp$ is well defined. $\forall x(0) \in \wp$ , $\exists x(0) \in \wp$ because the forward dynamics exists. This implies $\exists (\wp) \subseteq \wp$ . $\forall x(0) \in \wp$ , $\exists x(1) \in \wp$ $\exists (x(-1)) = x(0)$ because the backward dynamics exists. This implies $\exists (\wp) \supseteq \wp$ . Hence, $\exists (\wp) = \wp$ and $\wp$ is an invariant set under the system mapping. This completes the proof.
APPENDIX E

It can be seen that $\forall u \in \mathbb{R}, \forall x(0) \in \mathbb{R}^N, \forall a_i \in \mathbb{R}$ for $i = 0, 1, \cdots, N, \forall b_j \in \mathbb{R}$ for $j = 1, \cdots, N, \forall k_0 \geq 0$ and $\forall x^c(k_0 + 1) \in B_0,$ $\mu_{\text{distance}}(x^c(k_0 + 1)) > 0$ and $\mu_{\text{stable}}(x^c(k_0 + 1)) > 0.$ If $\text{PER}(k_0) \cap B_0 = B_0$ or $\text{PER}(k_0) \cap B_0 = \emptyset,$ then $\mu_{\text{aperiodic}}(x^c(k_0 + 1)) > 0.$ Although $\mu_{\text{aperiodic}}(x^c(k_0 + 1)) = 0$ if $\text{PER}(k_0) \cap B_0 \neq B_0$ and $x(k_0 + 1) \in B_0 \cap \text{PER}(k_0),$ since $\text{PER}(k_0) \cap B_0 \neq B_0,$ $\exists x^c(k_0 + 1) \in B_0 \setminus \text{PER}(k_0)$ such that $\mu_{\text{aperiodic}}(x^c(k_0 + 1)) > 0.$ Hence, $\exists x^c(k_0 + 1) \in B_0 \setminus \text{PER}(k_0)$ such that $\mu_{x(k_0+1)}(x^c(k_0 + 1)) > 0.$ As a result, if $Ax(k_0) + B(u - Q(x(k_0))) \in \mathbb{R}^N \setminus B_0,$ then the fuzzy impulsive controller will reset the system state of the loop filter to $x^c(k_0 + 1)$ where $x^c(k_0 + 1) \in B_0.$ If $Ax(k_0) + B(u - Q(x(k_0))) \in B_0,$ since no control force is applied to the SDM, $x^c(k_0 + 1) = x(k_0 + 1) \in B_0.$ Hence, $x^c(k) \in B_0$ for $k \geq k_0.$ Thus, $x^c(k) \in B_0$ for $k > 0.$ And this completes the proof.
APPENDIX F

Since \( \forall \pi \in \mathbb{R}, \ \forall x(0) \in \mathbb{R}^N, \ \forall a_i \in \mathbb{R} \) for \( i = 0, 1, \ldots, N \) and \( \forall b_j \in \mathbb{R} \) for \( j = 1, \ldots, N \), \( x(k) \in B_0 \) for \( k > 0 \). Since the maximum distance between any points in \( B_0 \) is less than or equal to \( 2\sqrt{ccN} \), this completes the proof.
Since $PER(k) \cap B_0 \neq B_0$, $\mu_{aperiodic}(x^c(k+1)) \neq 0$. Hence, $\exists M > 0$ such that $x^c(k) = x^c(k + M)$ for $k > k_0$, and this completes the proof.
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