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#### Abstract

In this paper, we obtain a reverse version of the integral Hardy inequality on metric measure space with two negative exponents. Also, as for applications we show the reverse Hardy-Littlewood-Sobolev and the Stein-Weiss inequalities with two negative exponents on homogeneous Lie groups and with arbitrary quasi-norm, the result which appears to be new already in the Euclidean space. This work further complements the ranges of $p$ and $q$ (namely, $q \leq p<0$ ) considered in [35] and [36], where one treated the cases $1<p \leq q<\infty$ and $p>q$, respectively.


## 1. Introduction

In the famous work [19], G.H. Hardy showed the following (direct) integral inequality:

$$
\begin{equation*}
\int_{a}^{\infty} \frac{1}{x^{p}}\left(\int_{a}^{\infty} f(t) d t\right)^{p} d x \leq\left(\frac{p}{p-1}\right)^{p} \int_{a}^{\infty} f^{p}(x) d x \tag{1.1}
\end{equation*}
$$

where $f \geq 0, p>1$, and $a>0$. The subject of the Hardy inequalities has been extensively investigated and we refer to the book [27].

We refer to direct inequalities $[7,9,10,16,27,26,28,32]$ and to the reverse inequalities $[2,17$, 25, 29, 34].

The main goal of this paper is to extend the reverse Hardy inequalities to general metric measure space with two negative exponents. More specifically, we consider metric spaces $\mathbb{X}$ with a Borel measure $d x$ allowing for the following polar decomposition at $a \in \mathbb{X}$ : we assume that there is a locally integrable function $\lambda \in L_{l o c}^{1}$ such that for all $f \in L^{1}(\mathbb{X})$ we have

$$
\begin{equation*}
\int_{\mathbb{X}} f(x) d x=\int_{0}^{\infty} \int_{\Sigma_{r}} f(r, \omega) \lambda(r, \omega) d \omega_{r} d r \tag{1.2}
\end{equation*}
$$

for some set $\Sigma_{r}=\{x \in \mathbb{X}: d(x, a)=r\} \subset \mathbb{X}$ with a measure on it denoted by $d \omega$, and $(r, \omega) \rightarrow a$ as $r \rightarrow 0$.

The condition (1.2) is rather general (see [35]) since we allow the function $\lambda$ to depend on the whole variable $x=(r, \omega)$. Since $\mathbb{X}$ does not necessarily have a differentiable structure, the function $\lambda(r, \omega)$ can not be in general obtained as the Jacobian of the polar change of coordinates. However, if such a differentiable structure exists on $\mathbb{X}$, the condition (1.2) can be obtained as the standard polar

[^0]decomposition formula. In particular, let us give several examples of $\mathbb{X}$ for which the condition (1.2) is satisfied with different expressions for $\lambda(r, \omega)$ :
(I) Euclidean space $\mathbb{R}^{n}: \lambda(r, \omega)=r^{n-1}$.
(II) Homogeneous groups: $\lambda(r, \omega)=r^{Q-1}$, where $Q$ is the homogeneous dimension of the group. Such groups have been consistently developed by Folland and Stein [14], see also an up-to-date exposition in [12] and [41].
(III) Hyperbolic spaces $\mathbb{H}^{n}: \lambda(r, \omega)=(\sinh r)^{n-1}$.
(IV) Cartan-Hadamard manifolds: Let $K_{M}$ be the sectional curvature on ( $M, g$ ). A Riemannian manifold ( $M, g$ ) is called a Cartan-Hadamard manifold if it is complete, simply connected and has non-positive sectional curvature, i.e., the sectional curvature $K_{M} \leq 0$ along each plane section at each point of $M$. Let us fix a point $a \in M$ and denote by $\rho(x)=d(x, a)$ the geodesic distance from $x$ to $a$ on $M$. The exponential map $\exp _{a}: T_{a} M \rightarrow M$ is a diffeomorphism, see e.g. Helgason [21]. Let $J(\rho, \omega)$ be the density function on $M$, see e.g. [15]. Then we have the following polar decomposition:
$$
\int_{M} f(x) d x=\int_{0}^{\infty} \int_{\mathbb{S}^{n-1}} f\left(\exp _{a}(\rho \omega)\right) J(\rho, \omega) \rho^{n-1} d \rho d \omega
$$
so that we have (1.2) with $\lambda(\rho, \omega)=J(\rho, \omega) \rho^{n-1}$.
In [35] and [36], the (direct) integral Hardy inequality on metric measure spaces was established with applications to homogeneous Lie groups, hyperbolic spaces, Cartan-Hadamard manifolds with negative curvature and on general Lie groups with Riemannian distance for $1<p \leq q<\infty$ and $p>q$, respectively. Also, in [23], the authors showed the integral Hardy inequality for $p \in(0,1)$ and $q<0$ on metric measure space. In this paper, we continue the investigation of the integral Hardy inequality on a metric measure space, i.e., we show the reverse integral Hardy inequality with negative exponents.

In [20], Hardy and Littlewood considered the one dimensional fractional integral operator on $(0, \infty)$ given by

$$
\begin{equation*}
T_{\lambda} u(x)=\int_{0}^{\infty} \frac{u(y)}{|x-y|^{\lambda}} d y, \quad 0<\lambda<1, \tag{1.3}
\end{equation*}
$$

where they also showed the following $L^{q}-L^{p}$ boundedness of this operator $T_{\lambda}$ :
Theorem 1.1. Let $1<p<q<\infty$ and $u \in L^{p}(0, \infty)$ with $\frac{1}{q}=\frac{1}{p}+\lambda-1$. Then

$$
\begin{equation*}
\left\|T_{\lambda} u\right\|_{L^{q}(0, \infty)} \leq C\|u\|_{L^{p}(0, \infty)}, \tag{1.4}
\end{equation*}
$$

where $C$ is a positive constant independent of $u$.
The multi-dimensional analogue of (1.3) can be represented by the formula:

$$
\begin{equation*}
I_{\lambda} u(x)=\int_{\mathbb{R}^{N}} \frac{u(y)}{|x-y|^{\lambda}} d y, \quad 0<\lambda<N \tag{1.5}
\end{equation*}
$$

In [42], Sobolev generalised Theorem 1.1 for multi-dimensional case in the following form:
Theorem 1.2. Let $1<p<q<\infty, u \in L^{p}\left(\mathbb{R}^{N}\right)$ with $\frac{1}{q}=\frac{1}{p}+\frac{\lambda}{N}-1$. Then

$$
\begin{equation*}
\left\|I_{\lambda} u\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} \leq C\|u\|_{L^{p}\left(\mathbb{R}^{N}\right)}, \tag{1.6}
\end{equation*}
$$

In [43], Stein and Weiss obtained the following radially weighted Hardy-Littlewood-Sobolev inequality, which is known as the Stein-Weiss inequality.
Theorem 1.3. Let $0<\lambda<N, 1<p<\infty, \alpha<\frac{N(p-1)}{p}, \beta<\frac{N}{q}, \alpha+\beta \geq 0$ and $\frac{1}{q}=\frac{1}{p}+\frac{\lambda+\alpha+\beta}{N}-1$. If $1<p \leq q<\infty$, then

$$
\begin{equation*}
\left\||x|^{-\beta} I_{\lambda} u\right\|_{L^{q}\left(\mathbb{R}^{N}\right)} \leq C\left\||x|^{\alpha} u\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}, \tag{1.7}
\end{equation*}
$$

where $C$ is a positive constant independent of $u$.
To the best of our knowledge, the Hardy-Littlewood-Sobolev inequality on the Heisenberg group was proved by Folland and Stein in [13] and the best constants of the Hardy-Littlewood-Sobolev inequality, in the Euclidean space and Heisenberg group were obtained in [30] and [11], respectively. Also, in [18], [41] and [22], the authors studied the Hardy-Littlewood-Sobolev and the Stein-Weiss inequalities on Heisenberg and homogeneous Lie groups. Note that systematic studies of different functional inequalities on general homogeneous (Lie) groups were initiated by the papers [33, 37, 39, 40].

The reverse Stein-Weiss inequality in Euclidean setting has the following form:
Theorem 1.4 ([5], Theorem 1). For $n \geq 1, p \in(0,1), q<0, \lambda>0,0 \leq \alpha<-\frac{n}{q}$, and $0 \leq \beta<-\frac{n}{p^{\prime}}$ satisfying $\frac{1}{p}+\frac{1}{q^{\prime}}-\frac{\alpha+\beta+\lambda}{n}=2$, there is a constant $C=C(n, \alpha, \beta, \lambda, p, q)>0$ such that for any non-negative functions $f \in L^{q^{\prime}}\left(\mathbb{R}^{n}\right)$ and $0<\int_{\mathbb{R}^{n}} g^{p}(y) d y<\infty$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|x|^{\alpha}|x-y|^{\lambda} f(x) g(y)|y|^{\beta} d y d x \geq C\left(\int_{\mathbb{R}^{n}} f^{q^{\prime}}(x) d x\right)^{\frac{1}{q^{\prime}}}\left(\int_{\mathbb{R}^{n}} g^{p}(y) d y\right)^{\frac{1}{p}}, \tag{1.8}
\end{equation*}
$$

where $\frac{1}{q}+\frac{1}{q^{\prime}}=1$ and $\frac{1}{p}+\frac{1}{p^{\prime}}=1$.
Note, we obtain the reverse Hardy-Littlewood-Sobolev inequality if $\alpha=\beta=0$. Improved SteinWeiss inequality was obtained in [4] on the Euclidean upper half-space and in [24] on homogeneous Lie groups. For more results about the reverse Hardy-Littlewood-Sobolev inequality in Euclidean space, we refer the reader to [3] [6], [8], [31] and the references therein. Note that the reverse Hardy-Littlewood-Sobolev and Stein-Weiss inequalities were shown in [24] for the case $p \in(0,1)$ and $q<0$. In this paper, we show the reverse Hardy-Littlewood-Sobolev and Stein-Weiss inequalities with two negative exponents i.e., $q<p<0$, which is also new in the Euclidean space.

## 2. Main result

Firstly, let us denote by $B(a, r)$ a ball in $\mathbb{X}$ with centre $a$ and radius $r$, i.e.,

$$
B(a, r):=\{x \in \mathbb{X}: d(x, a)<r\},
$$

where $d$ is the metric on $\mathbb{X}$. Once and for all let us fix some point $a \in \mathbb{X}$, and denote

$$
\begin{equation*}
|x|_{a}:=d(a, x) \tag{2.1}
\end{equation*}
$$

Let us recall briefly the reverse Hölder inequality.
Theorem 2.1 ([1], Theorem 2.12, p. 27). Let $p<0$, so that $p^{\prime}=\frac{p}{p-1}>0$. If non-negative functions satisfy $0<\int_{\mathbb{X}} f^{p}(x) d x<+\infty$ and $0<\int_{\mathbb{X}} g^{p^{\prime}}(x) d x<+\infty$, we have

$$
\begin{equation*}
\int_{\mathbb{X}} f(x) g(x) d x \geq\left(\int_{\mathbb{X}} f^{p}(x) d x\right)^{\frac{1}{p}}\left(\int_{\mathbb{X}} g^{p^{\prime}}(x) d x\right)^{\frac{1}{p^{p}}} \tag{2.2}
\end{equation*}
$$

As the main results of this section, we show the reverse integral Hardy inequality as well as its conjugate.

Theorem 2.2. Assume that $p, q<0$ are such that $q \leq p<0$. Let $\mathbb{X}$ be a metric measure space with a polar decomposition at $a \in \mathbb{X}$. Suppose that $u, v \geq 0$ are locally integrable functions on $\mathbb{X}$. Then the inequality

$$
\begin{equation*}
\left[\int_{X}\left(\int_{B\left(a,|x|_{a}\right)} f(y) d y\right)^{q} u(x) d x\right]^{\frac{1}{q}} \geq C_{1}(p, q)\left(\int_{X} f^{p}(x) v(x) d x\right)^{\frac{1}{p}} \tag{2.3}
\end{equation*}
$$

holds for all non-negative real-valued measurable functions $f$, if and only if

$$
\begin{equation*}
0<D_{1}=\inf _{x \neq a} \mathcal{D}_{1}\left(|x|_{a}\right)=\inf _{x \neq a}\left[\left(\int_{B\left(a,|x|_{a}\right)} u(y) d y\right)^{\frac{1}{q}}\left(\int_{B\left(a,|x|_{a}\right)} v^{1-p^{\prime}}(y) d y\right)^{\frac{1}{p^{p}}}\right], \tag{2.4}
\end{equation*}
$$

and $\mathcal{D}_{1}\left(|x|_{a}\right)$ is non-decreasing. Moreover, the largest constant $C_{1}(p, q)$ in (2.3) satisfies

$$
\begin{equation*}
D_{1} \geq C_{1}(p, q) \geq|p|^{\frac{1}{q}}\left(p^{\prime}\right)^{\frac{1}{p^{\prime}}} D_{1} \tag{2.5}
\end{equation*}
$$

where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$.
Remark 2.3. In (2.5), by simple calculation, we have that the for the case $q \leq p<0$

$$
\begin{equation*}
|p|^{\frac{1}{q}}\left(p^{\prime}\right)^{\frac{1}{p}} \leq 1 . \tag{2.6}
\end{equation*}
$$

Proof of Theorem 2.2. Let us divide a proof of this theorem to 2 steps.
Step 1. Firstly, let us denote

$$
\begin{align*}
F(s) & :=\int_{\sum_{s}} \lambda(s, \sigma) f^{p}(s, \sigma) v(s, \sigma) d \sigma,  \tag{2.7}\\
V(s) & :=\int_{\Sigma_{s}} \lambda(s, \sigma) v^{1-p^{\prime}}(s, \sigma) d \sigma,  \tag{2.8}\\
h(t) & :=\left(\int_{0}^{t} \int_{\Sigma_{s}} \lambda(s, \sigma) v^{1-p^{\prime}}(s, \sigma) d \sigma d s\right)^{\frac{1}{p p^{\prime}}},  \tag{2.9}\\
H_{1}(t) & :=\int_{0}^{t} \int_{\Sigma_{s}} \lambda(s, \sigma) v^{-\frac{p^{\prime}}{p}}(s, \sigma) h^{-p^{\prime}}(s) d \sigma d s,  \tag{2.10}\\
U_{1}(s) & :=\int_{\Sigma_{s}} \lambda(s, \sigma) u(s, \sigma) d \sigma . \tag{2.11}
\end{align*}
$$

By using the reverse Hölder inequality (2.2) with the polar decomposition, we compute

$$
\begin{align*}
\int_{B\left(a,|x|_{a}\right)} f(y) d y & =\int_{B\left(a,|x|_{a}\right)}\left[f(y) v^{\frac{1}{p}}(y) h(y)\right]\left[v^{\frac{1}{p}}(y) h(y)\right]^{-1} d y \\
& \geq\left(\int_{B\left(a,|x|_{a}\right)}\left(f(y) v^{\frac{1}{p}}(y) h(y)\right)^{p} d y\right)^{\frac{1}{p}}\left(\int_{B\left(a,|x|_{a}\right)}\left(v^{\frac{1}{p}}(y) h(y)\right)^{-p^{\prime}} d y\right)^{\frac{1}{p^{\prime}}} \\
& =\left(\int_{0}^{|x|_{a}} \int_{\Sigma_{s}} h^{p}(s) \lambda(s, \sigma) f^{p}(s, \sigma) v(s, \sigma) d \sigma d s\right)^{\frac{1}{p}}  \tag{2.12}\\
& \times\left(\int_{0}^{|x|_{a}} \int_{\Sigma_{s}} v^{-\frac{p^{\prime}}{p}}(s, \sigma) h^{-p^{\prime}}(s) \lambda(s, \sigma) d \sigma d s\right)^{\frac{1}{p^{p}}} \\
& =\left(\int_{0}^{|x|_{a}} h^{p}(s) F(s) d s\right)^{\frac{1}{p}} H_{1}^{\frac{1}{p^{\prime}}}\left(|x|_{a}\right) .
\end{align*}
$$

Let us calculate $H_{1}(t)$ :

$$
\begin{aligned}
& H_{1}(t)=\int_{0}^{t} \int_{\Sigma_{s}} \lambda(s, \sigma) v^{-\frac{p^{\prime}}{p}}(s, \sigma) h^{-p^{\prime}}(s) d \sigma d s \\
& \stackrel{(2.8)}{=} \int_{0}^{t} h^{-p^{\prime}}(s) V(s) d s \\
& \stackrel{(2.9)}{=} \int_{0}^{t}\left(\int_{0}^{s} \int_{\Sigma_{z}} \lambda(z, \omega) v^{1-p^{\prime}}(z, \omega) d z d \omega\right)^{-\frac{1}{p}} V(s) d s \\
& \stackrel{(2.8)}{=} \int_{0}^{t}\left(\int_{0}^{s} V(z) d z\right)^{-\frac{1}{p}} V(s) d s \\
& =\int_{0}^{t}\left(\int_{0}^{s} V(z) d z\right)^{-\frac{1}{p}} d_{s}\left(\int_{0}^{s} V(z) d z\right) \\
& =\left.p^{\prime}\left(\int_{0}^{s} V(z) d z\right)^{\frac{1}{p^{\prime}}}\right|_{0} ^{t} \\
& \frac{1}{p^{\prime}>0}=p^{\prime}\left(\int_{0}^{t} V(z) d z\right)^{\frac{1}{p^{\prime}}} \\
& =p^{\prime} h^{p}(t) .
\end{aligned}
$$

By combining (2.13) and (2.12), we get

$$
\begin{align*}
& \int_{B\left(a,|x|_{a}\right)} f(y) d y \geq\left(\int_{0}^{|x|_{a}} h^{p}(s) F(s) d s\right)^{\frac{1}{p}} H_{1}^{\frac{1}{p}}\left(|x|_{a}\right)  \tag{2.14}\\
& \stackrel{(2.13)}{=}\left(p^{\prime}\right)^{\frac{1}{p^{\prime}}}\left(\int_{0}^{|x|_{a}} h^{p}(s) F(s) d s\right)^{\frac{1}{p}} h^{\frac{p}{p^{\prime}}}\left(|x|_{a}\right) .
\end{align*}
$$

Multiplying by $u$, integrating over $\mathbb{X}$ with $q<0$ and by using (direct) Minkowski’s inequality with $\frac{q}{p} \geq 1$ (see [1], Theorem 2.9, p.26), we compute

$$
\begin{align*}
& \int_{X}\left(\int_{B\left(a,|x|_{a}\right)} f(y) d y\right)^{q} u(x) d x \\
& =\int_{0}^{\infty} \int_{\Sigma_{r}} u(z, \omega) \lambda(z, \omega)\left(\int_{0}^{|x|_{a}} \int_{\Sigma_{s}} \lambda(s, \sigma) f(s, \sigma) d s d \sigma\right)^{q} d z d \omega \\
& \stackrel{(2.11)}{=} \int_{0}^{\infty} U_{1}(z)\left(\int_{0}^{z} \int_{\Sigma_{s}} \lambda(s, \sigma) f(s, \sigma) d s d \sigma\right)^{q} d z  \tag{2.15}\\
& \stackrel{q<0,(2.14)}{\leq}\left(p^{\prime}\right)^{\frac{q}{p^{\prime}}} \int_{0}^{\infty} U_{1}(z)\left(\int_{0}^{z} h^{p}(s) F(s) d s\right)^{\frac{q}{p}} h^{\frac{q p}{p^{\prime}}}(z) d z \\
& =\left(p^{\prime}\right)^{\frac{q}{p^{\prime}}} \int_{0}^{\infty} U_{1}(z)\left(\int_{0}^{\infty} \chi_{[0, z]} h^{p}(s) F(s) d s\right)^{\frac{q}{p}} h^{\frac{q p}{p^{\prime}}}(z) d z \\
& \leq\left(p^{\prime}\right)^{\frac{q}{p^{p}}}\left[\int_{0}^{\infty} h^{p}(s) F(s)\left(\int_{s}^{\infty} U_{1}(z) h^{\frac{q p}{p^{p}}}(z) d z\right)^{\frac{p}{q}} d s\right]^{\frac{q}{p}},
\end{align*}
$$

where $\chi_{[0, r]}$ is the cut-off function. At the same time, one can also estimate

$$
\begin{align*}
h^{\frac{p q}{p^{\prime}}}(t) & =\left[\left(\int_{0}^{t} \int_{\Sigma_{s}} \lambda(s, \sigma) v^{1-p^{\prime}}(s, \sigma) d s d \sigma\right)^{\frac{q}{p^{\prime}}}\right]^{\frac{1}{p^{\prime}}} \\
& \stackrel{(2.8)}{=}\left[\left(\int_{0}^{t} V(s) d s\right)^{\frac{q}{p^{\prime}}}\right]^{\frac{1}{p^{\prime}}}  \tag{2.16}\\
& =\left[\left(\int_{0}^{t} V(s) d s\right)^{\frac{q}{p^{\prime}}}\left(\int_{0}^{t} U_{1}(s) d s\right)\left(\int_{0}^{t} U_{1}(s) d s\right)^{-1}\right]^{\frac{1}{p^{\prime}}} \\
& =\mathcal{D}_{1}^{\frac{q}{p^{\prime}}}\left(|t|_{a}\right)\left(\int_{0}^{t} U_{1}(s) d s\right)^{-\frac{1}{p^{\prime}}},
\end{align*}
$$

where $\mathcal{D}_{1}\left(|t|_{a}\right):=\left(\int_{0}^{t} V(s) d s\right)^{\frac{1}{p^{\prime}}}\left(\int_{0}^{t} U_{1}(s) d s\right)^{\frac{1}{q}}$. By using this fact and since $\mathcal{D}_{1}\left(|x|_{a}\right)$ is nondecreasing, we get

$$
\begin{aligned}
& \int_{X}\left(\int_{B\left(a,|x|_{a}\right)} f(y) d y\right)^{q} u(x) d x \\
& \stackrel{(2.15)}{\leq}\left(p^{\prime}\right)^{\frac{q}{p^{p}}}\left[\int_{0}^{\infty} h^{p}(s) F(s)\left(\int_{s}^{\infty} U_{1}(r) h^{\frac{q p}{p^{p}}}(r) d r\right)^{\frac{p}{q}} d s\right]^{\frac{q}{p}}
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{\frac{p}{q}>0,(2.16)}{\leq}\left(p^{\prime}\right)^{\frac{q}{p}}\left[\int_{0}^{\infty} h^{p}(s) F(s) \mathcal{D}_{1}^{\frac{p}{p}}(s)\left(\int_{s}^{\infty} U_{1}(r)\left(\int_{0}^{r} U_{1}(z) d z\right)^{-\frac{1}{p}} d r\right)^{\frac{p}{q}} d s\right]^{\frac{q}{p}} \\
& =\left(p^{\prime}\right)^{\frac{q}{p}}\left[\int_{0}^{\infty} h^{p}(s) F(s) \mathcal{D}_{1}^{\frac{p}{p}}(s)\left(\int_{s}^{\infty} d_{r}\left[p\left(\int_{0}^{r} U_{1}(z) d z\right)^{\frac{1}{p}}\right]^{\frac{p}{q}} d s\right]^{\frac{q}{p}}\right. \\
& =\left(p^{\prime}\right)^{\frac{q}{p}}\left[\int_{0}^{\infty} h^{p}(s) F(s) D_{1}^{\frac{p}{p}}(s)\left(p\left(\int_{0}^{\infty} U_{1}(z) d z\right)^{\frac{1}{p}}-p\left(\int_{0}^{s} U_{1}(z) d z\right)^{\frac{1}{p}}\right)^{\frac{p}{q}} d s\right]^{\frac{q}{p}} \\
& \stackrel{p<0}{\leq}(-p)\left(p^{\prime}\right)^{\frac{q}{p}}\left[\int_{0}^{\infty} h^{p}(s) F(s) \mathcal{D}_{1}^{\frac{p}{p}}(s)\left(\int_{0}^{s} U_{1}(z) d z\right)^{\frac{1}{q}} d s\right]^{\frac{q}{p}} \\
& \stackrel{(2.9)}{=}(-p)\left(p^{\prime}\right)^{\frac{q}{p}}\left[\int_{0}^{\infty} F(s) \mathcal{D}_{1}^{1+\frac{p}{p}}(s) d s\right]^{\frac{q}{p}} \\
& =(-p)\left(p^{\prime}\right)^{\frac{q}{p}}\left[\int_{0}^{\infty} F(s) \mathcal{D}_{1}^{p}(s) d s\right]^{\frac{q}{p}} \\
& \stackrel{p<0}{\leq}(-p)\left(p^{\prime}\right)^{\frac{q}{p}} D_{1}^{q}\left[\int_{0}^{\infty} F(s) d s\right]^{\frac{q}{p}} \\
& \stackrel{(2.7)}{=}(-p)\left(p^{\prime}\right)^{\frac{q}{p}} D_{1}^{q}\left(\int_{X} f^{p}(x) v(x) d x\right)^{\frac{q}{p}} \\
& =|p|\left(p^{\prime}\right)^{\frac{q}{p}} D_{1}^{q}\left(\int_{X} f^{p}(x) v(x) d x\right)^{\frac{q}{p}} .
\end{aligned}
$$

Finally, we obtain

$$
\begin{equation*}
\left(\int_{X}\left(\int_{B(a,|x| a)} f(y) d y\right)^{q} u(x) d x\right)^{\frac{1}{q}} \geq|p|^{\frac{1}{q}}\left(p^{\prime}\right)^{\frac{1}{p}} D_{1}\left(\int_{X} f^{p}(x) v(x) d x\right)^{\frac{1}{p}} . \tag{2.18}
\end{equation*}
$$

Hence, it follows that (2.3) holds with $C_{1}(p, q) \geq|p|^{\frac{1}{( }}\left(p^{\prime}\right)^{\frac{1}{\nu}} D_{1}$, proving one of the relations in (2.5).
Step 2. Now it remains to show that (2.3) yields (2.4). Let us fix $t>0$ and denote the following function:

$$
f(x):=\left\{\begin{array}{l}
v^{1-p^{\prime}}(x), \text { if }|x|_{a} \leq t,  \tag{2.19}\\
\alpha f_{1}(x), \text { if }|x|_{a}>t,
\end{array}\right.
$$

where $f_{1}$ is any function satisfying $\int_{B\left(a,|x|_{a}\right)} f_{1}(y) d y<\infty$ and $\int_{|x|_{a \geq t} \geq t} v(x) f_{1}^{p}(x) d x<\infty$, and $\alpha>0$. Then we compute

$$
C_{1}(p, q) \leq\left[\int_{X}\left(\int_{|y|_{a} \leq\left. x\right|_{a}} f(y) d y\right)_{7}^{q} u(x) d x\right]^{\frac{1}{q}}\left[\int_{X} f^{p}(y) v(y) d y\right]^{-\frac{1}{p}}
$$

$$
\begin{aligned}
& =\left[\int_{X}\left(\int_{|y|_{a} \leq|x|_{a}} f(y) d y\right)^{q} u(x) d x\right]^{\frac{1}{q}}\left[\int_{|y|_{a} \leq t} v^{1-p^{\prime}}(y) d y+\alpha^{p} \int_{|y|_{a}>t} v(y) f_{1}^{p}(y) d y\right]^{-\frac{1}{p}} \\
& \stackrel{q<0}{\leq}\left[\int_{|x|_{a} \leq t}\left(\int_{|y|_{a} \leq|x|_{a}} f(y) d y\right)^{q} u(x) d x\right]^{\frac{1}{q}}\left[\int_{|y|_{a} \leq t} v^{1-p^{\prime}}(y) d y+\alpha^{p} \int_{|y|_{a}>t} v(y) f_{1}^{p}(y) d y\right]^{-\frac{1}{p}} \\
& =\left[\int_{|x|_{a} \leq t}\left(\int_{|y|_{a} \leq|x|_{a}} v^{1-p^{\prime}}(y) d y\right)^{q} u(x) d x\right]^{\frac{1}{q}}\left[\int_{|y|_{a} \leq t} v^{1-p^{\prime}}(y) d y+\alpha^{p} \int_{|y|_{a}>t} v(y) f_{1}^{p}(y) d y\right]^{-\frac{1}{p}} \\
& \stackrel{q<0}{\leq}\left[\int_{|x|_{a} \leq t}\left(\int_{|y|_{a} \leq t} v^{1-p^{\prime}}(y) d y\right)^{q} u(x) d x\right]^{\frac{1}{q}}\left[\int_{|y|_{a} \leq t} v^{1-p^{\prime}}(y) d y+\alpha^{p} \int_{|y|_{a}>t} v(y) f_{1}^{p}(y) d y\right]^{-\frac{1}{p}} \\
& =\left[\int_{|x|_{a} \leq t} u(x) d x\right]^{\frac{1}{q}}\left[\int_{|y|_{a} \leq t} v^{1-p^{\prime}}(y) d y\right]\left[\int_{|y|_{a} \leq t} v^{1-p^{\prime}}(y) d y+\alpha^{p} \int_{|y|_{a}>t} v(y) f_{1}^{p}(y) d y\right]^{-\frac{1}{p}} .
\end{aligned}
$$

Summarising above facts with $q \leq p<0$ and taking limit as $\alpha \rightarrow 0$, we obtain

$$
\begin{equation*}
C_{1}(p, q) \leq\left[\int_{|y|_{a} \leq t} v^{1-p^{\prime}}(y) d y\right]^{\frac{1}{p^{\prime}}}\left[\int_{|x|_{a} \leq t} u(x) d x\right]^{\frac{1}{q}} \tag{2.20}
\end{equation*}
$$

Finally, we get $C_{1}(p, q) \leq D_{1}$.
Now let us prove the conjugate integral Hardy inequality.
Theorem 2.4. Assume that $p, q<0$ such that $q \leq p<0$. Let $\mathbb{X}$ be a metric measure space with a polar decomposition at $a \in \mathbb{X}$. Suppose that $u, v \geq 0$ are locally integrable functions on $\mathbb{X}$. Then the inequality

$$
\begin{equation*}
\left[\int_{X}\left(\int_{X \backslash B\left(a,|x|_{a}\right)} f(y) d y\right)^{q} u(x) d x\right]^{\frac{1}{q}} \geq C_{2}(p, q)\left(\int_{X} f^{p}(x) v(x) d x\right)^{\frac{1}{p}} \tag{2.21}
\end{equation*}
$$

holds for all non-negative real-valued measurable functions $f$, if and only if

$$
\begin{equation*}
0<D_{2}=\inf _{x \neq a} \mathcal{D}_{2}\left(|x|_{a}\right)=\inf _{x \neq a}\left[\left(\int_{\backslash \backslash B\left(a,|x|_{a}\right)} u(y) d y\right)^{\frac{1}{q}}\left(\int_{\backslash \backslash B\left(a,|x|_{a}\right)} v^{1-p^{\prime}}(y) d y\right)^{\frac{1}{p^{\prime}}}\right], \tag{2.22}
\end{equation*}
$$

and $\mathcal{D}_{2}\left(|x|_{a}\right)$ is non-increasing. Moreover, the largest constant $C_{2}(p, q)$ satisfies

$$
\begin{equation*}
D_{2} \geq C_{2}(p, q) \geq|p|^{\frac{1}{q}}\left(p^{\prime}\right)^{\frac{1}{p^{\prime}}} D_{2} \tag{2.23}
\end{equation*}
$$

where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$.
Proof. The main idea of the proof of this theorem is similar to that of Theorem 2.2 with the only difference that $\mathcal{D}_{2}\left(|x|_{a}\right)$ is non-increasing, so we omit the details.

## 3. CONSEQUENCES ON HOMOGENEOUS GROUPS

In this section, we consider several consequences of the main results for the reverse integral Hardy, Hardy-Littlewood-Sobolev and Stein-Weiss inequalities on homogeneous groups.

Let us recall that a Lie group (on $\mathbb{R}^{n}$ ) $\mathbb{G}$ with the dilation

$$
D_{\lambda}(x):=\left(\lambda^{\nu_{1}} x_{1}, \ldots, \lambda^{\nu_{n}} x_{n}\right), \underset{8}{v_{1}}, \ldots, v_{n}>0, D_{\lambda}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n},
$$

which is an automorphism of the group $\mathbb{G}$ for each $\lambda>0$, is called a homogeneous (Lie) group. For simplicity, throughout this paper we use the notation $\lambda x$ for the dilation $D_{\lambda}(x)$. The homogeneous dimension of the homogeneous group $\mathbb{G}$ is denoted by $Q:=v_{1}+\ldots+v_{n}$. Also, in this paper we denote a homogeneous quasi-norm on $\mathbb{G}$ by $|x|$, which is a continuous non-negative function

$$
\begin{equation*}
\mathbb{G} \ni x \mapsto|x| \in[0, \infty), \tag{3.1}
\end{equation*}
$$

with the following properties
i) $|x|=\left|x^{-1}\right|$ for all $x \in \mathbb{G}$,
ii) $|\lambda x|=\lambda|x|$ for all $x \in \mathbb{G}$ and $\lambda>0$,
iii) $|x|=0$ if and only if $x=0$.

Let us also recall the following well-known fact about quasi-norms.
Proposition 3.1 (e.g. [12], Proposition 3.1.38 and [38], Proposition 1.2.4). If $|\cdot|$ is a homogeneous quasi-norm on $\mathbb{G}$, there exists $C>0$ such that for every $x, y \in \mathbb{G}$, we have

$$
\begin{equation*}
|x y| \leq C(|x|+|y|) \tag{3.2}
\end{equation*}
$$

The following polarisation formula on homogeneous Lie groups will be used in our proofs: there is a (unique) positive Borel measure $\sigma$ on the unit quasi-sphere $\mathbb{S}:=\{x \in \mathbb{G}:|x|=1\}$, so that for every $f \in L^{1}(\mathbb{G})$ we have

$$
\begin{equation*}
\int_{\mathbb{G}} f(x) d x=\int_{0}^{\infty} \int_{\mathbb{S}} f(r y) r^{Q-1} d \sigma d r . \tag{3.3}
\end{equation*}
$$

We refer to [14] for the original appearance of such groups, to [12] and to [38] for a recent comprehensive treatment. Let us define quasi-ball centered at $x$ with radius $r$ in the following form:

$$
\begin{equation*}
B(x, r):=\left\{y \in \mathbb{G}:\left|x^{-1} y\right|<r\right\} . \tag{3.4}
\end{equation*}
$$

3.1. Reverse integral Hardy inequality. In this sub-section we show the reverse integral Hardy inequality on homogeneous Lie groups.

Theorem 3.2. Let $\mathbb{G}$ be a homogeneous Lie group of homogeneous dimension $Q$ with a quasi-norm $|\cdot|$. Assume that $q \leq p<0$ and $\alpha, \beta \in \mathbb{R}$. Then the reverse integral Hardy inequality

$$
\begin{equation*}
\left[\int_{\mathbb{G}}\left(\int_{B(0,|x|)} f(y) d y\right)^{q}|x|^{\alpha} d x\right]^{\frac{1}{q}} \geq C_{1}\left(\int_{\mathbb{G}} f^{p}(x)|x|^{\beta} d x\right)^{\frac{1}{p}} \tag{3.5}
\end{equation*}
$$

holds for some $C_{1}>0$ and for all non-negative measurable functions $f$, if $\alpha+Q>0, \beta\left(1-p^{\prime}\right)+Q>$ 0 and $\frac{Q+\alpha}{q}+\frac{Q+\beta\left(1-p^{\prime}\right)}{p^{\prime}}=0$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. Moreover, the biggest constant $C_{1}$ for (3.4) satisfies

$$
\left(\frac{|\Im|}{\alpha+Q}\right)^{\frac{1}{q}}\left(\frac{|\Im|}{Q+\beta\left(1-p^{\prime}\right)}\right)^{\frac{1}{p^{\prime}}} \geq C_{1} \geq|p|^{\frac{1}{q}}\left(p^{\prime}\right)^{\frac{1}{p^{\prime}}}\left(\frac{|\mathfrak{S}|}{\alpha+Q}\right)^{\frac{1}{q}}\left(\frac{|\subseteq|}{Q+\beta\left(1-p^{\prime}\right)}\right)^{\frac{1}{p^{\prime}}}
$$

Proof. Let us show that the condition (2.4) is satisfied with $u(x)=|x|^{\alpha}$ and $v(x)=|x|^{\beta}$. We calculate the first integral in (2.4):

$$
\begin{equation*}
\int_{B(0,|x|)} u(y) d y=\int_{B(0,|x|)}|y|^{\alpha} d y \stackrel{(3.2)}{=} \int_{0}^{|x|} \int_{\Im} r^{\alpha} r^{Q-1} d r d \sigma=\frac{|\subseteq|}{Q+\alpha}|x|^{Q+\alpha} \tag{3.6}
\end{equation*}
$$

where $|\mathbb{S}|$ is the area of the unit quasi-sphere in $\mathbb{G}$. Then,

$$
\begin{aligned}
& \int_{B(0,|x|)} v^{1-p^{\prime}}(y) d y=\int_{B(0,|x|)}|y|^{\beta\left(1-p^{\prime}\right)} d y \\
& \stackrel{(3.2)}{=} \int_{0}^{|x|} \int_{\mathbb{S}} r^{\beta\left(1-p^{\prime}\right)} r^{Q-1} d r d \sigma \\
&=\frac{|\mathbb{S}|}{Q+\beta\left(1-p^{\prime}\right)}|x|^{Q+\beta\left(1-p^{\prime}\right)}
\end{aligned}
$$

Finally, by using above facts and $\frac{Q+\alpha}{q}+\frac{Q+\beta\left(1-p^{\prime}\right)}{p^{\prime}}=0$, we have

$$
\mathcal{D}_{1}(|x|)=\left(\frac{|\Im|}{\alpha+Q}\right)^{\frac{1}{q}}\left(\frac{|\mathfrak{S}|}{Q+\beta\left(1-p^{\prime}\right)}\right)^{\frac{1}{p^{\prime}}}\left[|x|^{\frac{Q+\alpha}{q}+\frac{Q+\beta\left(1-p^{\prime}\right)}{p^{\prime}}}\right]=\left(\frac{|\mathfrak{S}|}{\alpha+Q}\right)^{\frac{1}{q}}\left(\frac{|\Im|}{Q+\beta\left(1-p^{\prime}\right)}\right)^{\frac{1}{p^{\prime}}}
$$

which shows that $\mathcal{D}_{1}(|x|)$ is a non-decreasing function. Then

$$
D_{1}=\inf _{x \neq a} \mathcal{D}_{1}(|x|)=\left(\frac{|\mathfrak{S}|}{\alpha+Q}\right)^{\frac{1}{q}}\left(\frac{|\mathfrak{S}|}{Q+\beta\left(1-p^{\prime}\right)}\right)^{\frac{1}{p^{\prime}}}>0
$$

Therefore, by (2.5) we have

$$
D_{1} \geq C_{1} \geq|p|^{\frac{1}{q}}\left(p^{\prime}\right)^{\frac{1}{p}} D_{1}
$$

where $D_{1}=\left(\frac{|\Im|}{\alpha+Q}\right)^{\frac{1}{q}}\left(\frac{|\Im|}{Q+\beta\left(1-p^{\prime}\right)}\right)^{\frac{1}{p^{\prime}}}$ thereby, completing the proof.
Now we obtain the conjugate reverse integral Hardy inequality on homogeneous Lie groups.
Theorem 3.3. Let $\mathbb{G}$ be a homogeneous Lie group of homogeneous dimension $Q$ with a quasi-norm $|\cdot|$. Assume that $q \leq p<0$ and $\alpha, \beta \in \mathbb{R}$. Then the reverse conjugate integral Hardy inequality

$$
\begin{equation*}
\left[\int_{\mathbb{G}}\left(\int_{\mathfrak{G} \backslash B(0,|x|)} f(y) d y\right)^{q}|x|^{\alpha} d x\right]^{\frac{1}{q}} \geq C_{2}\left(\int_{\mathbb{G}} f^{p}(x)|x|^{\beta} d x\right)^{\frac{1}{p}} \tag{3.7}
\end{equation*}
$$

holds for some $C_{2}>0$ andfor all non-negative measurable functions $f$, if $\alpha+Q<0, \beta\left(1-p^{\prime}\right)+Q<$ 0 and $\frac{Q+\alpha}{q}+\frac{Q+\beta\left(1-p^{\prime}\right)}{p^{\prime}}=0$. Moreover, the biggest constant $C_{2}$ for (3.6) satisfies

$$
\left(\frac{|\Im|}{|\alpha+Q|}\right)^{\frac{1}{q}}\left(\frac{|\Im|}{\left|Q+\beta\left(1-p^{\prime}\right)\right|}\right)^{\frac{1}{p^{\prime}}} \geq C_{2} \geq|p|^{\frac{1}{q}}\left(p^{\prime}\right)^{\frac{1}{p^{\prime}}}\left(\frac{|\widetilde{S}|}{|\alpha+Q|}\right)^{\frac{1}{q}}\left(\frac{|\Im|}{\left|Q+\beta\left(1-p^{\prime}\right)\right|}\right)^{\frac{1}{p^{\prime}}}
$$

Proof. Proof of this theorem is similar to the previous case, where we use Theorem 2.4 instead of of Theorem 2.2.
3.2. The reverse Hardy-Littlewood-Sobolev inequality and Stein-Weiss inequality. In this subsection we obtain the reverse Hardy-Littlewood-Sobolev inequality and Stein-Weiss inequality on Euclidean space and homogeneous Lie groups.

Let us introduce the Riesz operator on homogeneous Lie groups in the following form:

$$
\begin{equation*}
I_{\lambda,|\cdot|} u(x)=|x|^{\lambda} * u=\int_{\substack{\mathbb{G} \\ 10}}\left|y^{-1} x\right|^{\lambda} u(y) d y, \quad \lambda<0, \tag{3.8}
\end{equation*}
$$

where $*$ is the convolution. Hence, by taking $\mathbb{G}=\left(\mathbb{R}^{n},+\right), Q=n$ and $|\cdot|=|\cdot|_{E}\left(|\cdot|_{E}\right.$ is the Euclidean distance), we get the Riesz operator on Euclidean space:

$$
\begin{equation*}
I_{\lambda,|\cdot| \cdot} u(x)=|x|_{E}^{\lambda} * u=\int_{\mathbb{G}}|x-y|_{E}^{\lambda} u(y) d y, \quad \lambda<0 . \tag{3.9}
\end{equation*}
$$

Firstly, let us present the Hardy-Littlewood-Sobolev inequality on Euclidean space.
Theorem 3.4 (The reverse Hardy-Littlewood-Sobolev inequality on $\mathbb{R}^{n}$ ). Assume that $n \geq 1, q<$ $p<0, \lambda<0$ such that $\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\lambda}{n}=0$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ and $\frac{1}{q}+\frac{1}{q^{\prime}}=1$. Then for all non-negative functions $f \in L^{q^{\prime}}\left(\mathbb{R}^{n}\right)$ and $0<\int_{\mathbb{R}^{n}} h^{p}(x) d x<\infty$, we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} f(x)|x-y|_{E}^{\lambda} h(y) d x d y \geq C\left(\int_{\mathbb{R}^{n}} f^{q^{\prime}}(x) d x\right)^{\frac{1}{q^{\prime}}}\left(\int_{\mathbb{R}^{n}} h^{p}(x) d x\right)^{\frac{1}{p}}, \tag{3.10}
\end{equation*}
$$

where $C$ is a positive constant independent of $f$ and $h$.
Proof. By using the reverse Hölder inequality with $\frac{1}{q}+\frac{1}{q^{\prime}}=1$, we calculate

$$
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} f(x)|x-y|_{E}^{\lambda} h(y) d y d x \stackrel{(2.2)}{\geq}\left(\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|x-y|_{E}^{\lambda} h(y) d y\right)^{q} d x\right)^{\frac{1}{q}}\|f\|_{L^{q^{\prime}}\left(\mathbb{R}^{n}\right)}
$$

Thus for (3.9), it is enough to show that

$$
\left(\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|x-y|_{E}^{\lambda} h(y) d y\right)^{q} d x\right)^{\frac{1}{q}} \geq C\left(\int_{\mathbb{R}^{n}} h^{p}(x) d x\right)^{\frac{1}{p}} .
$$

By direct calculation, we have

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|x-y|_{E}^{\lambda} h(y) d y\right)^{q} d x\right)^{\frac{1}{q}} \stackrel{q<0}{\geq}\left(\int_{\mathbb{R}^{n}}\left(\int_{B_{E}\left(0,|x|_{E}\right)}|x-y|_{E}^{\lambda} h(y) d y\right)^{q} d x\right)^{\frac{1}{q}} \tag{3.11}
\end{equation*}
$$

where $B_{E}\left(0,|x|_{E}\right)$ is the Euclidean ball centered at 0 with radius $|x|_{E}$. By using $|y|_{E} \leq|x|_{E}$, we get

$$
\begin{equation*}
|x-y|_{E} \leq|x|_{E}+|y|_{E} \leq 2|x|_{E} . \tag{3.12}
\end{equation*}
$$

Then for any $\lambda<0$, we have

$$
\begin{align*}
\left(\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|x-y|_{E}^{\lambda} h(y) d y\right)^{q} d x\right)^{\frac{1}{q}} & \stackrel{q<0}{\geq}\left(\int_{\mathbb{R}^{n}}\left(\int_{B_{E}\left(0,|x|_{E}\right)}|x-y|_{E}^{\lambda} h(y) d y\right)^{q} d x\right)^{\frac{1}{q}}  \tag{3.13}\\
& \geq 2^{\lambda}\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\lambda q}\left(\int_{B_{E}\left(0,|x|_{E}\right)} h(y) d y\right)^{q} d x\right)^{\frac{1}{q}}
\end{align*}
$$

If condition (2.4) in Theorem 2.2 with $u(x)=|x|^{\lambda q}$ and $v(x)=1$ in (2.3) is satisfied, then we have

$$
\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\lambda q}\left(\int_{B_{E}\left(0,|x|_{E}\right)} h(y) d y\right)_{11}^{q} d x\right)^{\frac{1}{q}} \geq C\left(\int_{\mathbb{R}^{n}} h^{p}(x) d x\right)^{\frac{1}{p}}
$$

Let us show that the condition (2.4) is satisfied. From the assumption, we have

$$
\begin{equation*}
0=\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\lambda}{n} \stackrel{\frac{1}{p^{\prime}}>0}{>} \frac{1}{q}+\frac{\lambda}{n}, \tag{3.14}
\end{equation*}
$$

which means $n+\lambda q>0$. By using this fact, we obtain

$$
\begin{align*}
\int_{B_{E}\left(0,|x|_{E}\right)} u(y) d y & =\int_{B\left(0,|x|_{E}\right)}|y|_{E}^{\lambda q} d y \\
& \stackrel{(3.2)}{=} \int_{0}^{|x|_{E}} \int_{\mathbb{S}} r^{\lambda q} r^{n-1} d r d \sigma  \tag{3.15}\\
& =\frac{|\mathfrak{S}|}{n+\lambda q}|x|_{E}^{n+\lambda q},
\end{align*}
$$

and

$$
\begin{equation*}
\int_{B_{E}\left(0,|x|_{E}\right)} v^{1-p^{\prime}}(y) d y=\int_{B_{E}\left(0,|x|_{E}\right)} 1 d y=|\subseteq||x|_{E}^{n} . \tag{3.16}
\end{equation*}
$$

Finally, by using the assumption $\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\lambda}{n}=0$,

$$
\begin{equation*}
\mathcal{D}_{1}\left(|x|_{E}\right)=\left(\frac{|\mathfrak{S}|}{n+\lambda q}\right)^{\frac{1}{q}}(|\mathfrak{S}|)^{\frac{1}{p^{p}}}|x|_{E}^{\frac{n}{p^{+}+\frac{n+\lambda q}{q}}}=\left(\frac{|\mathfrak{S}|}{n+\lambda q}\right)^{\frac{1}{q}}|\mathfrak{S}|^{\frac{1}{p^{\prime}}}, \tag{3.17}
\end{equation*}
$$

which implies, $\mathcal{D}_{1}\left(|x|_{E}\right)$ is a non-decreasing function. Thus,

$$
D_{1}=\inf _{x \neq 0} \mathcal{D}_{1}\left(|x|_{E}\right)=\left(\frac{|\widetilde{S}|}{n+\lambda q}\right)^{\frac{1}{q}}|\widetilde{S}|^{\frac{1}{p^{\prime}}}>0,
$$

completing the proof.
Remark 3.5. Inequality (3.10) seems to be new even in the Euclidean space.
Also, let us now present the reverse Hardy-Littlewood-Sobolev inequality on $\mathbb{G}$.
Theorem 3.6 (The reverse Hardy-Littlewood-Sobolev inequality on $\mathbb{G}$ ). Let $\mathbb{G}$ be a homogeneous Lie group of homogeneous dimension $Q \geq 1$ with arbitrary quasi-norm $|\cdot|$. Assume that $q<p<0$, $\lambda<0$ such that $\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\lambda}{Q}=0$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ and $\frac{1}{q}+\frac{1}{q^{\prime}}=1$. Then for all non-negative functions $f \in L^{q^{\prime}}(\mathbb{G})$ and $0<\int_{\mathbb{G}} h^{p}(x) d x<\infty$, we get

$$
\int_{\mathbb{G}} \int_{\mathbb{G}} f(x)\left|y^{-1} x\right|^{\lambda} h(y) d x d y \geq C\left(\int_{\mathbb{G}} f^{q^{\prime}}(x) d x\right)^{\frac{1}{q^{\prime}}}\left(\int_{\mathbb{G}} h^{p}(x) d x\right)^{\frac{1}{p}}
$$

where $C$ is a positive constant independent of $f$ and $h$.
Proof. The proof of this theorem is similar to Theorem 3.4, but here we use Proposition 3.1 and the polar decomposition formula (3.3).

Let us now show the reverse Stein-Weiss inequality on $\mathbb{R}^{n}$.

Theorem 3.7 (The reverse Stein-Weiss inequality on $\mathbb{R}^{n}$ ). Assume that $n \geq 1, q \leq p<0, \lambda<0$, and $\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\alpha+\beta+\lambda}{n}=0$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ and $\frac{1}{q}+\frac{1}{q^{\prime}}=1$. Then for all non-negative functions $f \in L^{q^{\prime}}\left(\mathbb{R}^{n}\right)$ and $0<\int_{\mathbb{R}^{n}} h^{p}(x) d x<\infty$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|x|_{E}^{\alpha} f(x)|x-y|_{E}^{\lambda} h(y)|y|_{E}^{\beta} d x d y \geq C\left(\int_{\mathbb{R}^{n}} f^{q^{\prime}}(x) d x\right)^{\frac{1}{q^{\prime}}}\left(\int_{\mathbb{R}^{n}} h^{p}(x) d x\right)^{\frac{1}{p}} \tag{3.18}
\end{equation*}
$$

if one of the following conditions is satisfied:
(a) $\beta>-\frac{n}{p^{\prime}}$;
(b) $\alpha>-\frac{n}{q}$.

Proof. Similarly to Theorem 3.3, by using the reverse Hölder inequality with $\frac{1}{q}+\frac{1}{q^{\prime}}=1$, we calculate

$$
\begin{gathered}
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|x|_{E}^{\alpha} f(x)|x-y|_{E}^{\lambda} h(y)|y|_{E}^{\beta} d y d x=\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha}|x-y|_{E}^{\lambda} h(y)|y|_{E}^{\beta} d y\right) f(x) d x \\
\geq\left(\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha}|x-y|_{E}^{\lambda} h(y)|y|_{E}^{\beta} d y\right)^{q} d x\right)^{\frac{1}{q}}\|f\|_{L^{q^{\prime}}\left(\mathbb{R}^{n}\right)} .
\end{gathered}
$$

Thus for (3.18), it is enough to show that

$$
\left(\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha}|x-y|_{E}^{\lambda} h(y)|y|_{E}^{\beta} d y\right)^{q} d x\right)^{\frac{1}{q}} \geq C\left(\int_{\mathbb{R}^{n}} h^{p}(x) d x\right)^{\frac{1}{p}}
$$

and by substituting $z(y)=h(y)|y|_{E}^{\beta}$, this is equivalent to

$$
\int_{\mathbb{R}^{n}}\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} d x \leq C\left(\int_{\mathbb{R}^{n}}|y|_{E}^{-\beta p} z^{p}(x) d x\right)^{\frac{q}{p}}
$$

We have that

$$
\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha}|x-y|_{E}^{\lambda} z(y) d y \geq \int_{B_{E}\left(0,|x|_{E}\right)}|x|_{E}^{\alpha}|x-y|_{E}^{\lambda} z(y) d y
$$

then

$$
\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} \stackrel{q<0}{\leq}\left(\int_{B_{E}\left(0,|x|_{E}\right)}|x|_{E}^{\alpha}|x-y|_{E}^{\lambda} z(y) d y\right)^{q}
$$

Therefore, we obtain

$$
\begin{align*}
&\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha q}\left(\int_{\mathbb{R}^{n}}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} d x\right)^{\frac{1}{q}}  \tag{3.19}\\
& \stackrel{q<0}{\geq}\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha q}\left(\int_{B_{E}\left(0,|x|_{E}\right)}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} d x\right)^{\frac{1}{q}}:=I_{1}^{\frac{1}{q}}
\end{align*}
$$

Similarly to (3.19), we have

$$
\begin{align*}
&\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha q}\left(\int_{\mathbb{R}^{n}}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} d x\right)^{\frac{1}{q}}  \tag{3.20}\\
& \stackrel{q<0}{\geq}\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha q}\left(\int_{\mathbb{R}^{n} \backslash B_{E}\left(0,|x|_{E}\right)}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} d x\right)^{\frac{1}{q}}:=I_{2}^{\frac{1}{q}} .
\end{align*}
$$

From (3.19)-(3.20), we obtain

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha q}\left(\int_{\mathbb{R}^{n}}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} d x\right)^{\frac{1}{q}} \geq I_{1}^{\frac{1}{q}} \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha q}\left(\int_{\mathbb{R}^{n}}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} d x\right)^{\frac{1}{q}} \geq I_{2}^{\frac{1}{q}} \tag{3.22}
\end{equation*}
$$

Step 1. Let us prove (a) for (3.21). By using $|y|_{E} \leq|x|_{E}$, we get

$$
\begin{equation*}
|x-y|_{E} \leq|x|_{E}+|y|_{E} \leq 2|x|_{E} . \tag{3.23}
\end{equation*}
$$

Then for any $\lambda<0$, we have

$$
2^{\lambda}|x|_{E}^{\lambda} \leq|x-y|_{E}^{\lambda} .
$$

Therefore, we get

$$
I_{1}=\int_{\mathbb{R}^{n}}|x|_{E}^{\alpha q}\left(\int_{B_{E}\left(0,|x|_{E}\right)}|x-y|_{E}^{\lambda} z(y) d y\right)^{q} d x \leq 2^{\lambda q} \int_{\mathbb{R}^{n}}|x|_{E}^{(\alpha+\lambda) q}\left(\int_{B_{E}\left(0,|x|_{E}\right)} z(y) d y\right)^{q} d x
$$

If condition (2.4) in Theorem 2.2 with $u(x)=|x|_{E}^{(\alpha+\lambda) q}$ and $v(y)=|y|_{E}^{-\beta p}$ in (2.3) is satisfied, then we have

$$
I_{1} \leq C \int_{\mathbb{R}^{n}}\left(\int_{B_{E}\left(0,|x|_{E}\right)} z(y) d y\right)^{q}|x|_{E}^{(\alpha+\lambda) q} d x \leq C\left(\int_{\mathbb{R}^{n}}|y|_{E}^{-\beta p} z^{p}(y) d y\right)^{\frac{q}{p}}
$$

Let us verify that the condition (2.4) holds. By using the assumption $\beta>-\frac{n}{p^{\prime}}$, we obtain

$$
0=\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\alpha+\beta+\lambda}{n}>\frac{1}{q}+\frac{\alpha+\lambda}{n},
$$

that is, $\frac{n+(\alpha+\lambda) q}{n q}<0$, or $n+(\alpha+\lambda) q>0$,. Then, we get

$$
\left(\int_{B_{E}\left(0,|x|_{E}\right)} u(y) d y\right)^{\frac{1}{q}}=\left(\int_{B_{E}\left(0,|x|_{E}\right)}|y|_{E}^{(\alpha+\lambda) q} d y\right)^{\frac{1}{q}}=\left(\frac{|\Phi|}{n+(\alpha+\lambda) q)}\right)^{\frac{1}{q}}|x|^{\frac{n+(\alpha+)) q}{q}} .
$$

Since $\beta>-\frac{n}{p^{\prime}}$, we have

$$
-\beta p\left(1-p^{\prime}\right)+n_{14}=\beta p^{\prime}+n>0 .
$$

Thus $-\beta p\left(1-p^{\prime}\right)+n>0$. Then, a direct computation gives

$$
\begin{align*}
\left(\int_{B_{E}\left(0,|x|_{E}\right)} v^{1-p^{\prime}}(y) d y\right)^{\frac{1}{p^{\prime}}} & =\left(\int_{B_{E}\left(0,|x|_{E}\right)}|y|_{E}^{-\beta p\left(1-p^{\prime}\right)} d y\right)^{\frac{1}{p^{\prime}}}  \tag{3.24}\\
& =\left(\frac{|\Im|}{\beta p^{\prime}+n}\right)^{\frac{1}{p^{\prime}}}|x|_{E}^{\frac{\beta p^{\prime}+n}{p^{\prime}}}
\end{align*}
$$

Therefore by using $\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\alpha+\beta+\lambda}{n}=0$, we have

$$
\begin{aligned}
\mathcal{D}_{1}\left(|x|_{E}\right) & =\left(\int_{B_{E}\left(0,|x|_{E}\right)} u(y) d y\right)^{\frac{1}{q}}\left(\int_{B_{E}\left(0,|x|_{E}\right)} v^{1-p^{\prime}}(y) d y\right)^{\frac{1}{p^{\prime}}} \\
& =\left(\frac{|\mathfrak{S}|}{n+(\alpha+\lambda) q}\right)^{\frac{1}{q}}\left(\frac{|\mathfrak{S}|}{\beta p^{\prime}+n}\right)^{\frac{1}{p^{\prime}}}
\end{aligned}
$$

which means $\mathcal{D}_{1}\left(|x|_{E}\right)$ is a non-decreasing function. Therefore,

$$
\begin{equation*}
D_{1}=\inf _{x \neq 0} \mathcal{D}_{1}\left(|x|_{E}\right)=\left(\frac{|\mathfrak{S}|}{n+(\alpha+\lambda) q}\right)^{\frac{1}{q}}\left(\frac{|\mathfrak{S}|}{\beta p^{\prime}+n}\right)^{\frac{1}{p^{\prime}}}>0 \tag{3.25}
\end{equation*}
$$

Then by using (2.3), we obtain

$$
\begin{equation*}
I_{1}^{\frac{1}{q}} \geq C\left(\int_{\mathbb{R}^{n}}|y|_{E}^{-\beta p} z^{p}(y) d y\right)^{\frac{1}{p}}=C\left(\int_{\mathbb{R}^{n}} h^{p}(y) d y\right)^{\frac{1}{p}} \tag{3.26}
\end{equation*}
$$

Step 2. Let us prove (b) for (3.22). From $|x|_{E} \leq|y|_{E}$, we calculate

$$
|x-y|_{E} \leq|x|_{E}+|y|_{E} \leq 2|y|_{E},
$$

then

$$
|x-y|_{E}^{\lambda} \geq C|y|_{E}^{\lambda},
$$

where $C>0$. Then, if condition (2.22) with $u(x)=|x|_{E}^{\alpha q}$ and $v(y)=|y|_{E}^{-(\beta+\lambda) p}$ is satisfied, then we have

$$
I_{2} \leq C \int_{\mathbb{R}^{n}}|x|_{E}^{\alpha q}\left(\int_{\mathbb{R}^{n} \backslash B_{E}\left(0,|x|_{E}\right)} z(y)|y|_{E}^{\lambda} d y\right)^{q} d x \leq C\left(\int_{\mathbb{R}^{n}}|y|_{E}^{-\beta p} z^{p}(y) d y\right)^{\frac{q}{p}}
$$

Now let us check that the condition (2.22) holds. We have

$$
\begin{aligned}
\left(\int_{\mathbb{R}^{n} \backslash B_{E}\left(0,|x|_{E}\right)} u(y) d y\right)^{\frac{1}{q}}=\left(\int_{\mathbb{R}^{n} \backslash B_{E}\left(0,|x|_{E}\right)}|y|_{E}^{\alpha q} d y\right)^{\frac{1}{q}} & =\left(\int_{|x|_{E}}^{\infty} \int_{\mathbb{S}} r^{\alpha q} r^{n-1} d r d \sigma\right)^{\frac{1}{q}} \\
& =\left(\frac{|\mathfrak{S}|}{|n+\alpha q|}\right)^{\frac{1}{q}}|x|_{E}^{\frac{n+\alpha q}{q}},
\end{aligned}
$$

where $n+\alpha q<0$. From $\alpha>-\frac{n}{q}$, we have $0=\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\alpha+\beta+\lambda}{n}>\frac{1}{p^{\prime}}+\frac{\beta+\lambda}{n}$, then

$$
\begin{gather*}
(\beta+\lambda) p^{\prime}+n<0 .  \tag{3.27}\\
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\end{gather*}
$$

By using this fact, we have

$$
\begin{aligned}
\left(\int_{\mathbb{R}^{n} \backslash B_{E}(0,|x| E)} v^{1-p^{\prime}}(y) d y\right)^{\frac{1}{p^{\prime}}} & =\left(\int_{\mathbb{R}^{n} \backslash B_{E}(0,|x|)}|y|_{E}^{-(\beta+\lambda)\left(1-p^{\prime}\right) p} d y\right)^{\frac{1}{p^{\prime}}} \\
& =\left(\frac{|\mathfrak{S}|}{\left|n+(\beta+\lambda) p^{\prime}\right|}\right)^{\frac{1}{p^{\prime}}}|x|_{E}^{\frac{n+(\beta+\lambda) p^{\prime}}{p^{\prime}}}
\end{aligned}
$$

Then by using $\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\alpha+\beta+\lambda}{n}=0$, we get

$$
\begin{equation*}
\mathcal{D}_{2}\left(|x|_{E}\right)=\left(\frac{|\Im|}{|n+\alpha q|}\right)^{\frac{1}{q}}\left(\frac{|\Im|}{\left|n+(\beta+\lambda) p^{\prime}\right|}\right)^{\frac{1}{p^{\prime}}} \tag{3.28}
\end{equation*}
$$

which means $\mathcal{D}_{2}\left(|x|_{E}\right)$ is a non-increasing function. Therefore, we have

$$
\begin{equation*}
D_{2}=\inf _{x \neq 0} \mathcal{D}_{2}\left(|x|_{E}\right)=\left(\frac{|\Im|}{|n+\alpha q|}\right)^{\frac{1}{q}}\left(\frac{|\Im|}{\left|n+(\beta+\lambda) p^{\prime}\right|}\right)^{\frac{1}{p^{\prime}}}>0 \tag{3.29}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
I_{2}^{\frac{1}{q}} \geq C\left(\int_{\mathbb{R}^{n}}|y|_{E}^{-\beta p} z^{p}(y) d y\right)^{\frac{1}{p}}=C\left(\int_{\mathbb{R}^{n}} h^{p}(y) d y\right)^{\frac{1}{p}} \tag{3.30}
\end{equation*}
$$

Remark 3.8. Inequality (3.18) seems to be new even in the Euclidean space.
Let us now show the reverse Stein-Weiss inequality $\mathbb{G}$.
Theorem 3.9 (The reverse Stein-Weiss inequality on $\mathbb{G}$ ). Let $\mathbb{G}$ be a homogeneous group of homogeneous dimension $Q \geq 1$ and let $|\cdot|$ be an arbitrary homogeneous quasi-norm on $\mathbb{G}$. Assume that $q \leq p<0, \lambda<0$, and $\frac{1}{p^{\prime}}+\frac{1}{q}+\frac{\alpha+\beta+\lambda}{Q}=0$, where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ and $\frac{1}{q}+\frac{1}{q^{\prime}}=1$. Then for all non-negative functions $f \in L^{q^{\prime}}(\mathbb{G})$ and $0<\int_{\mathbb{G}} h^{p}(x) d x<\infty$, we have

$$
\begin{equation*}
\int_{\mathbb{G}} \int_{\mathbb{G}}|x|^{\alpha} f(x)\left|y^{-1} x\right|^{\lambda} h(y)|y|^{\beta} d x d y \geq C\left(\int_{\mathbb{G}} f^{q^{\prime}}(x) d x\right)^{\frac{1}{q^{\prime}}}\left(\int_{\mathbb{G}} h^{p}(x) d x\right)^{\frac{1}{p}} \tag{3.31}
\end{equation*}
$$

if one of the following conditions is satisfied:
(a) $\beta>-\frac{Q}{p^{\prime}}$;
(b) $\alpha>-\frac{Q}{q}$.

Proof. The proof of similar to the previous theorem, but here we use Proposition 3.1 and the polar decomposition formula (3.3).
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