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Abstract

This thesis presents research into reducing microphone artefacts in live sound
with no prior knowledge of the sources or microphones. Microphone artefacts
are defined as additional sounds or distortions that occur on a microphone signal
that are often undesired.

We focus on the proximity effect, comb filtering and microphone bleed. In
each case we present a method that either automatically implements human
sound engineering techniques or we present a novel method that makes use of
audio signal processing techniques that goes beyond the skills of a sound engi-
neer. By doing this we can show that a higher quality mix of a live performance
can be achieved.

Firstly we investigate the proximity effect which occurs on directional micro-
phones. We present a method for detecting the proximity effect with no prior
knowledge of the source to microphone distance. This then leads to a method
for reducing the proximity effect which employs a dynamic filter informed by
audio analysis.

Comb filtering occurs when the output of microphones reproducing the same
source are mixed together. We present a novel analysis of how the accuracy of
a technique to automatically estimate the correct delay of the source between
each microphone is affected by source bandwidth and the windowing function
applied to the data.

We then present a method for reducing microphone bleed in the multiple
source, multiple microphone case, both in determined and overdetermined con-
figurations. The proposed method is extended from prior research in noise
cancellation, which has not previously been applied to musical sound sources.
We then present a method for simulating microphone bleed in synthesised drum
recordings, where bleed enhances the realism of the output.

Through subjective listening tests and objective measures each proposed
method is shown to succeed at reducing the microphone artefacts while preserv-

ing the original sound source.
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Vitaly puts on goggles, hooks
himself into a computer on the
sound truck, and begins tuning
the system. Theres a 3-D model
of the overpass already in
memory. He has to figure out how
to sync the delays on all the
different speaker clusters to
maximize the number of nasty,

clashing echoes.

Neal Stephenson

“Snow Crash”



Contents

(1_Introductionl

1.1 Objectives|. . . . . . . . . . .o

11.6.2  Conference Papers| . . . . ... ... ... .. .. .....
[1.6.3 Invited Speaker/Panellist| . . . .. ... ... .. ... ..
11.6.4  Magazine articles| . . . . . ... ..o

Background]|

2.1 Microphone technology|. . . . . .. ... ... ... ... ...

2.2 Microphone artefacts|. . . . . . ... ... ... ... ... ...
2.2.1  Summary] . . . . ...
2.2.2  General signal model| . . . . ... ..o
2.2.3  Proximity effect|. . . . . . .. ... 0oL
2.2.4  Comb filteringl . . . ... ... .. ... .. .. ...
[2.2.5 Microphone bleed|. . . . . . ... .. ... ... ...

................................

Proximity effect detection and correction|

3.2 Proximity effect in practice| . . . . . .. ...
3.3 Proximity effect detection| . . . . . . . ... ... L.
3.3.1 Spectral flux] . .. ... ... ... . 0.
8.3.2 Algorithm| . . . . . ... ... ..o 0o
I;‘i,;;,;i I}&a]”al“l I ..........................

3.4 Proximity effect correction|. . . . . . ... ...

16
16
17
18
19
21
22
22
22
23
23

24
24
26
29
31
31
34
37
39



4__Comb filter reduction| 63
I Stateoftheartl . . . ... .. ... .. ... 63
4.1.1  Reducing comb filtering| . . . . . . ... ... ... 63

4.1.2  Delay Estimation|. . . . . . . ... ... o0 65
ET3GCCPHATI. . . . . . o 68

4.1.4  Delay estimation of arbitrary musical signals| . . . .. .. 69

4.2 Description of the GCC-PHAT| . . . .. .. ... ... ... ... 70
4.3 Effect of windowing and signal bandwidth on delay estimation |

[ ACCUTACY] « « « v v v v v e e e e e e e 73
4.4 Experimental analysis| . . . . .. ... ... ... ... ... 75
4.4.1 Bandwidth limited white noisel . . . . ... ... ... .. 76

4.4.2 Realrecordings| . . . . ... ... .. ... .. .. ... 78

4.5 Discussion and conclusionsl. . . . . . . . . ... 82

[ Determined microphone bleed reduction] 85
BI Stateoftheartl . . .. .. .. ... .. . .. 85
p.1.1  Physical methods|. . . . . .. ... ... ... .. 85

p.1.2 Blind source separation| . . . . . .. .. ... ... ... . 86

BI13 Noise cancellationl . . . . ... ... ... ... ... ... 38

5.2 Description of Crosstalk Resistant Adaptive Noise Cancellation| . 90
9.3 Centred adaptive filters| . . . . . . ... ... ... ... ... .. 93
0.4 Centred CTRANCI . . . . . .. . . . ... ... . . .... 94
5.5 Multiple source delay estimation| . . . . .. ... .. ... .... 94
5.5.1  Multiple source GCC-PHAT| . .. ... ... ....... 96

B6 Evaluationl. . . « o v oo oo 99
5.6.1 Simulation experimentation| . . . . . ... ... ... ... 99

B62 Resultd . . . o o oo 100

b.6.3 Realrecordings| . . . . . .. ... ... ... 0. 103

B6A Resultd . . - . oo 103

5.7 _Discussion and conclusionsl. . . . . . . .. ... 106

[6  Overdetermined microphone bleed reduction using selective FD- |

107
6.1 Determined CTRANC] . . . . . . . . .. .. ... . ... ..... 107
6.2 FDCTRANC . . ... .. . . . . 108

621 Derivationl. . . . . . . . . . ... 108
622 Tssued . .. ... ... . ... 110
6.2.3 Tterative FDCTRANC] . . . . ... ... ... ... ... 112
6.2.4  Number of iterations| . . . . . . . ... ... ... ..... 113



6.3.1 Subjective evaluation| . . . ... .. ... ... .. 115
6.3.2  Objective evaluation| . . . . . .. ... ... ... ..... 123
6.3.3  Computational efficiency|. . . . . . . .. ... .. ... .. 123
634 Discussionl. . . . . . .. ..o 126
6.4  Overdetermined FDCTRANC]. . . . ... ... ... ... .. 127
6.5 Selective FDCTRANCI . . . . . . .. .. ... .. ... .. .... 129
6.5.1 Correlation Thresholdl . . . . . ... ... ... ... ... 130
66 Evaluationl. . . . . . o oo v 134
6.7 Discussion and conclusiond. . . . . . .. . ... 138

|7 Microphone bleed simulation in multisampled drum worksta- |

[tions 139
7.1 Multisampled drum workstations| . . . . . .. ... ... ... .. 140
7.2 Microphone bleed in drum kits| . . . ... ... ... ... .... 141
7.3 Microphone bleed simulation| . . . ... ... ... ... ..... 142

[(3.1 Directbleedl. . . . .. . .. ... .. ... ... ... 142
7.3.2  Extracting tom-tom resonance| . . . ... ... ... ... 143
[[33 Snaredrum| . . . .. ... ... 145
(34 Kickdruml . ... ... ... .. ... . 146
M Evaluationl. . - .« v v oo 147
[7.4.1  Subjective analysis| . . . . . . . ... .. oL, 147
[.5 Discussion and conclusiond. . . . . . .. ... ... 0L 150

|8 Conclusions and future perspectives| 152

8.1  Proximity effect|. . . . . . . ... . oo 152
8.1.1  Future perspectives|. . . . . . . ... ..., 153

8.2 Comb filter reduction| . . . .. .. ... .. ... oL 153
18.2.1  Future perspectives|. . . . . . .. .. ... L. 154

8.3 Microphone bleed reduction| . . . . . .. ... 0oL 155
18.3.1  Future perspectives|. . . . . . .. .. ... ... .. 155

8.4 Microphone bleed simulation| . . . . ... ... ... ....... 156
18.4.1  Future perspectives|. . . . . . .. .. ... L. 156

8.5 Overall future perspectives| . . . . ... ... .. ... ... ... 157
APP d 158
|A Analysis of vocal recording in proximity effect correction| 158

(B Comparing the GCC-PHAT to the Impulse Response with Phase |
[_Transform method| 160




List of Figures

2.1 Typical configuration of sources and microphones in a live sound |
| production.| . . . . . . ..o 30
2.2 A common layout for reproducing a single source s with a single |
| microphone x.|. . . . . . ... 32
2.3 Pressure gradient ratio over frequency with changing source to |
| microphone distance.| . . . . . . .. ..o 33
2.4 Pressure gradient ratio corner frequency with changing source to |
| microphone distance.| . . . . ... ... L Lo 34
2.5 A common layout for reproducing a single source s with multiple |
| microphones 3 and @2 . . . . . ... Lo 35
2.6 Transfer tunction of a comb filter with a relative delay of 8 sam- |
| ples at 44.1kHz sampling rate.|. . . . . . . .. ... ... 36
2.7 A configuration of two sources being reproduced by two micro- |
| phones with the direct signal paths and equivalent delays shown.| 38
8.1 Gain low pass filtered white noise recorded with cardioid and |
| omnidirectional microphones at distances between 0.01m and 0.3m.| 44
13.2  Spectral flux of three bands of white noise recorded with an om- |
| nidirectional microphone with time varying distance.| . . . . . . . 48
3.3 Spectral flux of three bands of white noise recorded with a car- |
| dioid microphone with time varying distance.| . . . . . . . . . .. 49
3.4  Proximity effect detection of a white noise signal recorded with |
| an omnidirectional microphone.| . . . . . . .. .00 o L 51
3.5 Proximity effect detection of a white noise signal recorded with |
| a cardioid microphone.| . . . . . .. ..o oL 51
3.6 Proximity effect detection of a male vocal source recorded with |
| an omnidirectional microphone.| . . . . . . . ..o oL 52
13.7  Proximity effect detection of a male vocal source recorded with a |
| cardioid microphone.| . . . . . . .. ..o L Lo 52
8.8  Movement vectors tested) . . . . . ... ..o oL, 56



13.9

Low frequency amplitude before and after proximity effect cor-

rection for the movement described in Figure [3.8(1) with white

noise source.. . . ... . e e

[3.10

Low frequency amplitude before and after proximity effect cor-

rection for the movement described in Figure [3.8(2) with white

NOISe SOUrCe.l. . . . . . . . e e

BT

Low frequency amplitude before and after proximity effect cor-

rection for the movement described in Figure [3.8(3) with white

NOISE SOUrCe.. . . . . . . . e e

B2

Low frequency amplitude before and after proximity effect cor-

rection for the movement described in Figure [3.8(4) with white

NOISe SOULCE]. . . .« o o e e e

B.13

Low frequency amplitude before and after proximity effect cor-

rection for the movement described in Figure [3.8(5) with white

noise source. . . ... e

B.14

Low frequency amplitude before and after proximity effect cor-

rection for the movement described in Figure [3.8(6) with white

NoIse Source.l. . . . . .. e

B15 Fuckd T i Tand I |

frequency amplitude for each movement vector from Figure |3.8]|

[ for a white noise sourcel . . . . . ... .. ... ... ... .. .. 59

13.16 Low trequency amplitude before and after proximity ettect cor- |
| rection for the movement described in Figure [3.8(3) with male |
| vocal input.| . . . . . ... 60

13.17 Low trequency amplitude before and after proximity ettect cor- |
| rection for the movement described in Figure [3.8(6) with male |
| vocal input.| . . . . ... 60

B8 Enchd T i Tand 8 |

frequency amplitude for each movement vector from Figure |3.8|

[ for a male vocal sourcelJ . . . ... ... ... ... 61

4.1 Simulated waveforms of two microphones picking up the same |
| sound source. In live sound the top waveform would be delayed to |
| align with the bottom. In post production the waveform regions |
| can be shifted manually,| . . . . .. ... oL 64

4.2 Output of the GCC-PHAT. . . .. ... .. ... ... ...... 72

4.3 Accuracy of delay estimation as a percentage of correct frames |
| with an error of £2 samples using a rectangular window with |
| increasing bandwidth using low pass, high pass and band pass |
[ filter centred at 11.25kHz) . . . . . . . . . .. .. ... .. .... 76

10



i

Accuracy of delay estimation as a percentage of correct frames

with an error of £2 samples using a selection of windows with

| increasing bandwidth using a low pass filter|. . . . . . . . .. .. 77
4.5 The GCC-PHAT output and corresponding unwrapped phase |
| spectrum of unfiltered and low pass filtered white noise.| . . . . . 79
4.6 Delay estimation accuracy for 20 audio excerpts using a rectan- |
| gular window plotted against spectral spread. The accuracy is |
| also shown for the Hann window unlabelled for comparison and |
| enlarged in Figureld.7] . . . . ... ... ... L. 80
4.7 Delay estimation accuracy for 20 audio excerpts using a Hann |
| window plotted against spectral spread.| . . . . . . ... ... .. 80
4.8 Output of the GCC-PHA'T using the rectangular window shown |
| as estimated delay for each frame of data. The dashed horizontal |
| line indicates the correct delay.| . . . . . ... .. ... ... ... 81
4.9  Mean accuracy ot delay estimation over all audio excerpts using |
L aselection of common frame sizes and windowsl. . . . . ... .. 82
5.1 Block diagram of an adaptive filter.f. . . . . ... ... ... ... 91
5.2 Block diagram of sources s; and ss processed by RIRs to become |
| microphones 3 and x| . . . . . ... 91
b.3  Block diagram of the two source, two microphone CTRANC |
[ method of noise cancellation) . . ... ... ... ... ... ... 92
b.4  Output of the GCC-PHAT where two sources are present with |
| the delays labelled.| . . . . . . . .. ..o 00000 97
[5.5 Sample layout of sources and microphones (5.5al) and the result- |
| ing GCC-PHAT function (5.5b]) showing how the amplitude and |
| position of the peaks is related to the position of the sources.| . . 98
.6 Simulation microphone and source layout where d = 0.5m.[. . . . 99
5.7 Signal-to-interterence ratio of each method at each iteration of |
| microphone distance for the simulated case.| . . . . . . ... ... 100
9.8 Signal-to-artefact ratio ot each method at each 1teration of mi- |
| crophone distance for the simulated case.| . . . ... .. ... .. 102
5.9 Signal-to-distortion ratio of each method at each iteration of mi- |
| crophone distance for the simulated case| . . .. ... ... ... 102
.10 Layout of speakers and microphones in the test recordings.| 103
b.11 Signal-to-interference ratio ot each method at each iteration of |
| microphone distance for the real microphone recording.| . . . . . 104
5.12 Signal-to-artefact ratio of each method at each iteration of mi- |
| crophone distance for the real microphone recording,| . . . . . . . 105

11



15.13 Signal-to-distortion ratio of each method at each iteration ot mi- |

| crophone distance for the real microphone recording,| . . . . . . . 105

6.1 A block diagram of the proposed FDCTRANC method of inter- |
| ference reduction. The repeated iteration step i1s highlighted.| . . 113

6.2 Virtual source and microphone layout for analysis of the number |

[ ofiterations of the FDCTRANC method of bleed reduction.. . . 114

6.3 Comparison between different number of iterations for different |

| determined microphone configurations showing mean SIR and |

| SDR improvement from the unprocessed microphone signal.| . . . 115
6.4 User interface for the MUSHRA listening test.| . . .. ... ... 116

6.5 Results of the subjective listening test for the interference criteria |

| showing means ot all participants for each trial for FDCTRANC, |
[ MCWEF and anchor with 95% confidence intervals.| . . . . . . .. 118

6.6 Results of the subjective listening test for the artefact criteria |

| showing means of all participants for each trial for FDCTRANC, |
[ MCWFEF and anchor with 95% confidence intervals.| . . . ... .. 121

6.7 Objective measures of listening test audio data in anechoic con- |
| ditions showing mean SDR, SAR and SIR for all trials for each |
| algorithm under test. Standard deviation is shown. . . . . . . . . 124

6.8  Objective measures of listening test audio data in reverberant |
| conditions showing mean SDR, SAR and SIR for all trials for |

| each algorithm under test. Standard deviation is shown. . . . . . 125

6.9 Running time of each algorithm in seconds for 100 repetitions of |

| processing on 10 second audio samples at 44.1kHz sampling rate. |

| The mean running time is indicated.| . . . . . .. ... ... ... 126

[6.10 Example layout of sources and microphones as defined in (6.40)),(6.41) |
| and (BA] - o o oo 128

16.11 Layout of correlation test zoomed to show configuration.. . . . . 131

16.12 Mean correlation between microphones x; and xo, x5 and z3 |

| and x; an z3 as the x; to xo distance 1s changed. The point of |

16.13 Plot showing p at the point of intersection when the source to |

| source and source to microphone distance is altered.| . . . . . . . 132
16.14 Plot showing p at the point of intersection when the R1T60 of the |
[ virtual environment is altered]. . . . . . . .. ... ... ... .. 133
16.15 Block diagram of selective FDCTRANC,. . . .. ... ... ... 134
16.16 Virtual layout of sources and microphones in the maximum con- |
| figuration for the results in Figures|6.17/and |6.18]]. . . . . . . .. 135

12



[6.17 Mean SDR Improvement comparing FDCTRANC (A) and Selec- |

tive FDCTRANC (B) with varying number of sources and num- |

ber of microphones per source tfor different R160 values.| . . . . . 136

[6.18 Mean SIR Improvement comparing FDCTRANC (A) and Selec- |

tive FDCTRANC (B) with varying number of sources and num- |

ber of microphones per source for different R160 values.| . . . . . 137

[7.1  Drum microphone bleed and resonance.| . . ... ... ... ... 141

7.3 'The first derivative of spectral flux ¢ plotted against time. The |

beginning of the resonance is indicated by a dashed vertical line.| 145

7.4 Block diagram of the method to simulate snare drum bleed in a |

tom-tom microphone.| . . . .. ... ... Lo L. 147

7.5 Histogram of the number of correct responses per subject.| . . . . 149

7.6 SDR plotted against the number of times that the real recording |

in each pair was correctly identified.| . . . . . .. ... ... ... 150

IA.1 Low frequency amplitude before and after proximity ettect cor- |

rection for the movement described in Figure [3.8(1) with male |

vocal Input.| . . . . ... Lo 158

IA.2 Low trequency amplitude before and after proximity ettect cor- |

rection for the movement described in Figure [3.8(2) with male |

vocal input.| . . . . ... 158

IA.3 Low trequency amplitude before and after proximity ettect cor- |

rection for the movement described in Figure [3.8(4) with male |

vocal input.| . . . . ... 159

IA.4 Low frequency amplitude before and after proximity ettect cor- |

rection for the movement described in Figure [3.8(5) with male |

vocal input.| . . . . ... 159

13



List of Tables

4.1  Mean accuracy over all filter bandwidths for low pass filtered |

| noise for each window shape showing window features.| . . . . . . 78

4.2 Mean accuracy over all audio excerpts and frame sizes for each |

| window shape showing window features.| . . . . . . ... .. ... 83

6.1 Interterence - showing p-level for each trial and each algorithm |

| between RIR conditions using Wilcoxon rank sum. Mean for |

[ anechoic and reverb are shown below. Those that are not different |
| with statistical significance are highlighted in bold.| . . . . . . .. 122

6.2 Artefacts - showing p-level for each trial and each algorithm be- |

| tween RIR conditions using Wilcoxon rank sum. Mean for ane- |

7.1 Pearson’s Correlation Coefficient of each response against SDR |

| for each pair of sounds.] . . . . .. .. ... ... L. 150

14



List of abbreviations

A-D
AEDA
ANC
BSS
CTRANC
DAW
DFT
DSP
DUET
EQ
FDCTRANC
FFT
GCC
GCC-PHAT
ICA
LMS
MCWF
MDW
MIMO
MUSHRA
PCC
PHAT
RIR
RLS
ROTH
RMS
SAR
SCOT
SDR
SIR
TDE
TDOA

Analogue to digital

Adaptive eigenvalue decomposition algorithm
Adaptive noise cancellation

Blind source separation

Crosstalk resistant adaptive noise cancellation
Digital audio workstation

Discrete Fourier transform

Digital signal processing

Degenerate unmixing estimation technique
Equalisation

Frequency domain crosstalk resistant adaptive noise cancellation
Fast Fourier transform

Generalized cross correlation

Generalized cross correlation with phase transform
Independent component analysis
Least mean squares

Multichannel wiener filter

Multisampled drum workstation

Multiple input multiple output

Multiple stimuli with hidden reference and anchor
Pearson’s correlation coefficient

Phase transform

Room impulse response

Recursive least squares

Roth processor

Root mean square

Signal-to-artefact ratio

Smoothed coherence transform
Signal-to-distortion ratio
Signal-to-interference ratio

Time delay estimation

Time difference of arrival

15



Chapter 1

Introduction

1.1 Objectives

The aim of this research is to use signal processing to reduce artefacts that occur
on microphone signals in a live sound context. We set out to answer the question
of whether it is possible to reduce microphone artefacts with no prior knowledge
of the sources or microphones, or the relative positions in an acoustic space. In
this thesis microphone artefacts are defined as additional sounds or distortions
that occur on the output of a microphone signal that alter the intended sound
in an undesirable way.

This will be achieved by replicating the processes a human sound engineer
undertakes to reduce these artefacts or by developing new signal processing
methods that would ordinarily not be achieved by a human. This will be

achieved by the following objectives:

e Comb filtering, proximity effect and microphone bleed that occur from
using single and multiple microphones with single and multiple sources
will be reduced using delay estimation, dynamic filtering and noise can-

cellation.

e Manual solutions that exist require a certain level of expertise in micro-
phone placement. Many artefacts that occur are due to lack of knowledge
in this area. Therefore any solution found will be able to be used by an am-
ateur and will not require prior knowledge of the source and microphone

configuration.

e As this research is aimed at live sound, any proposed method should be

able to run in real time.

e As the artefacts are due to physical properties in the space, research into
the reduction will take into account the physical properties of each arte-
fact.
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e Processing methods should preserve the target source with the least amount

of additional distortion.

As we are concerned with researching methods for artefact reduction which
make no assumptions about the source or microphone, we assume in this research
that the only sources we are concerned with are intended sources that would
be found in a live music performance. We therefore do not take into account
external noise sources in this research and we also assume a low reverberation
environment. It is known that noise and reverberation effect the performance of
audio signal processing techniques and in this research we will focus on how the
methods we research are affected by various sources. By not taking noise into
account we will get a clearer idea of the performance of each method. In order
to have a consistent reference across the research we also assume the complex

radiation patterns of instrument sources are localised.

1.2 Motivations

Microphone artefacts are intrinsic to microphone design and sound engineering
techniques exist to reduce them. These techniques are learnt from experience,
which many amateur sound engineers and musicians do not have. Many of
the artefacts can be attributed to the physical properties of the microphone
and the space. There is little that can be done by the user to change the
hardware of the microphone and often nothing can be done about the space
the microphone is placed in. Limited studies have been conducted into how to
reduce the appearance of artefacts using signal processing, which would require
extra software with little or no input from the user.

Many modern microphones have some form of signal processing built in,
commonly polar pattern switching and bass roll off. Recently, microphone man-
ufacturers have begun producing more digital microphones, which have a built
in analogue to digital converter tuned for the microphone. This shows that sig-
nal processing is already being used in microphone technology, but only where
its implementation can be predicted by testing of the microphone.

More advanced signal processing could be included to reduce known artefacts
that occur between the source and the microphone. This would mean a novice
would still be able to get a high quality signal from the microphone, regardless
of their expertise in microphone placement, and hear an expected output from
the microphone. This in turn increases the clarity and quality of the microphone
output, leading to an easier task for the sound engineer and ultimately a better

experience for all people experiencing a music performance.
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1.3 Research context

The research presented in this thesis fits within the umbrella of intelligent mixing
tools, first presented by [Perez Gonzalez and Reiss| [2008alblc, (2007, 2009, 2010]
and extended more recently by |Giannoulis et al.| [2013], [Ward et al| [2012],
Mansbridge et al.|[2012ab] and Maddams et al.[[2012]. The aim of the intelligent
mixing tools research is to provide tools to aid sound engineers, particularly
amateur sound engineers, in providing an adequate baseline multitrack mix to
enable them to spend more time on the creativity of mixing. This previous
work is mostly concerned with the technical and aesthetic areas of mixing, such
as level balancing, panning and automatic enhancement, rather than correcting
problems in the recording process.

The research presented in this thesis strives to tackle the technical prob-
lems that occur specifically when using microphones and often poor microphone
placement. The results can also be objectively measured.

Although this thesis is concerned with live sound, there are many other
applications for the research. It is possible that aspects of the research can
take an offline approach, which could be implemented in a recording studio
environment. For example, offline approaches offer the flexibility of analysing
a whole song and choosing the best course of action that would provide the
optimal result over all the time. It was chosen to investigate live sound, where
real time approaches could be established or at least implement block based
approaches, since this is an open area of research. Live sound situations are
often less controlled acoustics environments and it is likely the configuration
will change over time therefore approaches need to be able to adapt to this.
Studio production will generally be recorded in a controlled environment with
acoustic control to tailor the reverberation and reduce some of the artefacts
described here, such as bleed, in static conditions.

In live sound these artefacts are more often a problem due to the concert
environment, for example the inability to adequately separate instruments, and
possibly the lack of experience of the sound engineers involved. In smaller
venues, they may even be the musicians themselves. Because of this it is likely
there will be little knowledge of microphone placement techniques and artefacts
are more likely to occur.

There are other, non-musical applications for the research outlined here.
Theatre and broadcast environments suffer similar artefacts, along with any
multiple source, multiple microphone situation, such as video conferences, which
also suffer from noise and echoes [Habets and Benesty] [2013].

There is also scope for applying the research to audio forensics to improve

the quality and intelligibility from audio evidence, or to gain extra information
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such as location of sources and microphones with delay estimation research. It

is also possible to apply the techniques to medical audio, such as heart sound
recordings, for example removing crosstalk and aligning recordings |[Hedayioglu
5011).

1.4 Thesis structure

The microphone artefacts which are investigated in the research presented in this
thesis are the proximity effect, comb filtering and microphone bleed. As there
is only a small overlap between the approaches used to reduce each artefact,
Chapters and [p] each contain a literature review and background of the
state of the art in each field. Chapter [2 can be considered the background
chapter for the overall thesis and contains information on how and why different
microphone artefacts occur and introduces each area we discuss in the remainder
of the thesis.

A chapter by chapter breakdown of the structure is as follows.

Chapter [ -

In this chapter we outline the objectives and motivations of the research and

outline the thesis contributions.

Chapter [2 -

This chapter provides a background in audio and microphone technology. From
this microphone artefacts are categorised into environmental, positional and
internal. We then describe in detail the cause and effect of the microphone

artefacts that are investigated in this thesis.

Chapter (3| - [Proximity effect detection and correction|

In this chapter we propose a novel method for the detection and correction of
the proximity effect. The novel detection algorithm uses spectral flux to detect
low frequency changes in the signal that can be attributed to the proximity

effect. A dynamic filter is then implemented to correct for theses effects.

Chapter [4| - |[Comb filter reduction|

In this chapter we investigate using the GCC-PHAT delay estimation technique
to reduce comb filtering in single source, multiple microphone configurations
with arbitrary musical sources. A novel analysis of the effect of signal bandwidth
and DFT window shape on the accuracy of the GCC-PHAT is provided.
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Chapter [5| - |[Determined microphone bleed reduction|

In this chapter we present a novel method for reducing microphone bleed in the
determined multiple source, multiple microphone case. The method is based
on a crosstalk resistant noise canceller from telecommunications research that
has not previously been applied to musical instrument signals. It is extended
by applying a multiple source version of the GCC-PHAT delay estimation tech-
nique from the previous chapter to centre the adaptive filters. The proposed
method is shown to outperform the previous method in anechoic conditions in
terms of both bleed reduction and preservation of the target source. It is also
compared to a similar noise cancellation based technique, as well as the blind

source separation technique DUET.

Chapter [6] - [Overdetermined microphone bleed reduction using selec-|

tive FDCTRANC]

This chapter extends the bleed reduction research in the previous chapter by
applying it to the overdetermined case, where there are more microphones than
sources. This is done first by performing CTRANC in the frequency domain to
improve results in reverberant conditions and reduce the computational cost.
In listening tests the frequency domain implementation is shown to outperform
a similar noise cancellation method. The proposed method is then extended
to the overdetermined case by introducing a selection stage to determine which
microphones are reproducing the same target source in order to suppress the
bleed reduction algorithm between them. The selection process is shown to
provide an improvement in a variety of configurations in terms of interference

reduction and preservation of the target source.

Chapter[7]- [ Microphone bleed simulation in multisampled drum work-|

[stations]

In this chapter we outline a novel method for simulating bleed between micro-
phones specifically in drum kit recordings where each drum has been recorded
separately. This is included as an example of conditions where microphone
bleed can enhance an otherwise dry recording to improve the realism. In lis-
tening tests, participants are shown to be unable to distinguish the simulated

recordings from real recordings with statistical significance.

Chapter [8| - |[Conclusions and future perspectives|

In this chapter we summarise the achievements of the thesis. We explore how

the research conducted has achieved the objectives and suggest potential further
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work.

1.5 Thesis contributions

The main contributions presented in this thesis are:

Chapter

e A method for detecting and correcting the proximity effect in directional
microphones without knowledge of the microphone or source to micro-

phone distance.

Chapter

e Novel analysis of the GCC-PHAT method of delay estimation with regards

to incoming signal bandwidth and DFT window shape.

e A recommendation of best practise when using the GCC-PHAT for arbi-
trary musical signals, which extends the knowledge of how window shape
affects the accuracy of the GCC-PHAT.

Chapter

e Adaptation of a method of noise cancellation from telecommunications,
not previously applied to musical instrument sources, applied to deter-
mined source, microphone configurations by combining CTRANC with

centred adaptive filters.

e A novel method for multiple source delay estimation.

Chapter [6]

e Extension of determined Crosstalk Resistant Noise Cancellation (CTRANC)
to the frequency domain (FDCTRANC) and outlining problems with this
method.

e Introducing an iterative method of FDCTRANC.

e Extension of FDCTRANC to the over-determined case, using a selection
stage to indicate whether each other microphone is primarily reproducing
the same target source or an interfering source for the microphone under
test.
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Chapter

e Novel method of microphone bleed simulation using available audio sam-

ples in a multiple microphone drum recording.

1.6 Related publications by the author

The work presented in this thesis has been published and presented in a number
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Alice Clifford and Josh Reiss, Using delay estimation to reduce comb filtering of
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duction, Volume 5, 2010

1.6.2 Conference Papers

Nicholas Jillings, Alice Clifford and Josh Reiss, Performance optimization of
GCC-PHAT for delay and polarity correction under real world conditions in
Proceedings of the 134th Audio Engineering Society Convention, Rome, Italy,
2013

Alice Clifford, Henry Lindsay-Smith and Josh Reiss, Simulating microphone
bleed and tom-tom resonance in multisampled drum workstations in Proceed-
ings of the 15th International Conference on Digital Audio Effects (DAFx-12),
York, UK, 2012

Alice Clifford and Josh Reiss, Detection of the proximity effect in Proceedings
of the 131st Audio Engineering Society Convention, New York, USA, 2011

Alice Clifford and Josh Reiss, Microphone Interference Reduction in Live Sound
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Alice Clifford and Josh Reiss, Calculating time delays of multiple active sources
in live sound in Proceedings of the 129th Audio Engineering Society Convention,
San Francisco, USA, 2010

22



1.6.3 Invited Speaker/Panellist

Audio Engineering Society 130th Convention. Automizing and artificial intelli-

gence. Workshop panellist. 2011

1.6.4 Magazine articles

Alice Clifford and Paul Curzon Combing for sound, Audio!, Issue 2

23



Chapter 2

Background

In this chapter we present the background to the research presented in this
thesis. We explain the purpose and function of a microphone and how it is used
in music production and performance. We then discuss how different artefacts
on microphone signals are caused, why they are undesirable and why they may

need to be removed.

2.1 Microphone technology

Before sound reinforcement, live performance relied on the performer’s ability
and the acoustics of the performance space to carry the sound from the stage to
the audience. After the invention of microphones, amplifiers and loudspeakers,
a performer could be amplified to be heard more clearly and by more people in
larger, less acoustically adequate spaces.

The first stage of this process is the microphone. A microphone is a trans-
ducer that converts sound pressure waves to an electrical current through vi-
bration of a medium. The mechanism for this conversion varies but follows the
same basic principle.

The most straightforward of microphones is the dynamic microphone |Eargle,
2004). Dynamic microphones consist of a diaphragm attached to a magnet.
When sound pressure waves travel from the sound source through air to the
diaphragm, this causes the diaphragm to vibrate. This in turn moves the magnet
within a coil, resulting in electromagnet induction and a varying current output.
This is then fed into a microphone pre-amplifier and consequently to an amplifier
to be played out of loudspeakers or sent into a sound card to be converted to a
digital signal. Dynamic microphones are often used in live sound situations as
they are inexpensive, robust and do not require additional power.

Other common microphone designs are condenser and ribbon microphones.
In condenser microphones, also called capacitor microphones, the diaphragm

acts as one plate of a capacitor. The vibration of the diaphragm changes the
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distance between the diaphragm and a plate, which changes the voltage across
the plates. Condenser microphones require additional phantom power to func-
tion but they are generally more sensitive than dynamic microphones.

Ribbon microphones consist of a thin metal plate which is suspended in a
magnetic field. When sound pressure waves move the plate, this movement
produces a current. More recently fibre optic and laser microphones have been
developed, although these have yet to be widely adopted in music production.

Increasingly, microphones are being sold which are referred to as “digital”
microphones. Although referred to as digital, these microphones still require a
transducer to convert the sound pressure waves into an electrical signal. Quite
often these microphones contain a dedicated Analogue-to-digital (A-D) con-
verter therefore the microphone will have a digital output rather than analogue
[Shapton, [2004]. This means that the A-D converter has been moved closer to
the transducer. The advantages of this are that it allows the converter to be
customised to the specific microphone and can also reduce noise as the distance
the electrical analogue signal has to travel is much shorter. Custom DSP can
also be used to optimise the bit depth of the conversion or to insert level control
to avoid digital clipping [Eargle, 2004]. There is more that can be exploited
from the digital microphone and additional processing that could be included
which is tailored towards the specific microphone.

Recently digital microphones have become popular with home recordists, for
example where looking for an easy way to record vocals for amateur podcasts.
Digital microphones aimed at the consumer market have a USB connection
which can be plugged straight into a computer to record, therefore removing
the need for a dedicated sound card.

As well as the design of the microphone, an important characteristic of a
microphone is the directionality. Generally microphones can be grouped into
omnidirectional, which picks up sound from all directions, or directional, which
rejects sound from certain angles around it. The area around a microphone
from where it picks up sound is denoted as the pick up area.

Directionality is achieved by altering the amount of access the sound pressure
wave has to the rear of the diaphragm. If the rear of the diaphragm is sealed,
the diaphragm only responds to sound pressure waves that arrive to the front.
This can be referred to as a pressure microphone as it response to absolute
sound pressure at the front of the diaphragm and exhibits an omnidirectional
directivity pattern. This means it picks up sound from all directions equally,
although this varies with frequency. Omnidirectional microphones are often
used for ambient recordings or to record multiple sources at once.

If both the front and rear of the diaphragm are open, the movement of the

diaphragm is dependent on the difference in pressure between the front and rear
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of the diaphragm and can be referred to as a pressure gradient microphone. A
sound pressure wave arriving to the side of the diaphragm will result in an equal
pressure at the front and the rear and thus there is zero gradient across it. This
means any sounds arriving to the side of the diaphragm will be rejected and will
not result in an output from the microphone. Pressure gradient microphones
are thus directional.

A pressure gradient microphone which is completely open at the rear rejects
sound from 90° and 270° angle and accepts sound at 0° and 180° equally, where
0° indicates directly in front of the diaphragm. This is known as a Figure-
8, or bidirectional, microphone. Different pick up patterns can be achieved
by limiting the access to the rear of the diaphragm through the use of ports.
Another common pick up pattern is cardioid, which rejects primarily from the
rear and picks up sound predominantly from the front and some to the sides.
The shape of the pick up pattern can be changed by changing the configuration
of ports at the rear, to achieve hyper cardioid patterns, for example, which have
a much narrower directionality.

Directional microphones can be used to improve the signal to noise ratio of
a single sound source in a noisy environment by positioning the rejection areas
of the microphone towards the noise source and the directional area towards
the target source. A consequence of directionality is that a flat response has to
be sacrificed due to the proximity effect, characterised by an undesired boost in
low frequency energy as a source moves closer to the microphone, beyond what
is expected.

Microphones can also be designed to enable switchable polar patterns, and
thus the same microphone can be used for either directional or omnidirectional
applications. This is common in dual diaphragm condenser microphones where
the diaphragms are mounted back to back. A voltage is passed through the rear
diaphragm to change its sensitivity, which in turn changes the response of the
rear diaphragm to sound pressure waves, and thus also changes the directionality
|Eargle, 2004].

2.2 Microphone artefacts

The most straightforward microphone configuration is a single source repro-
duced by a single microphone in free field or anechoic conditions, i.e. without

reverberant surfaces. In ideal conditions this is described as

x[n] = as[n — 7] (2.1)
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where z is the microphone signal, s is the sound source, « is change in amplitude
due to air absorption as the source travels through air, 7 is the delay due to
distance and n is the current timestep.

In reality x contains many other sounds and distortions and it is not only
a scaled, delayed version of the sound source. Anything other than this can be
referred to as a microphone artefact.

We have classified the artefacts that can occur into three categories, which

are explained here.

Internal

Internal artefacts refer to artefacts that occur due to the microphone itself. A
microphone is not a transparent device. Microphones are physical, analogue
devices and each has its impulse response and thus its own characteristics.

Each microphone has its own frequency response, often by design, which
is dependent on source to microphone distance and angle. Some microphones
are designed to have a very flat response which are often reference microphones
which are used for testing other devices so the microphone has to be as transpar-
ent as possible. On the other hand, microphones designed for a specific purpose
can have a distinctive frequency response that is far from flat. For example,
the Shure SM58 has a distinctive peak in the 4kHz range as this microphone is
aimed at the live, vocal market [Shure| 2013].

This means that the sound source may sound different when recorded using
a microphone than it does in real life. This can be a desired effect and the
reason a particular microphone is chosen, or it can be undesired if the choice
of microphones are limited or an accurate reproduction of a sound source is

required.

Environmental

The environment can cause artefacts which are external to the microphone.
This generally refers to reverberation characteristics of the acoustic space and
external noise.

Reverberation refers to the composition of reflections of the sound source
off nearby surfaces [Howard and Angus, 2000, chap. 6]. This means that if the
source and microphone are in a space with reflective surfaces, or any space that
is not freefield conditions, then delayed versions of the source will arrive at the
microphone after the direct sound and be summed together.

The opposite of a reverberant space is an anechoic space that suppresses
room reflections. Anechoic recordings or very dry recordings can sound lifeless

and lacking ambiance [Izhaki, 2007, chap. 23], and often on synthesised sounds
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reverberation is added to enhance the realism and space in the recording. This
is also applied to dry studio recordings. On the other hand if too much rever-
beration is present either artificially or naturally, the intelligibility of the sound
source is reduced and the timbre can be changed by the comb filtering that
occurs due to summation of delayed versions of the direct sound source.

Reverberation can be broken down into different parts. Early reflections
refer to the first reflections that arrive at the microphone after the direct sound
source and are considered to arrive at the microphone up to 80ms after the
direct sound [Peters et al.l [2011]. Often these reflections have only reflected off
a few surfaces and allow us to perceive the size of a space. Early reflections
off highly reflective surfaces can be high in amplitude, sometimes nearly equal
amplitude to the direct sound, which can cause more extreme comb filtering.

Other environmental factors are external uncorrelated noise in an environ-
ment which is not the sound source, such as air conditioning units or in the live
sound situation, audience noise.

In a real reverberant environment can be extended to

z[n] = h|n] * s[n] + v[n] (2.2)

where h is the room impulse response between the source and microphone which

contains the room reverberation and v is external noise.

Positional

Positional factors refer to artefacts that result from the location and number of
microphones and sources. So far we have referred to artefacts assuming a single
source and microphone. In reality there may be more.

It is a common recording technique to record a single source with a number
of microphones. For example taking stereo recordings of pianos, or recording
an acoustic guitar with two microphones to record different aspects of the in-
strument. The problem with this is often the direct sound will arrive at each
microphone at different times. When the microphone signals are mixed together
this can cause comb filtering, which causes certain frequencies to be cut whilst
others are boosted, changing the frequency composition of the source.

The configuration can also be extended to multiple sources, which is common
in a live sound situation where all instruments are on the same stage or in a
more “live” band recording where each instrument is in the same acoustic space.
In this case, often a single microphone will be employed to reproduce a single
microphone, but it likely that each microphone will pick up other interfering
sources that are not the target microphone. These interfering sources can be

referred to as microphone bleed, spill or crosstalk [[zhaki, 2007, chap. 18].
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Extending this further, a multiple source, multiple microphone configuration
may also contain single sources reproduced by multiple microphones as well as
single sources reproduced by single microphones and ambient microphones to

reproduce multiple sources in the space.

2.2.1 Summary

We have explained a number of microphones artefact and causes. Often these
artefacts are a nuisance and it is desirable that they are either avoided or re-
moved.

In this thesis we investigate reducing three microphone artefacts: the proxim-
ity effect, comb filtering and microphone bleed. These artefacts are particularly
problematic in live sound where offline digital audio editing and processing tech-
niques may not be used. Here we outline the background and causes of each
artefact and why they are a problem in live sound. A signal model for each

artefact is also described.
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Figure 2.1: Typical configuration of sources and microphones in a live sound
production.
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2.2.2 General signal model

It is possible to describe all real microphone layouts with a general signal model.
Consider an acoustic space with L sources being reproduced by M microphones,
for example as depicted in Figure The m'" microphone signal, x,,, can be

described as

T [n] = Z him[n] * s;[n) (2.3)

where hy,, is the room impulse response (RIR) between source s; and microphone
Ty. Here m = 1,..., M, where M is the number of microphones and [ =
1,...,L where L is the number of sources. External noise is not included and
the impulse response of the microphone is not taken into account. In anechoic
conditions, h;,, is assumed to be a Dirac delta delayed by 7, at amplitude oy,
S0 can be simplified to

L
Tm[n] = Z QUmSI[1 = Tim] (2.4)
=1

where o, is the amplitude change primarily due to air absorption between the
source and microphone and 7y, is the delay of the sound pressure wave leaving
the source and arriving at the microphone at time n.

Different configurations can be described as determined, where L = M,

underdetermined, where L > M, and overdetermined, where L < M.

2.2.3 Proximity effect

Even with the simplest microphone configuration described by and shown
in Figure the choice of microphone can cause additional artefacts. It may
be the case that this configuration is in a reverberant environment or an envi-
ronment with external noise. As mentioned previously, a method to reduce this
is to use a directional microphone and positioning the sound source in the pick
up area and the external noise sources in the rejecting area.

The drawback of this is that all directional microphones exhibit the proxim-
ity effect.

The proximity effect is characterised by an artificial boost in the low fre-
quency of the microphone output as the source to microphone distance de-
creases. The low frequency boost occurs due to the method used to enable
directionality in microphones.

It has already been explained that directional microphones are also known as
pressure gradient microphones. This is because the movement of the diaphragm

which causes an output current is due to the difference in pressure either side
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Figure 2.2: A common layout for reproducing a single source s with a single
microphone x.

of the diaphragm. The difference in sound pressure is caused by a difference in
amplitude of the pressure wave as it travels from one side of the diaphragm to
the other. A pressure wave arriving at 0° will travel the furthest to reach the
rear of the diaphragm, therefore will exhibit the largest drop in amplitude and
therefore the largest pressure gradient.

The output of a pressure gradient microphone can be considered a ratio
between the sound source, which is close to the microphone, and the noise,
which is at a further distance, which can be expressed as Signal-to-noise ratio
(SNR). A high SNR indicates that the source is close to the microphone and a
low SNR indicates it is further away.

A point source is modelled as a spherical wave and the amplitude drop in
relation to distance is governed by the inverse square law. At larger distances,
the spherical wave can be modelled as a plane wave |[Howard and Angus| [2000].
Over the same distance from the same origin, a spherical wave will exhibit a
greater drop in amplitude compared to the plane wave.

If the sound source of a microphone is modelled as a spherical wave as it is
close to the microphone and the noise is modelled as a plane wave, the amplitude
drop of the sound source between the front and rear of the diaphragm will be
greater, resulting in a higher pressure gradient and thus a higher perceived
amplitude than the noise modelled as a plane wave.

This ratio can be expressed as

1
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SNR (dB)

where k is the wave number, k = <

microphone |Etter, 2012]. This difference in SNR for different values of r is
shown in Figure

and r is the distance from source to

50 ¢ —— T T ——— T T

ar 0.05m |1

40 ---010m_
0.25m

35 |- Voo 0.50m |4
1.00m

Frequency (Hz)

Figure 2.3: Pressure gradient ratio over frequency with changing source to mi-
crophone distance.

As frequency increases, the ratio reduces -6dB per octave, eventually reach-
ing 0 as the frequency becomes large. This perceptually results in a boost at
low frequencies, as the pressure gradient ratio is generally higher at lower fre-
quencies.

The corner frequency, when the SNR reaches 0, can be calculated from

as
C

fe= o
Figure shows how the corner frequency of the SNR roll off changes with

source to microphone distance. The proximity effect occurs because the corner

(2.6)

frequency increases as distance decreases.

In a live musical performance, musicians naturally move while performing.
This movement changes the source to microphone distance and can therefore
cause undesired tonal changes that cannot be corrected using equalisation.

The proximity effect is often considered with vocal performances where the
vocalist is holding the microphone in their hand. This means the source to
microphone distance changes rapidly and the tone of the microphone output
will change.

Although here we consider the proximity effect to be an unwanted artefact,
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Figure 2.4: Pressure gradient ratio corner frequency with changing source to
microphone distance.

there are certain times when it is used as a desired effect, particularly for vo-
calists. Trained vocalists will be aware of the proximity effect and the effect it
has on the tone of their voice. It can be used to enhance low frequency content

and produce a boomier, louder and more present sound [Savagel [2011].

2.2.4 Comb filtering

Quite often an instrument will produce a different sound depending on the
angle of the listener or microphone. For example, a microphone positioned next
to the sound hole of an acoustic guitar will produce a different sound to that
at a microphone positioned next to the fingerboard, as in Figure Or an
engineer may want to reproduce the acoustic space around an instrument with
a microphone a further distance from the instrument, but a closer microphone
is also required to reproduce more delicate elements of the sound. In these
situations, multiple microphones positioned around a single source gives the
sound engineer flexibility to mix the microphone signals together in whichever
way they desire.

The problem with this is that often the microphones are not equidistant
from the sound source. This means that the sound arrives at each microphone
at a different time. When the microphones are mixed together, this causes comb
filtering.

Comb filtering occurs when any signal is summed with a delayed version of
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Figure 2.5: A common layout for reproducing a single source s with multiple
microphones z; and .

itself. In many areas of acoustics, such as sound system design, comb filtering is
unwanted |McCarthy, 2006, chap. 2]. But comb filtering can also be a desired
effect in the form of flanging or phasing audio effects [Huber and Runstein, 2005,
chap. 6].

Comb filtering is so called due to the “comb” shaped frequency response it
produces, as seen in Figure It is characterised by the peaks and troughs
associated with the filter which occur due to the cancellation and reinforcement
of frequencies along the audible spectrum.

When a signal is delayed in time, all frequencies are delayed by the same
amount. This results in a linear phase shift across the spectrum, causing some
frequencies to cancel and others to reinforce. The period of this reinforcement
and cancellation is directly related to the amount of delay that is occurring.

Amplitude differences between the microphone signals also changes the fre-
quency response of the resulting comb filter. Equal amplitude will result in
complete rejection at the troughs whereas if the delayed signal is of a lower

amplitude than the direct signal, the filter will be less severe. Previous research
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Figure 2.6: Transfer function of a comb filter with a relative delay of 8 samples
at 44.1kHz sampling rate.

suggests comb filtering can be heard when the delayed signal is as much as 18dB
lower in amplitude than the direct signal [Brunner et al., 2007].

In music production comb filtering can also occur when audio is duplicated,
processed and mixed with the original signal, such as recording a guitar both
direct and through an amplifier and microphone. Additionally it can occur when
stereo recordings are mixed to monaural audio.

Differences in source to microphone delays can also occur when multiple mi-
crophones are used to reproduce multiple sources, for example in an ensemble
performance where each instrument has a dedicated spot microphone. Micro-
phone bleed can occur between the microphones and can also cause comb filter-
ing if mixed. Similar problems can occur when a stereo microphone pair is used
to reproduce an ensemble of instruments and the instruments have their own
dedicated microphones. The sound from an instrument will arrive at the spot
microphone and the stereo pair with different delays. With a large ensemble,
many delays can occur.

Comb filtering due to multiple microphones reproducing the same source
is detrimental due to the changes in frequency content that occurs. This can
cause the source to sound characteristically “phasey” and often leads to a “thin”

sound.

Signal model

A single source, s being reproduced by two microphones x; and zo, as in Fig-

ure 2.5 can be described as

x1[n] =a1s[n — 7] (2.7)

x2[n] =aas[n — 7o) (2.8)
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where n is the current time step, 7 and 7o are the delays associated with
the sound source travelling from the source position to the position of x; and
ro and a1 and ag are associated amplitude changes. Uncorrelated noise and
reverberation are not considered. When the microphones are summed to become

y, in terms of s this is
yln] = arsln — 1] + ars[n — 7). (2.9)

It can also be stated that
xa[n] = x1[n — 7] (2.10)

assuming 7o > 71 where 7 = 19 — 7.

In the general case this is

x[n] = ais[n — 7] (2.11)
where
L
y[n] = Zals[n—n]. (2.12)
=1

2.2.5 Microphone bleed

We have discussed single source configurations that can cause the proximity
effect and comb filtering. This assumes that there is only one source in a space
and that other sources are noise.

In reality, especially in live sound, it is more likely there will be multiple
sound sources in a single acoustic space. In this case it is plausible that each
sound source has at least one dedicated microphone.

With multiple sources in an acoustic space it is probable that all sources
can be heard from all positions. This means that any microphones positioned
anywhere in the space will reproduce all sources. The position of each micro-
phone relative to the sources will determine the amplitude of each source in
the microphone output. If each source has at least one dedicated microphone,
we can assume that each microphone is positioned closest to one sound source
and other sources that are reproduced at lower amplitude can be referred to as
microphone bleed, as in Figure 21]

A microphone reproduces sound that enters the area surrounding it which
is described by its pick up pattern. When placing a microphone to reproduce a
target sound source, it is placed to ensure the source is within this area. Sound
from other sources may also enter this area and will also be reproduced, which
can be referred to as interference.

Microphone bleed is a problem because any effects or processing applied to
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a microphone signal with the intention of being applied to the target source
will also be applied to any interfering sources. This will cause errors in mixing
and result in a lower quality production. If the microphone signals with bleed
are mixed, this can also cause comb filtering as multiple delayed versions of
the same source are being summed. An interfering signal can also reduce the
intelligibility of the target source by frequency masking [Howard and Angus,
2000, chap. 5]. It is therefore advantageous to reduce the amplitude or amount

of this microphone bleed.

Signal model

target source
direct path

interfering source
direct path

T12
T21

Figure 2.7: A configuration of two sources being reproduced by two microphones
with the direct signal paths and equivalent delays shown.

Two microphones, 1 and x9, reproducing sources s; and sa, as in Figure[2.7]

can be described by

.131[’/1] = 01151[71—7'11] —|—O¢21$2[TL—7‘21} (213)

fﬂg[n] = algsl[n — Tlg] —+ 042252[71 — TQQL (214)
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where 7y, is the delay of source [ to microphone m and «,, is the amplitude
change of source ! to microphone m.
If the microphone signals defined in (2.13) and (2.14) are summed to the

output y this becomes

y[n] = z1[n] + z2[n] (2.15)
= aiisi[n — 1] + aiesi[n — T2+ (2.16)
a2152[n — To1] + Q2282 — Ta9]
assuming
11 < T21 (217)
To2 < Ti2. (2.18)

Equation ([2.16]) shows that two versions of each source with different delays will
be summed, thus causing comb filtering of both sources which is discussed in
Section The relative difference of the delay of each source arriving at each

microphone is defined by

T1 = To1 — T11 (2.19)

Ty = T12 — T2 (2.20)
and the relative gain difference as

a1 = Qo1 — a1 (2.21)

g = (12 — (¥99. (2.22)

2.3 Strategy

This thesis will be concerned with the following artefacts: the proximity ef-
fect, comb filtering and microphone bleed. These artefacts are of particular
research interest because they are often encountered by sound engineers and are
all caused by microphone positioning.

The following chapters discuss the research that has been undertaken in each
area. In each case, a background of each particular subject area is provided,
along with commonly used methods for reducing the artefacts. We then out-
line the literature concerned with reducing each artefact from a digital signal
processing point of view and find ways of improving on existing research or
conceiving new methods. Each correction algorithm is outlined in detail and

then assessed on either simulated data or real recordings, depending on what
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is appropriate and suitable, and evaluated either through objective measures,
analysis or subjective listening tests. Research into a special case of microphone
bleed is also presented which discusses situations where bleed may be desired,
such as in simulated drum recordings. In this case we present a method for
simulating the microphone bleed. Finally, we propose possible extensions to

each method for future research.
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Chapter 3

Proximity effect detection and correction

The most basic microphone configuration will consist of a single microphone
reproducing a single sound source in an acoustic space. Assuming the positions
of the sound source and microphone remain static, artefacts may come from
sources external to the configuration, such as reverberation and external noise.

Artefacts can also come from the microphone itself in the form of the prox-
imity effect, which is characterised as a perceptual boost in low frequency am-
plitude as the source to microphone distance decreases. The main consequence
of the proximity effect is unstable frequency content since the low frequencies
are boosted as the source to microphone distance decreases and excessive gain
which can cause distortion and clipping on the microphone pre-amplifier.

In this chapter we present a method for detecting the proximity effect purely
from analysis of the audio signal. We then present a variable gain low shelving

filter to correct the low frequency boost.

3.1 State of the art

In Section 2.2.3] we outlined the causes of the proximity effect and how it affects
mixing. In this section we discuss current methods and research for detecting
and reducing the proximity effect.

In commercial products, the proximity effect is tackled in a number of ways.
A class of condenser microphones consist of two diaphragms to provide selectable
polar patterns. This can also be used to reduce the proximity effect by effectively
enabling a cardioid polar pattern for high frequencies and a non-directional
pattern for low frequencies, which will not exhibit the proximity effect [Shure,
2010]. Although this will reduce the amount of low frequency boost the presence
of a non-directional capsule even at low frequencies will increase the amount of
ambient noise in the microphone signal. The additional components required
will also increase the cost of the microphone.

Other microphones include a bass roll off in an attempt to reduce the effect
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but this can alter the sound in an undesirable way and remove low frequencies
that may not be boosted by the proximity effect. A sound engineer can also
apply equalisation (EQ) to the microphone signal to reduce the amplitude or
completely cut low frequencies. If the source remains static, this equalisation
will successfully reduce the effects of the proximity effect. But if the source
to microphone distance changes, the parameters set by the engineer would no
longer be valid. A multi band compressor can also be used with the lowest
band set to cover the frequency band that the proximity effect tends to occur
at, but this varies with each microphone. As with using a filter, sounds that
may naturally contain a lot of low frequency information will also be affected.

The published research into the proximity effect is limited. Work by [Dooley
and Streicher| [2003] provides an in depth examination of the technology and use
of the bi-directional microphone but there is little explanation of the proximity
effect. |Torio and Segotal [2000] and |Torio| [1998] model a directional microphone
as a combination of a low and high pass first order filters with an overall gain
control.

Nikolov and Milanoval [2000, 2001] also present a model to describe the
proximity effect. |Josephson| [1999] describes the effect and compares theoretical
models to real data and Millot et al.| [2007] present results of microphone tests
showing the proximity effect.

The proximity effect can be thought of as being three dimensional, in terms
of frequency, angle of incidence and distance [Torio, [1998]. Attempts to reduce
the proximity effect by sound engineers are limited as they are unable to take
into account the absolute distance of the source and microphone and the angle
of incidence. If absolute distance data could be found then this could be coupled
with microphone data and the proximity effect accurately corrected. A study
by |[Etter| [2012] investigates Automatic Gain Control with proximity effect com-
pensation. This method utilises a distance sensor on the microphone. Although
this gives accurate distance data, the distance sensor adds additional hardware
and therefore cost and inconvenience. Ideally proximity effect correction can be
achieved with any microphone as an input.

Methods for calculating source to microphone distance and angle use micro-
phone arrays which require knowledge of the array and at least two microphones
[Benesty et all, [2008b]. Work by |Georganti et al.| [2011] outlines a method to
estimate the absolute distance between a single source and a single microphone
by using statistical parameters of speech which inform a pattern estimator algo-
rithm. The method is shown to perform for close distances but requires training
of the algorithm and is only for speech sources.

Related work on detecting similar artefacts in microphones signals by [Elko

et al.| [2007] attempts to detect and suppress pop noise caused by plosives in
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recorded speech and follows a similar framework of detection and correction
using knowledge of the physical properties of the artefact.

From this survey of related works it is apparent that the literature on de-
tecting and reducing the proximity effect is limited and there does not exist
an adequate solution. Practical solutions exist, but are more akin to remov-
ing the offending frequency range instead of attempting to correct the boost
in low frequency amplitude. Automatic solutions have been proposed but they
rely on accurate source to microphone distance data. We therefore propose a
novel method of detecting and correcting for the proximity effect using spectral

analysis and dynamic filtering.

3.2 Proximity effect in practice

Detection of the proximity effect first requires understanding and analysis of how
it affects microphones under real conditions. Although distance based frequency
responses are available for the majority of microphones from the manufacturer
the available data can be limited and the manufacturer selects which information
they disclose. We have included an analysis of a directional microphone here to
show real, unbiased data.

We used a Genelec 8040 loudspeaker to output a white noise signal which
was recorded using an omnidirectional reference microphone (DPA 4006) and
cardioid condenser microphone (AKG C451) in the Listening Room at Queen
Mary, University of London. Although not an anechoic room, carpet was placed
under the microphones and loudspeaker to reduce reflections off the floor and the
walls were treated with diffusive and absorbent material. Separate recordings
were made at distances between 0.0lm and 0.3m, each 10 seconds in duration.
The microphones were recorded simultaneously and the amplitude of the micro-
phone signals at the furthest distance was the same. The same equipment was
used for all experiments described in this chapter.

The microphone recordings were low pass filtered with a 4th order Butter-
worth filter with a cut off frequency at 500Hz. Figure shows the RMS am-
plitude for the filtered microphone recordings of each distance and microphone
type.

At 0.01m there is a 9.38dB difference in amplitude between the two micro-
phones. At 0.3m there is only a 0.95dB difference in amplitude. This higher
difference at short source to microphone distance is due to the proximity effect

in the cardioid microphone.
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Figure 3.1: Gain low pass filtered white noise recorded with cardioid and om-
nidirectional microphones at distances between 0.01m and 0.3m.

3.3 Proximity effect detection

The proximity effect must first be detected in a microphone signal before correc-
tion can be applied. This is a question of whether the microphone is directional
or omnidirectional, but also whether the microphone or the source is moving
and if it is moving in a way which is causing the proximity effect to occur, i.e.
at a close distance.

The type of microphone could be specified by the user but this relies on user
knowledge of the different types of microphone, which some amateur engineers
may not have. Some microphones also feature variable polar patterns, therefore
knowing the model of the microphone is not an indication of which polar pattern
is currently in use. We therefore require an automatic method to detect whether
the proximity effect is occurring. The output of the detection should ideally be a
binary decision as the proximity effect is determined by whether the microphone
is directional or not. Once the proximity effect is detected, this will trigger
a correction algorithm which will evaluate how much the proximity effect is
affecting the incoming signal.

We want to be able to detect the proximity effect in a microphone without
using extra hardware such as distance sensors. We therefore have to achieve
detection through analysis of audio features of the microphone signal.

As there is little previous literature on detecting the proximity effect, we

have to use knowledge of the properties of the proximity effect to select the

44



most appropriate features in the microphone signal to use as indicators. We
take a heuristic approach in how to analyse the selected features.

However, analysing the low frequency amplitude of a microphone signal can-
not be used to detect the proximity effect. This is because there are many occa-
sions where a change in low frequency content is not due to the proximity effect
and is due to other causes such as an instrument playing a lower note or the
musician playing louder. It is expected that the low frequency amplitude will
increase as the source to microphone distance decreases, regardless of the type
of microphone being used. The difference with a directional microphone is that
the low frequency amplitude will be artificially boosted. A detection algorithm
has to be able to take these scenarios into account to avoid false positive results.

In Section we have shown in Figure that the corner frequency of
the pressure gradient ratio roll off changes with changing source to microphone
distance. At a distance of 5cm the corner frequency is around 1100 Hz which
then decreases to around 500Hz at a distance of 10cm. The corner frequency
then decreases at a slower rate as distance increases. If we assume the source
is moving over time in front of the microphone this corner frequency will be
changing within a range, which for a vocalist holding a microwave is likely to
be up to 30cm. As we do not know the source to microphone distance, we
will generalise that the proximity effect is a boost below 500Hz that has to be
rectified.

In this approach no prior knowledge of the microphone or sound source is
assumed and only the signal from the microphone is available. The aim of this
approach is to detect when the proximity effect is occurring and therefore if the

microphone used is directional.

3.3.1 Spectral flux

As the proximity effect is a spectral effect, analysis of spectral features can
be used to inform the detection algorithm. A variety of spectral features exist,
which are outlined by |Lartillot and Toiviainen| [2007] and are based on statistical
measures of the frequency spectrum.

As we do not have a reference to compare the incoming signal with, if the
source is static it is difficult to distinguish whether the proximity effect is oc-
curring or if a boosted low frequency is due to other factors such as additional
EQ or the content of the signal. We therefore need to exploit information if the
source moves and analyse how the spectrum changes over time.

For this reason, spectral flux is a likely candidate as it is a measure of how
data is changing over time, in this case spectral content, and is commonly used
in onset detection [Bello et al., 2005]. It is calculated by taking the Euclidean
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distance of the magnitude of subsequent frames of data. This is described by

N-1

¢l = | D [XT k)| - X[ - 1, %)) (3.1)

k=0

where X is the microphone signal z in the frequency domain, & is the bin number
where K =0,...,N — 1, N is the data frame size and ¢ is the current frame.

This is suitable for proximity effect detection because it is assumed that
if the source moves and the proximity effect occurs, this will be shown in the
spectrum. It is expected that the spectral flux of low frequencies of a signal
experiencing the proximity effect would increase more as distance decreases
than higher frequencies. This can be used as an indicator of the proximity effect,
although we must take steps to ensure natural changes in frequency content of
the incoming signal are not mistaken for the proximity effect, which will be
detailed in the next section.

The limitations of using spectral flux are that it assumes the incoming signal
is at constant amplitude or increasing in amplitude as the distance decreases. If
the amplitude of the signal is decaying as distance decreases or the amplitude is
constant as the distance decreases at the same speed as the algorithm is running,
the spectral flux could remain constant. It is unlikely that either of these would
occur but we assume that if it does, another movement event will occur which

will trigger the detection algorithm.

3.3.2 Algorithm

The detection algorithm is performed on a frame by frame basis with frames
of length IV samples. When a new frame is received it is transformed into the
frequency domain using the FFT. The frequency bins are then split into j bands
of equal width up to 2kHz. Only frequency bins below 2kHz are used as most
musical signals contain the majority of frequency energy below 2kHz [Katz,
2007]. We want to avoid analysing spectral content that is not from the target

source. The spectral flux for each band (; is then calculated by

Q;—1

Gl = | S [IX[i k]| - |X[i - 1,&]]]? (3.2)

}C:pj

where (); is the maximum bin for the current band j and p; is the minimum
bin. The incoming signal is split into bands to smooth out any increases in
amplitude which may be specific to a narrow frequency band due to the recorded

instrument playing a lower note or external noise.
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In the ideal case of white noise recorded with an omnidirectional microphone
the spectral flux will be similar for all bands as all frequencies will exhibit an
equal increase in amplitude as the distance decreases. To show this, Figure [3.2
shows the spectral flux over time for an omnidirectional recording of a white
noise source. The frame size was N = 2048 at 44.1kHz sampling rate and
the frequency bins have been split into four bins, each 25 bins in width up
to k = 100, or to 2.15kHz. The distance between the source and microphone
was varied in an oscillating motion over time. As the input is white noise at a
constant amplitude output to a microphone at the same angle and position in
front of the speaker, any amplitude changes are due to changes in distance. A
positive gradient in spectral flux over time indicates the source to microphone
distance is decreasing. Equally a negative gradient indicates the distance is
increasing. This figure shows that with an omnidirectional microphone, the
spectral flux for each band is similar.

Figure [3.3| shows the same experiment with a cardioid microphone. It can
be seen that the lowest band exhibits higher spectral flux as the source to
microphone distance is at its shortest. The frequency bands above this behave
similarly to the omnidirectional microphone.

Therefore if a directional microphone is being used, lower bands will exhibit
greater spectral flux over time as the distance decreases due to the proximity
effect. This can therefore be used as a measure for detection.

The bands are then split into two sets of low and high frequency bands at
500Hz to encompass all bands which may be affected by the proximity effect. As
we mentioned previously, the proximity effect is not uniform for all directional
microphones. We then calculate the mean spectral flux for the low and high
frequency sets. This is done to smooth out erroneous increases in low frequency
amplitude due to other causes than the proximity effect. A large difference
between the means will indicate the presence of the proximity effect.

The difference is indicated by A, where A, = (r — (g, (r is the mean low
frequency spectral flux and (g is the mean high frequency spectral flux. Once

A, crosses a predefined threshold T, the proximity effect is detected. Thus

1 ifA, >=T,
P = (3.3)
0 if A, <T.

where 1 indicates the detection of the proximity effect and P is the detection

function.
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Figure 3.2: Spectral flux of three bands of white noise recorded with an omni-
directional microphone with time varying distance.
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Figure 3.3: Spectral flux of three bands of white noise recorded with a cardioid
microphone with time varying distance.
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3.3.3 Evaluation

The detection algorithm was tested by recording white noise and a sample of
male singing vocal in the same conditions as in Section [3:2l The distance be-
tween the source and microphone was periodically changed over time. Each
microphone was recorded separately. In the evaluation we calculated the spec-
tral flux in bands 10 bins in width up to & = 100, resulting in 10 bands in
total.

The aim of the evaluation was to establish whether the algorithm is able
to detect the proximity effect in directional microphones when the source to
microphone distance of a moving source to a single microphone is short. Ideally
we would want to know the exact source to microphone distance. This can
be achieved using video analysis or hardware proximity sensors but size and
cost limits the flexibility this can have |Etter, 2012]. Instead, we controlled
all parameters to ensure that th