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A B S T R A C T

Human sleep can be described as a series of transitions between distinct states. This makes automatic sleep
analysis (scoring) suitable for an automatic implementation using machine learning. However, the task becomes
harder when data is sampled using more light-weight or mobile equipment, often chosen due to greater comfort
for the patient. In this study we investigate the improvement in sleep scoring when multiple state-of-the-art
neural networks are joined into an ensemble, and subsequently distilled into a single model of identical network
architecture, but with improved predictive performance. In this study we investigate ensembles of up to 10
networks, and show that, on the same data, ensembles of neural networks perform better than each single
subject model (improvement: 2.4%) and that this improvement can be transferred back into a single network
using a combination of patient specific data and knowledge distillation.

The study demonstrates both a way to further improve automatic sleep scoring from mobile devices, which
in itself is interesting, but also highlights the great potential of the vast amounts of unlabeled personal data
which will become available from personal recording devices.
1. Introduction

Humans sleep for one third of their lives. Our sleep both affects and
is impacted by our health, and as such knowledge about patient sleep is
recognized as a valuable ingredient in clinical care and diagnosis [1,2].
However, the current gold standard for sleep monitoring builds on
manual classification (scoring) of polysomnography (PSG) recordings,
the entire process of which is both expensive and intrusive on the
patient’s actual sleep. This has lead to repeated attempts to update the
process, both through new and more light-weight recording devices [3–
7] and automatic algorithms for analyzing the data [8,9]. The present
study falls in both categories, in that we explore automatic algorithms
specifically for scoring light-weight recordings.

Multiple studies [4,10,11] have shown the efficiency of ensemble
models for classification of electroencephalography (EEG) data. At the
same time, all state-of-the-art algorithms for automatic sleep scoring
in the past few years have been built on neural networks [12]. A
natural question then becomes to which extent the combination of these
methods will lead to even better performance?

∗ Corresponding author.
E-mail addresses: kennethborup@math.au.dk (K. Borup), pki@ece.au.dk (P. Kidmose), h.phan@qmul.ac.uk (H. Phan), mikkelsen.kaare@ece.au.dk

(K. Mikkelsen).
1 Depending on the task at hand different measures of model size can be relevant; e.g. model parameters, inference time, memory requirements or model

complexity. However, often model parameters is considered a reasonable proxy for model size.

In this paper we train ensembles of neural networks for sleep scor-
ing, and perform a thorough investigation of the possible benefits and
realistic applications of this method. We focus on an established deep
neural network for automatic sleep scoring, the SeqSleepNet [8], in the
specific context of a proven light-weight sleep monitoring technology,
the ear-EEG [13]. A major limitation of neural ensembles is the added
memory and computational requirements for such models. This leads us
to a further investigation of the benefits of knowledge distillation [14–
16], which was specifically introduced to alleviate this problem by
distilling the ensemble of models into a single model at the cost of a
small loss in predictive performance.

The idea of knowledge distillation (or just distillation) originates back
to Bucila et al. [16], and was later brought to the deep learning
setting by Ba and Caruana [15], but it is most commonly known as
a model compression technique popularized by Hinton et al. [14]. It
is a procedure to transfer some statistic (often called knowledge) from
one model (teacher) to another model (student). Originally the student
was considered smaller1 than the teacher, and the distillation proce-
dure aimed at training the student to mimic the softened probability
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distribution over the logits of the (trained and fixed) teacher model
alongside the original training data. However, since the formulation by
Hinton et al. [14] an extensive amount of alterations to the procedure
has been proposed. A branch of research propose mimicking the teacher
on other statistics than the distribution of logits [17–21], while another
branch focus on developing the transfer procedure and the choice of
data used for distillation [22–29].

Exactly why knowledge distillation works well is still an open
research question, and an active field of research, but Mobahi et al.
[30] show that self-distillation2 with kernel ridge regression models
progressively shrinks the number of basis functions used to represent
the solution, thus acting as a method of regularization. Furthermore,
Borup and Andersen [31] show that this behavior is highly dependent
on the weighting between labeled ground-truth data and teacher out-
puts used during distillation. Our application of knowledge distillation
build on the empirical successes of distillation techniques and is closely
related to self-distillation.

In order to reduce the computational burden of ensemble mod-
els at inference time, we utilize knowledge distillation to distill the
cumbersome ensemble into a single model. Our distillation frame-
work is very flexible, and distillation can be performed in supervised,
semi-supervised or unsupervised settings depending on the available
data.

We find that forming ensembles of neural networks does indeed
improve performance relative to single networks, and that by using
unlabeled data from the individual patient, we can transfer some of that
improvement back into a single network using knowledge distillation.

Our contributions In this study we present a number of important
contributions to the field of automatic sleep scoring:

• To our knowledge, this is the first study successfully leveraging
unlabeled, personal data, which is likely to be important in long
term sleep monitoring.

• We show that simple ensembles of 10 SeqSleepNet models trained
independently improve predictive performance, and only differ by
0.04 in Cohen’s kappa compared to the best case scenario of two
manual scorers.

• Despite no change in model architecture, we show that a single
SeqSleepNet model trained with our semi-supervised distillation
setup retains between 50% and 100% of the improvements ob-
tained by ensemble models (of various size) when trained with
personal data.

Details on our experimental setup can be found in Supplementary
Material A, and code to reproduce our experimental results is publicly
available at github.com/Kennethborup/SeqSleepNet.

2. Problem setup and methods

2.1. Data

In this study, the input data to the algorithm is a bilateral ear-EEG
derivation (specifically, the average of the left ear electrodes relative
to the average of the right ear electrodes), while labels come from a
manual scoring of a reduced PSG montage. See Fig. 1 for visualizations
of the two methods. The left–right ear-EEG derivation is used because
it has been thoroughly studied for sleep scoring, and has been shown
to be a strong candidate for clinical-grade home sleep monitoring [32].
We recommend reading Mikkelsen et al. [4] for a detailed description
of the recording platform.

The specific recordings used are presented in Mikkelsen et al. [4]
and Mikkelsen et al. [33]. Combined, they constitute a data set of 20

2 Self-distillation often refers to the use of identical teacher and student
odels, which is not entirely true for our setup as our teacher is an ensemble.
2

subjects recorded using the same equipment. Each subject has four
nights of labeled recordings. Half of the subjects also have a further 12
nights of unlabeled recordings each. We shall refer to the two groups
of subjects as respectively short and long subjects. See Fig. 2 for an
overview.

In accordance with standard sleep scoring practice, the sleep record-
ings have been partitioned into 30-second epochs. For the labeled
recordings, they have been manually scored by the same sleep tech-
nician according to the five-stage scoring described in the AASM man-
ual [1]: Wake, REM, Non-REM 1, Non-REM 2, and Non-REM 3.

.2. Cohen’s kappa score

As is established practice when quantifying sleep scoring perfor-
ance, we measure the performance of our automatic classifier by

alculating Cohen’s kappa [34] between the predicted and manual
abels.

.3. Model architecture (SeqSleepNet classifier)

In this paper we use the sequence-to-sequence neural network ar-
hitecture SeqSleepNetintroduced in Phan et al. [8]. SeqSleepNet takes

a sequence of 𝐿 consecutive epochs as input and outputs a sequence of
𝐿 5-dimensional probability vectors. The input can be either single- or
multichannel log-scale spectrograms, where the data of each channel
is (approximately) normalized to zero mean and unit variance for each
frequency bin. The output probability vectors are the predicted class-
probability for each of the 𝑃 = 5 sleep stages. In this paper we follow
the settings of Mikkelsen et al. [32] and use spectrograms with 𝑇 = 29
time bins (spanning 30 s), with 𝐹 = 129 frequency bins, and with a
single, 𝐶 = 1, channel. Furthermore, we will use a sequence length
f 𝐿 = 20 as in Mikkelsen et al. [32] and Phan et al. [8]. We denote
ach epoch by 𝐳𝑖 ∈ R𝑇×𝐹×𝐶 , and the sequence of 𝐿 epochs by 𝐱𝑛 =
𝐳𝑛, 𝐳𝑛+1,… , 𝐳𝑛+𝐿−1) ∈ R𝐿×𝑇×𝐹×𝐶 .3 For more details on the SeqSleepNet

architecture we refer to Phan et al. [8] and our implementation in
PyTorch available at GitHub: github.com/Kennethborup/SeqSleepNet.
For details on training we refer to Section 2.4 and to Appendix for
experimental details and additional results.

Sliding window average prediction. The sequence-to-sequence nature of
the SeqSleepNet allows us to obtain predictions on a sequence of epochs
with a sliding window approach. More specifically, we first apply our
model on 𝐱1 = (𝐳1,… , 𝐳1+𝐿−1) followed by 𝐱2 = (𝐳2,… , 𝐳2+𝐿−1) and
so on. Thus, by sliding our model across a sequence of 𝐿 epochs by
increments in index of one, we obtain 𝐿 predictions for each epoch,
and averaging these predictions for each epoch yields a new proba-
bility vector.4 Throughout this study, we will always be utilizing this
sliding window average and therefore refer to this procedure merely
as predicting. Note, that while this procedure improves predictive
performance, it also requires 𝐿 times as many steps of predictions,
which is computationally expensive at inference time, especially for
large 𝐿.

3 When using multiple nights for training or evaluation, we assume no gap
etween the nights, and thus, some sequences of epochs might overlap two
ifferent nights or even subjects. However, the effect of this on the overall
redictive performance is low from our experience.

4 Note, for the initial and final 𝐿−1 epochs we will not obtain 𝐿 predictions,
due to missing data prior and after the sequence, and we will merely consider

the average predictions of all the possible predictions at these epochs.

https://github.com/Kennethborup/SeqSleepNet.pdf
https://github.com/Kennethborup/SeqSleepNet.pdf
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Fig. 1. The recording setup used in the data set. (a): the setup used for the labeled recordings, where the data from the electrodes in the cap is used for the manual labeling.
(b): the setup used for the unlabeled recordings. There are only electrodes inside the ears and next to the right eye. (c): Positions of the electrodes in picture (a), excluding the
ear electrodes. Note the two positions next to the eyes and the three on the chin. (d): an example of the soft ear pieces with dry electrodes placed inside the ears. Note that the
ruler at the bottom goes from 0 to 3 cm.
Fig. 2. We perform our experiments using Leave-One-Subject-Out-Cross-Validation
(LOSO-CV), and our dataset consists of 20 subjects. 10 subjects (denoted short subjects)
has 4 nights of scored observations, and the remaining 10 subjects (denoted long
subjects) has 4 nights of scored observations along with 12 nights of unscored
observations. For each CV-step we divide the subjects into a training (15 subjects),
validation (4 subjects) and test (one subject) set, irrespective of the subject type
(long/short). Thus, each set can consist of both long and short subjects, but whether
the unscored recordings are used or not, depend on the particular experiment.

2.4. Model training

We perform our experiments using Leave-One-Subject-Out-Cross-
Validation (LOSO-CV) over all 20 subjects (both short and long). For
each CV-step we divide the subjects into training (15 subjects), val-
idation (4 subjects) and test (one subject) sets, irrespective of the
subject-type (long/short) - see Fig. 2 for an illustration of this. Thus, for
each random initialization of our model we train 20 different models,
but will merely refer to it as one model and will report the predictive
performance of this model as the average Cohen’s kappa on the 4
scored nights of the test subjects across all 20 subjects. Our study is
split in two phases; in Phase 1, we train a set of single SeqSleepNet
models in the classical supervised way, and denote these models as
baseline models. In Phase 2, we collect these baseline models into a
large and computationally demanding ensemble model (called a teacher
model) which in turn is distilled into a single SeqSleepNet model by uti-
lization of knowledge distillation, thereby reducing the computational
requirements at inference time significantly.

Baseline models and training (Phase 1) We independently train 𝑀 ran-
dom initializations of the SeqSleepNet model, and refer to these models
as baseline models, each denoted by 𝑗 for 𝑗 = 1,… ,𝑀 . We train each
model to minimize the cross-entropy loss on the 4 scored nights for
all training subjects. That is, let train = {(𝐱𝑛, 𝐲𝑛)}𝑁𝑛=1 be the training
dataset, then we minimize

CE(𝑗 ) ≝
1

|train|

∑

(𝐱,𝐲)∈train

𝓁CE(𝐲,𝑗 (𝐱)), where

𝓁CE(𝐭, 𝐬) ≝ −
𝐿
∑

𝑃
∑

[𝐭𝑙]𝑝 log
(

[𝐬𝑙]𝑝
)

, for 𝐭, 𝐬 ∈ R𝐿×𝑃 ,
3

𝑙=1 𝑝=1
and where 𝑗 (𝐱) is the sequence of predicted class-probabilities on 𝐱,
and 𝐲 the sequence of associated one-hot encoded ground-truth labels.
We refer to training of the baseline models as supervised training or
Phase 1 (see Fig. 3) and remind that by 𝑗 we in fact refer to the 20
underlying models trained in a LOSO-CV setup.

Ensemble models Based on the 𝑀 baseline models, {𝑗}𝑀𝑗=1, we can con-
struct ensemble models of size 𝑚, where 𝑚 ∈ {1,… ,𝑀} is the amount
of baseline models used in the ensemble. We construct the ensemble
models as the unweighted average of the 𝑚 individual predictions on
some sample 𝐱, i.e. as  (𝐱) = 1

𝑚
∑𝑚

𝑗=1 𝑗 (𝐱), and thus  (𝐱) is still a
probability vector. We denote an ensemble model of size 𝑚 by 𝑚, or
merely  if the size is unambiguous.5 By using an unweighted average
ensemble of baseline models, no additional training is required to
construct the ensemble, but 𝑚 times more prediction steps are required
in order to perform inference. Due to the 𝐿 times more steps required
by the sliding window prediction of each baseline model, prediction
with an ensemble model requires 𝐿𝑚 times more prediction steps com-
pared to naïve prediction using a single baseline model. In Section 3
we report the predictive performance of all possible ensemble models
constructed of unique sets of 𝑚 baseline models, and in the following
we investigate a semi-supervised adaptation of knowledge distillation
as a way to reduce the computational requirements of ensemble models
at inference time. We stress the fact, that distilling an ensemble of 𝑚
baseline models into a single student model, reduces the computational
requirements at inference time by 𝑚× at a small loss in predictive
performance (see e.g. Fig. 4).

2.5. Distillation of ensembles to single models (Phase 2)

In the following we present our approach to distillation which
allow for utilization of unlabeled data in a semi-supervised manner.
This approach is at large similar to methods sometimes known as
self-training or self-distillation.

In this study we utilize a semi-supervised adaptation of the original
knowledge distillation technique, where we match the teacher on a set
of unlabeled data, and employ an imbalanced smoothing of the labels
— see below for details. Thus, we now refer to  as the teacher model,
and initialize a new SeqSleepNet model denoted by  which we refer
to as the student model following the conventions in the knowledge
distillation literature. Let distill = gt ∪ pseudo be the distillation
dataset, where gt = {(𝐱𝑛, 𝐲𝑛)}

𝑁gt
𝑛=1 and pseudo = {(𝐱𝑛,  (𝐱𝑛))}

𝑁pseudo
𝑛=1 are

the ground-truth and pseudo-labeled data sets, respectively. We will
refer to the predictions of the teacher,  (𝐱), on the pseudo-labeled
dataset, pseudo, as pseudo-labels. Note, the set of input samples for gt
and pseudo need not be equal, and are often disjoint. Furthermore,

5 We remind that by 𝑚 we in fact refer to the 20 underlying models trained
in a LOSO-CV setup. Thus, each of the 20 underlying ensemble models are the
unweighted combination of the 𝑚 underlying baseline models at the particular
CV-step.
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Fig. 3. Our training procedure is split into two phases: (1) classical training of baseline models and (2) distillation of ensembles of baseline models into a single student model. In
Phase 1 we independently train 𝑀 random initializations of the baseline model on the 15 training subjects (note, the set of training subjects depend on the initialization, but the
test subject is constant.). We denote each of these trained models by 𝑗 for 𝑗 = 1,… ,𝑀 . In Phase 2, we combine a subset (of size 𝑚) of baseline models into an ensemble model
which we use as a teacher (denoted by  ). We obtain pseudo labels on a selection of unscored data (which can be from training, validation and/or test subject(s)) as predictions
from  and train the student model (denoted by ) on these pseudo labels as well as optionally (hard) labeled training data.
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pseudo does not require any labels allowing for a semi- or unsupervised
distillation procedure. Define the distillation-loss as a weighted (by
𝛼 ∈ [0, 1)) sum of two terms; one for scored samples and one for
pseudo-labeled samples, i.e. as

distill() ≝ 𝛼gt() + (1 − 𝛼)pseudo() (1)

where gt and pseudo are the ground-truth and pseudo loss respec-
tively, and are defined as

gt() ≝
1

|gt|

∑

(𝐱,𝐲)∈gt

𝓁CE (𝐲,(𝐱)) , and (2)

pseudo() ≝
1

|pseudo|

∑

(𝐱, (𝐱))∈pseudo

𝓁CE
(

𝝈
(

̃ (𝐱)∕𝜏
)

,(𝐱)
)

, (3)

where 𝜎 is the softmax function, ̃ (𝐱) is the pre-softmax logits of  (𝐱)
(i.e. 𝜎(̃ (𝐱)) =  (𝐱)), 𝛼 ∈ [0, 1) is a weighting parameter, and 𝜏 a
temperature for softening/sharpening of the teacher class-probabilities
introduced in Hinton et al. [14].6 Setting 𝛼 = 0 (and ensuring pseudo ≠
∅) makes the distillation procedure fully unsupervised, while 𝛼 ∈ (0, 1)
yields a semi-supervised procedure. In this paper we consistently use
𝛼 = 0.5 and 𝜏 = 1.7 Hence, the distillation procedure is as follows: (1)
ix the teacher,  , (2) compute pseudo-labels with  , and (3) train the
tudent, , on the distillation dataset, distill, by minimizing distill()

in (1). See Phase 2 in Fig. 3 for an illustration of the distillation
procedure. Note, when distilling a teacher, 𝑚, to a single baseline
model we reduce the computational requirements at inference by 𝑚
times which for e.g. 𝑚 = 10 corresponds to a decrease of 90%.

Since no labels are used for pseudo, we can use both scored (i.e. dis-
carding the known labels) and truly unscored samples in pseudo as well
as samples from validation and/or test subjects. When any data from
the test subject is used during distillation, we refer to the student as a
personalized student, and a general student otherwise.

. Results

We summarize selected results and baseline results in Table 1, and
ave collected confusion matrices in Fig. 6. We find from the confusion

6 Note, unlike classical distillation, we do not apply the temperature soft-
ning to the student logits, but only the teacher logits creating an imbalanced

setting.
7 By investigation of different choices of 𝜏, we find that the performance

does not change much for 𝜏 between 0.1 and 1, and 𝜏 ≤ 2 yield some
improvement — see Fig. 8. Thus, we consistently use 𝜏 = 1. Furthermore,
4

we leave the investigation of varying 𝛼 to future work. a
matrices that the performance improvements, when going from worst
performing model (baseline) to best performing (10-model ensemble),
is spread across all 5 stages rather than a specific stage getting better.

Below, we have separated the analysis of our results into sepa-
rate segments for specific model groups: Ensemble teachers, general
students and personalized students.

3.1. Ensemble teachers

We let 𝑀 = 10, and in Fig. 4 we report the mean test performance
of all simple ensemble models constructed of unique sets of 𝑚 baseline
models for 𝑚 = 1,… , 10 along with the empirical 25–75% and 10–90%
onfidence interval for each 𝑚.8 In total we consider 1023 different

ensemble models. We see a monotonic improvement in mean predictive
performance with increasing 𝑚, where the performance increase is
largest for small 𝑚, and the performance appears to saturate at ≈
0.780. Furthermore, there exists ensembles with 𝑚 ≥ 4 that perform
equivalently to the best performing ensemble with 𝑚 = 10 (selecting
these specific ensemble models prior to training and evaluation of all
ensemble models is not possible). Compared to our baseline at 0.755,
which is equivalent to previous state-of-the-art on this dataset [32], an
ensemble of merely two models improves the mean performance by
0.013, while an ensemble of 10 models improves by 0.024.

3.2. Distilled students

In the following we let gt be the set of all training subjects
and investigate the performance of student models trained with the
distillation procedure from Section 2.5 for different choices of pseudo.

ore specifically, we separately consider the case where no data from
he test subject is used (general students), and the case where some data
rom the test subjects is used to personalize the student (personalized
tudents). We investigate the impact on the student performance by the
ize (i.e. 𝑚) of the teacher model as well as the particular distillation
ataset chosen. We repeat all experiments four times with different
eeds, and report the mean performance across all four replications.
ee Appendix for experimental details and used hyperparameters.

8 Note, the amount of possible models vary with 𝑚. I.e. with 10 baseline
odels, then for 𝑚 = 1 there are 10 possible ensemble models, for 𝑚 = 2 there

re 45 models, for 𝑚 = 3 there are 120 models and so on.



Biomedical Signal Processing and Control 81 (2023) 104496K. Borup et al.

c
1

3

u
v
i
s

Table 1
Here General Student is trained merely on data from other subjects (see Section 3.2.1), while Personal Student is trained on the additional 12 unlabeled subject-specific nights (see
Section 3.2.2). We also report a subset of Ensemble models, the Baseline introduced in this paper, as well as the state-of-the-art on the labeled data alone. The standard deviation
is reported in parentheses (estimated across 4 replicated experiments for the distilled students and across all possible ensembles).

Models Teacher size
(𝑚)

Personal
data

Unlabeled
data

Inference timea

(S)
Long
subjects

Short
subjects

All
subjects

Baseline (ours) 1 – – – 10.3 (1×) 0.758 (±0.005) 0.754 (±0.011) 0.756 (±0.006)
Ensemble 2 – – – 20.6 (2×) 0.771 (±0.005) 0.767 (±0.006) 0.769 (±0.004)
Ensemble 10 – – – 102.8 (10×) 0.781 (±0.000) 0.778 (±0.000) 0.780 (±0.000)

General Student 1 2 – ✓ 10.3 (1×) 0.766 (±0.008) 0.759 (±0.005) 0.763 (±0.006)
General Student 1 8 – ✓ 10.3 (1×) 0.769 (±0.003) 0.762 (±0.003) 0.766 (±0.002)
Personal Student 1 2 ✓ ✓ 10.3 (1×) 0.771 (±0.005) 0.753 (±0.007) 0.762 (±0.005)
Personal Student 1 8 ✓ ✓ 10.3 (1×) 0.774 (±0.002) 0.749 (±0.008) 0.761 (±0.004)

Mikkelsen et al. [4] 1 – – – – – – 0.73b

Mikkelsen et al. [4] 1 – ✓ – – – – 0.76b

Mikkelsen et al. [32] 1 – – – – – – 0.76

aInference time is measured as the average time over 100 samples on an Apple M1 Pro CPU and extrapolated to a night of 8 h of sleep recordings.
bMikkelsen et al. [4] report median performance rather than mean, and due to the left tail of the distribution, the median is larger than the mean for these reported results.
Fig. 4. Cohen’s kappa for general (a) and personalized (b) student models. The 𝑥-axis is the number of baseline models used in the teacher ensemble, but all students are merely
onstructed as a single model, and the position of students on the 𝑥-axis indicates the amount of models in the teacher model. The light and dark shaded gray areas represent the
0–90% and 25–75% empirical confidence intervals.
.2.1. General students
We now consider the case where pseudo is the set of 108 un-

scored training and validation nights.9 In Fig. 4(a) we report the mean
performance for teachers of size 𝑚 = 2, 5, 8, and 10.

We are able to recover about 40% of the improvement obtained
by the best teacher in a single student model using our distillation
procedure and additional data, which yields an improvement of approx.
0.01 in predictive performance compared to the baseline. In order to
verify that our distillation procedure is in fact useful, we compute a
weight-space ensemble of the 10 baseline models; that is, for each
layer we average the weights of the layer across all baseline models
and use these averaged weights in a single SeqSlepNet model. Similar
approaches to weight-space ensembles have shown great potential by
Izmailov et al. [35],Garipov et al. [36]. However, the weight-space
ensemble only perform on par with the single baseline models with
Cohen’s kappa of 0.759 across all 20 subjects.

3.2.2. Personalized students
In the following section we consider the case where a personalized

student model is trained based on a set of unscored observations from
the test subject. Thus, we only include the predictive performance on

9 For long subjects all 108 unscored training and validation nights are
sed, while for short subjects (for which there are 120 unscored training and
alidation nights) the unscored nights of one randomly chosen long subject
s not included in pseudo, which yield a total of 108 unscored nights for all
ubjects.
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the 10 long subjects in this section. For evaluation of the models on
the short subjects, we refer the reader to Fig. 10 in the appendix. Note,
at no point do we use any manual scorings from the test subject. We
consider the cases where we have access to either the 12 unscored
nights, the 4 scored nights (without manual scores) or all 16 nights for
the long test subject. In Fig. 4(a) we report the mean performance for
teacher ensembles of size 𝑚 = 2, 5, 8, and 10. If we use an ensemble of
size 𝑚 = 2 personalized students perform equivalently to the teacher at
a reduction of 50% in computational costs. Thus, using the distillation
procedure we are able to get personalized students that improve by
≈ 0.01 in Cohen’s kappa. However, larger teacher ensembles yield only
small improvements in personalized student performance. The choice of
subject-specific data does not appear to be important, as long as some
subject-specific data is used for distillation. This is also supported by
Fig. 9 in the Appendix.

In Fig. 5 we compare the performance, on a subject-level, of the
baseline models, the ensemble with 𝑚 = 10, and the personalized
student based on the 12 unscored nights of the test subject. We sort the
subjects by increasing baseline performance, and note that the teacher
ensemble consistently outperforms the baseline models on all subjects.
Furthermore, the personalized students perform at least as well as the
baseline, and even surpass the teacher ensemble for some subjects,
despite requiring 1∕10’th of the compute at inference time (See Table 1).

More subject-specific data is better In Fig. 4(b) we observe that using
the 12 unscored nights from the test subject improves the performance

enough to be comparable to the ensemble teacher for some 𝑚 > 1.
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Fig. 5. Cohen’s kappa on subject-level, sorted by increasing baseline performance. We report the mean of all 10 baseline models (in blue), the ensemble model of 10 baseline
models (in gray), and the mean of the personalized student trained on the 12 unscored nights of the test subject (in yellow with vertical lines between min. and max. of all 8
repetitions). Note, we only report the performance of the personalized student on the long subjects.

Fig. 6. Confusion matrices for comparison between manual scoring (along the y-axis) and automatic scoring (along the x-axis). The values represent the number of epochs and
are computed over all long subjects for the five sleep stages. Furthermore, we include the specificity and sensitivity for each class on the right. We report the confusion matrices
for (a) a single baseline model trained in a classical supervised manner, (b) a general student trained with pseudo-labels (computed by an ensemble of 𝑚 = 8 models) on the
additional 108 unscored nights of non-test subjects, (c) a personalized student trained with pseudo-labels (also computed by an ensemble of 𝑚 = 8 models) on the additional 12
unscored nights associated with the test subject, and (d) the ensemble of 𝑚 = 10 baseline models. We include Cohen’s kappa for the long subjects of the models in the caption.
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Fig. 7. Cohen’s kappa for personalized students trained using the scored training nights
along with a varying number of unscored nights from the test subject. We consider
merely the performance on the 10 long subjects, and use a teacher with 𝑚 = 5. We
report the mean along with 10–90% and 25–75% empirical confidence intervals in shaded
areas.

Fig. 8. Different choices of temperature, 𝜏, when student is trained on all unscored data
120 nights) and the 15 scored training subjects. We report the performance over all 20
ubjects and the points are the mean of 5 repetitions of the experiments with empirical
onfidence intervals in shades. Hard labels refer to one-hot encoded predictions by the
eacher.

n Fig. 7 we show the personalized student performance when using
n increasing number of unscored nights (from one to all 12 nights).
e repeat the experiment 10 times with a fixed teacher of size 𝑚 = 5,

and observe a near monotonically increasing mean performance with
the increase in number of nights. Thus, the more nights available to
personalize the model to the test subject, the better.

Importance of adjusting pseudo-labels with a temperature We investigate
the effect of changing the temperature, 𝜏, in (3) and plot the perfor-
mance in Fig. 8. We observe that for 𝜏 ≤ 2 the performance exceeds
the baseline, and more specifically we observe small differences in
performance for 𝜏 ∈ {0.1, 0.5, 1} as well as hard pseudo-labels, although
with a slight peak at 𝜏 = 0.5. Hard pseudo-labels corresponds to letting
𝜏 → 0, and in practice we use the one-hot encoded label with one
at the largest entry of the pseudo-label and zero elsewhere. For larger
temperatures the performance decreases significantly compared to the
baseline.

4. Discussion and conclusion

In this study we have analyzed the utility of ensembles of neural
networks (neural ensembles) for automatic sleep scoring using wear-
able EEG recordings. Neural ensembles appear as a likely source of
improvement for a difficult problem, making the question suitable for
a thorough analysis. On first approach, we find that for the size of
data set available here, ensembles are a good approach, and we find
a respectable improvement in Cohen’s kappa when using ensembles
of 10 networks, from 0.756 to 0.780, but also note that with the
correct choice of baseline models, even 4–5 models is sufficient for
this improvement. Crucially, we find an improvement in all individuals,
7

meaning that, apparently, the ensemble is always better. Given that
kappa values between manual scorers are around 0.82 for this data
set [32], we think that the improvement shown is close to the best
case scenario. We note that our set of baseline models is restricted
to be models of identical architecture and training method, but with
different random initializations. On this basis, constructing ensembles
using baseline models from various different network architectures,
of various size, and with stacking are interesting future directions
of research in order to improve the predictive performance of the
ensembles even further. Furthermore, one can consider reducing the
computational requirements at inference time by using cascades of
models.

One benefit of mobile sleep monitoring is that the sleep analysis
could conceivably be performed locally, for instance on a smartphone.
In that case, it is beneficial to keep memory and computation require-
ments to a minimum, particularly after the model has been trained.
Neural ensembles is a potentially very greedy approach which leads us
to consider knowledge distillation, as a way to compress an ensemble into
a single network. We find that the distillation is relatively successful,
and a single network can inherit more than half the improvement
in kappa value seen for the best teaching ensemble, but using only
the same resources as the original baseline model. However, crucially,
we find that this degree of improvement requires use of (unlabeled)
recordings from the individual for which the model is needed. This is
not necessarily a significant issue for mobile sleep monitoring (in which
personal unlabeled data is easy to come by), but it is important to keep
in mind. We find that the kappa value monotonically increases with the
number of recorded nights from the individual, but even without any
recordings from the individual, distillation is still able to recover about
40% of the improvement in kappa value, when recordings from other
individuals are used.

Moving forward, we find that this is a promising approach for
ambulant sleep monitoring, and shows an interesting way to benefit from
the large amounts of unlabeled data which can easily be gathered in
this way. We could imagine a process where the first 𝑛 nights for
a patient were uploaded to a central server in charge of performing
the personalized distillation. Once the distillation was completed, the
improved, personal model could be returned to the recording device,
after which sleep scoring of improved quality could be performed
locally. This full process would require no manually scored labels for
the patient. It will be interesting in future studies to see whether
the personalized benefits could be even larger for more challenging
data sets (such as elderly people), where the room for improvement
is greater.
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Appendix. Experimental details

In the following we present some details on the experimental setting
and the hyperparameters used for fitting our models.

A.1. Hyperparameters and training setup

All our models are based on a PyTorch implementation of the
SeqSleepNet architecture introduced in Phan et al. [8]. Our code is
publicly available at GitHub: github.com/Kennethborup/SeqSleepNet.
We set our sequence length to 𝐿 = 20, and consider input epochs of
length 𝑇 = 29 with 𝐹 = 129 frequency bins and a single 𝐶 = 1 channel
spectogram. More specifically, we only use the LR derivation from
Mikkelsen et al. [4]. We halve the learning rate when the validation
loss has not improved for 50 training epochs and employ early stopping
after a minimum of 700 training epochs. Training is done with the
Adam optimizer, with learning rate of 10−3, momentum parameters
(𝛽1, 𝛽2) = (0.9, 0.999), and weight-decay of 10−4. We define a training
epoch as the number of gradient updates required to pass through the
scored training set (15 subjects each with 4 nights) once, and when
training on larger datasets (due to unlabeled data), we still consider
a single training epoch to be this amount of steps, but will only pass
through a random subset of the samples of the larger dataset. This way,
the amount of training epochs are comparable across models, and we
limit it to a maximum of 1500 training epochs. However, due to early
stopping, training is often effectively stopped at less than 1000 training
epochs.

A.2. Ablation of temperature

When performing distillation we fix 𝜏 = 1 and 𝛼 = 1
2 for all

xperiments. However, in Fig. 8 we show the mean Cohen’s kappa for
ive repetitions of distillation with different choices of temperature 𝜏,
here the teacher model consist of 5 baseline models and is identical
cross all experiments. We let pseudo be all unscored data (120 nights)

and let gt be the 15 scored training subjects, irrespective of subject
type (long/short). We see that for 𝜏 ≤ 2 we observe an increase in
Cohen’s kappa, but for 𝜏 between 0.1 and 1 the differences are small.
Finally, we also observe that using hard pseudo labels (i.e. one-hot en-
coded pseudo-labels with 1 at the entry of the largest class-probability)
yields comparable performance to the best choices of 𝜏, and can be
a simple alternative to soft labels. This observation suggest that it
is the utilization of additional data that is the key to the improved
performance by distillation, rather than the implicit properties of the
soft labels.

A.3. Discarding manually scored labels for distillation

During the distillation part of our training, we have the option
to completely discard all manually obtained labels, and merely rely
on the pseudo-labels produced by the teacher model. In Fig. 9 we
show the performance (across all subjects) of student models trained
with pseudo-labels instead of the ground-truth labels on the nights
which were scored manually. Thus, we discard the manual labels,
and effectively the distillation procedure is now fully unsupervised.
However, these models slightly under-perform the models trained using
the original manually produced labels. Furthermore, from Fig. 9 we also
observe that without any additional data, simply using the soft labels
is not sufficient to improve model predictive performance.
8

Fig. 9. Performance of students on all subjects, when the original labels of the scored
nights are discarded and pseudo-labels are used on this dataset instead. We generally
observe a slightly worse performance than when the original labels are used.

Fig. 10. Performance of personalized students on the short subjects in the same
experiments as in Fig. 4(b). Note that these subjects do not have the additional 12
unscored nights, and any improvement observed here must be attributed to the use of
pseudo-labeled test nights.

A.4. Performance on short subjects

In Section 3.2.2 and Fig. 4(b) we presented the predictive perfor-
mance of personalized student models on long subjects when trained
with unlabeled data from these test subjects. In Fig. 10 we report the
performance on the short subjects in the exact same experiments. The
ack of improvement by the yellow line is due to the fact that these
odels are trained identically to the baseline models, and we expect

hem to perform equally. However, we also observe an higher relative
mprovement in performance than for the long subjects as long as the
nlabeled data contains the 4 test nights as unlabeled training data.
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