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Abstract

We develop techniques that allow us to convert isomorphisms
in the homology of ample groupoids into isomorphisms in the
K-theory of their associated C*-algebras. We apply this to

prove an “orbit-stabiliser” K-theory formula for certain
inverse semigroup dynamical systems, allowing us to compute

the K-theory of reduced C*-algebras of inverse semigroups
and left regular algebras of finitely aligned left cancellative

small categories.

To apply our techniques the isomorphism in homology must
be induced by a correspondence of groupoids.

Correspondences are a type of morphism of groupoids which
can induce maps in the K-theory of the associated

C*-algebras, whose isomorphisms are Morita equivalences.
We extend this induced map in operator K-theory in a

categorical fashion by constructing functors between the
associated equivariant Kasparov categories and natural

transformations between the associated K-theory functors.
We also construct a map in homology from a proper

correspondence of ample groupoids. This groupoid homology
is related to the operator K-theory by Proietti and

Yamashita’s implementation of the ABC spectral sequence.
We develop general functoriality for the ABC spectral

sequence, which is part of a framework developed by Meyer
and Nest for a categorical approach to the Baum-Connes

conjecture. From a proper correspondence of étale groupoids
we obtain a morphism of associated ABC spectral sequences,
allowing us to construct isomorphisms in K-theory from more

tractable kinds of isomorphism.
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Introduction

“Groupoid” has been a key word in the vocabulary of the common C*-algebraist
since Renault’s seminal work on C*-algebras constructed from topological groupoids
[72], which capture the essence of topological dynamics in a very broad sense. Re-
nault’s groupoid C*-algebras provide a common language for C*-algebras associated
to a great variety of mathematical objects, each capturing some aspect of topolog-
ical dynamics. This ranges from algebraic objects like groups and semigroups to
combinatorial objects such as (higher rank) graphs, from coarse geometry to the
classical dynamical systems of a homeomorphism on a compact metric space. Étale
groupoids are topological groupoids which more closely resemble discrete-time dy-
namics, and provide models for a huge range of C*-algebras. Étale groupoids can
be constructed from Cartan inclusions of C*-algebras [74], and there is a (twisted)
étale groupoid model [47] for every C*-algebra which fits into the celebrated clas-
sification programme [25,33,42,69,83].

K-theory for C*-algebras extends topological K-theory of spaces and plays a crucial
role in noncommutative geometry and index theory. It is an important tool for
extracting useful information from a C*-algebra, and is one of the primary invariants
in the classification of C*-algebras. It is therefore no surprise that the task of
computing the K-theory of C*-algebras associated to étale groupoids is in general
very difficult. Some of the most wide-reaching techniques developed to attack this
problem involve connecting the operator-algebraic K-theory of the groupoid C*-
algebra with invariants of a more topological nature, embracing the philosophy of
noncommutative topology. The Baum-Connes conjecture [4,5,86] is an example of
this, claiming an isomorphism between the topological K-theory of a groupoid and
the operator K-theory. Matui’s investigation [54–56] into Crainic and Moerdijk’s
homology theory for étale groupoids [19] reveals close links with K-theory, inspiring
his HK conjecture and a flurry of activity [10, 24, 29, 65, 71, 75]. In particular,
Proietti and Yamashita use a spectral sequence to connect the homology of an
ample groupoid with torsion-free isotropy groups to the K-theory of its C*-algebra
in [71].

In this document we investigate how correspondences Ω: G→ H of étale groupoids
can help us to understand the relationship between the operator K-theory groups
K∗(C

∗
r (G)) and K∗(C

∗
r (H)). Holkar introduced the notion of a groupoid corre-

spondence Ω: G → H in [38] from which he constructed a C*-correspondence
C∗(Ω): C∗(G) → C∗(H). When Ω is proper this induces a map in K-theory. We
develop many more functoriality results for constructions built from étale groupoids
with respect to correspondences of those groupoids. As a result, we prove the fol-
lowing link between the operator K-theory and the homology of an ample groupoid:
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Theorem A (See Corollary 7.29). Let G and H be Hausdorff ample groupoids.
Then any proper correspondence Ω: G→ H induces a map in homology

H∗(Ω): H∗(G)→ H∗(H).

Suppose further that G and H are second countable, have torsion-free isotropy
groups and satisfy the Baum-Connes conjecture. If the induced map in homology
H∗(Ω) is an isomorphism, then there is an isomorphism K∗(C

∗
r (G)) ∼= K∗(C

∗
r (H))

in K-theory.

This is useful in situations where groupoid homology is easier to work with than
operator K-theory. We apply Theorem A to compute the K-theory of the reduced
C*-algebra of many inverse semigroups. Inverse semigroups are semigroups of par-
tial symmetries that are intertwined with the theory of étale groupoids. They often
arise in the theory of C*-algebras as systems of partial isometries.

Theorem B (Orbit-stabiliser K-theory formula for an inverse semigroup, Corollary
9.1). Let S be a countable inverse semigroup with stabiliser subgroups Stabe(S) :=

{s ∈ S | s∗s = e = ss∗} for each idempotent e ∈ E. Suppose that each sta-
biliser subgroup is torsion-free and that the universal groupoid G(S) is Hausdorff
and satisfies the Baum-Connes conjecture. Then we may compute the K-theory of
C∗
r (S):

(0.1) K∗(C
∗
r (S)) ∼=

⊕
orb(e)∈S\E×

K∗(C
∗
r (Stabe(S))).

The direct sum in this formula is taken over the orbits orb(e) of the canonical
action S ↷ E× of S on its non-zero idempotents. This reduces the problem of
understanding the K-theory K∗(C

∗
r (S)) to a problem for group C*-algebras. These

groups are often considerably less complicated than S, and in many applications are
trivial. The origins of this formula lie in Cuntz, Echterhoff and Li’s computation
of the K-theory associated to certain left cancellative monoids in [20, 21]. In [64]
Norling applied these results to the reduced C*-algebra of an inverse semigroup,
with more general inverse semigroups covered in [48]. We further extend the class
of inverse semigroups covered at the price of requiring torsion-free stabilisers. The
main condition we remove from [48] is the strong 0-E-unitarity of S, which enables
us to make applications to dynamical systems which can’t be described in terms of
the partial action of a group. Without access to a useful group, we turn to groupoid
methods. The universal groupoid G(S) of S is a groupoid model for C∗

r (S). We
probe G(S) with a proper correspondence from the discrete groupoid S⋉E×. Using
Theorem A, this correspondence induces an isomorphism in K-theory, yielding the
desired formula (0.1).

We develop a further extension of the scope of the orbit-stabiliser K-theory formula
(see Theorem 8.1) which is designed to also handle the setting of a left cancellative
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small category Λ. As for left cancellative monoids, we have a left regular repre-
sentation Λ↷ ℓ2(Λ). The associated C*-algebra is studied by Spielberg in [79, 80]
using groupoid methods, and by Li in [49] with an inverse semigroup approach to
the groupoid. We say a left cancellative small category Λ is finitely aligned if the
intersection of principal ideals λΛ ∩ µΛ can be written as a finite union

⋃
ν∈F νΛ

of principal ideals, which can be viewed as a weakening of the condition on a left
cancellative monoid of having right LCMs. For this class, the groupoid GΛ assigned
by Spielberg and Li to Λ models the left regular algebra C∗

λ(Λ). One of the moti-
vating examples covered is that of finitely aligned higher rank graphs, where C∗

λ(Λ)

can be identified with the Toeplitz algebra T C∗(Λ) (see [79, Remark 8.4]). The
special case of single alignment relates to the existence of right LCMs and allows
for a description of the left regular algebra as the reduced C*-algebra of an inverse
semigroup, in which case Theorem B directly applies. The more general setting of
finitely aligned left cancellative small categories calls for a more general K-theory
formula1 (see Theorem 8.1). Applying this, we can compute the K-theory of the
left regular algebra of a finitely aligned left cancellative small category in terms of
its (discrete) groupoid Λ∗ of invertible elements.

Theorem C (K-theory formula for a finitely aligned left cancellative small cate-
gory, Corollary 9.2). Let Λ be a countable manageably finitely aligned left cancella-
tive small category such that GΛ has torsion-free isotropy groups, is Hausdorff and
satisfies the Baum-Connes conjecture. Then

K∗(C
∗
λ(Λ)) ∼= K∗(C

∗
r (Λ

∗)).

For each of these conditions on the groupoid GΛ we discuss more easily verifiable
sufficient (or equivalent) conditions in Chapter 9. Manageability is a technical
condition which allows us to contain the finite alignment of Λ, but we do need it (see
Example 9.4). As a special case of this formula we recover Fletcher’s computation
in [32] of the K-theory of the Toeplitz algebra T C∗(Λ) of a finitely aligned higher
rank graph Λ:

K0(T C
∗(Λ)) ∼=

⊕
v∈Λ

0

Z, K1(T C
∗(Λ)) = 0.

The proofs of the previous iterations of the K-theory formula [20–22, 48] use the
Going Down principle for a group Γ [17], which gives conditions on an equivariant
Kasparov cycle to induce an isomorphism in K-theory. The theory of these cycles is
called equivariant KK-theory, where they provide the morphisms in the equivariant
Kasparov category KKΓ of Γ-C*-algebras, which is an invaluable tool for studying
K-theoretic questions surrounding Γ. Le Gall extended equivariant KK-theory to

1After this thesis was submitted, the author spoke to Victor Wu who has independently worked on
extending the Cuntz Echterhoff Li formula to the finitely aligned setting with Nathan Brownlowe,
Jack Spielberg and Anne Thomas, but with the dynamics given by the action of a group.



10 ALISTAIR MILLER

the setting of groupoids in [46]. We might then hope to apply the Going Down prin-
ciple for groupoids [8,9,11] to prove the K-theory formula. The problem is that there
is no clear Kasparov cycle which is equivariant with respect to a single groupoid
to make use of. Instead what we can do is find a topological correspondence which
is equivariant with respect to an inverse semigroup, inducing a correspondence of
groupoids. We cannot work entirely within the equivariant Kasparov category of a
single groupoid, so we relate the two categories using this correspondence. This is
the reason that we started studying groupoid correspondences, and they turn out
to be an extremely useful tool for transferring information between groupoids.

Our approach combines groupoid correspondences with the categorical approach to
the Baum-Connes conjecture. The Baum-Connes conjecture for a group Γ asserts
that a particular map µΓ called the Baum-Connes assembly map

µΓ : K
top
∗ (Γ)→ K∗(C

∗
r (Γ))

is an isomorphism. The left hand side Ktop
∗ (Γ) is the topological K-theory which

has a more topological flavour and is in principle easier to compute than the op-
erator K-theory K∗(C

∗
r (Γ)). Indeed, a spectral sequence converging to Ktop

∗ (Γ) is
covered in [60]. In the categorical approach to the Baum-Connes conjecture the
equivariant Kasparov category KKΓ of Γ-C*-algebras takes centre stage, viewed
as a triangulated category. This perspective was introduced by Meyer and Nest
in [58], who reformulate the topological K-theory Ktop

∗ (Γ;A) with coefficients in
a Γ-C*-algebra A as a localisation LF∗(A) of the operator K-theory functor F∗ =

K∗(Γ ⋉r −) : KKΓ → Ab∗. The assembly map µΓ drops out as a feature of the
process of localisation. Meyer and Nest develop a general framework for doing
homological algebra in triangulated categories [57–59], introducing the concepts of
localisations LF∗(A) and derived functors LnF∗(A). Meyer relates these with the
ABC spectral sequence, which converges to the localisation LF∗(A) with second
sheet given by the derived functors LnF∗(A):

LpFq(A)⇒ LFp+q(A)

The categorical approach to the Baum-Connes conjecture of an étale groupoid G

is developed in [11, 71], using the groupoid equivariant Kasparov category KKG.
Bönicke and Proietti discuss in [11] how to localise in this setting to frame the
Baum-Connes assembly map

µG,A : Ktop
∗ (G;A)→ K∗(G⋉r A)

in the Meyer-Nest theory. Proietti and Yamashita apply the ABC spectral sequence
to an ample groupoid G with torsion-free isotropy groups in [71], identifying the
derived functors LnF∗(A) with groupoid homology groups Hn(G;K∗(A)). In the
presence of the Baum-Connes conjecture they obtain a spectral sequence which
converges to the operator K-theory K∗(G⋉r A):

Hp(G;Kq(A))⇒ Kp+q(G⋉r A)
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Morally this says thatK∗(G⋉rA) is built out of the homology groupsHp(G;Kq(A)).
This is similar to the sense in which the middle object of a short exact sequence is
built out of the outer objects, where the building blocks alone do not fully determine
the built object. Determining the middle object of a short exact sequence from its
outer objects is known as an extension problem, and in general we have to solve
many extension problems to determine K∗(G ⋉r A) from Hp(G;Kq(A)). In low
dimensions this is a feasible task, which has been carried out in [10] to verify the
HK conjecture for principal ample groupoids with dynamic asymptotic dimension at
most 2. We instead use the comparison theorem for spectral sequences [88, Theorem
5.2.12], culminating in Theorem A. A morphism of short exact sequences which is
an isomorphism on the outer objects must be an isomorphism on the middle objects,
and similarly a morphism of Proietti and Yamashita’s spectral sequences that is an
isomorphism Hp(G;Kq(A)) ∼= Hp(H;Kq(B)) on the homology groups must induce
an isomorphism K∗(G⋉r A) ∼= K∗(H ⋉r B) in K-theory.

The main technical achievement in this work is the construction of morphisms of
ABC spectral sequences associated to étale groupoids from a proper correspondence
of these groupoids. As the focus of the categorical approach to Baum-Connes is
the equivariant Kasparov category, the first ingredient we introduce is an induction
functor

IndΩ : KKH → KKG

associated to a correspondence Ω: G → H. This is based on the subgroupoid
induction functor constructed in [8]. In order to transfer information between the
operator K-theory functors, we construct a natural transformation

αΩ : K∗(G⋉ IndΩ−)⇒ K∗(H ⋉−) : KKH ⇒ Ab∗.

We use the universal crossed product because it has better functoriality properties,
and the resulting ABC spectral sequences will not see the difference between the
reduced and universal crossed products. We construct αΩ by building a proper
correspondence G⋉IndΩB → H⋉B for eachH-C*-algebra B ∈ KKH . This in turn
is made by equipping Ω: G→ H with C*-coefficients and forming a crossed product
correspondence construction2. This combines Holkar’s construction of C∗(Ω) with
the equivalences of groupoid crossed products in [61]. The third and final ingredient
is a morphism fΩ : C0(G

0)→ IndΩ C0(H
0) when Ω is proper. We may also use the

notion of a proper groupoid correspondence with C*-coefficients (E,Ω): (A,G) →
(B,H) as our starting point, in which case this third ingredient is a morphism
fE : A → IndΩB which we build using a universal property of the correspondence
(IndΩB,G)→ (B,H). The triple (IndΩ, αΩ, fE) is exactly the information we need
to construct a morphism of the ABC spectral sequences associated to (A,G) and
(B,H).

2Groupoid correspondences with C*-coefficients and their crossed products may be known to
experts, but we are not aware of their presence in the literature.
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The input for the ABC spectral sequence is a quadruple (T, I, F,A), consisting of
a triangulated category T, a homological ideal I ◁ T, a functor F : T → Ab∗ and
an object A ∈ T. In the setting of an étale groupoid G and a G-C*-algebra A, we
take KKG as our triangulated category and A ∈ KKG as our object. The ideal I
is typically constructed from a family of subgroupoids of G, and the functor F is
usually K∗(G⋉−) or K∗(G⋉r−). We define a category of these quadruples which
we call the ABC category, and develop functoriality of the localisation LF∗(A),
the derived functors LnF∗(A) and the ABC spectral sequence with respect to this
category:

Theorem D (See Theorem 7.14). Morphisms m : M → M′ in the ABC category
functorially induce morphisms of ABC spectral sequences ABC(m) : ABC(M) →
ABC(M′). Moreover,

(i) the map on the second sheet is given by the derived functor maps Ln(m),

(ii) the map on the limit sheet agrees with the localisation map L(m).

The morphisms in the ABC category are triples just like (IndΩ, αΩ, fE) which
we constructed from a proper correspondence (E,Ω): (A,G) → (B,H) with C*-
coefficients. As a result, (IndΩ, αΩ, fE) induces a morphism of spectral sequences.
Theorem A drops out as a corollary of this.

In Chapter 1, we cover preliminaries for studying étale groupoid equivariant KK-
theory. We introduce étale groupoids and their correspondences, giving examples of
these correspondences. Equivariant KK-theory is built from C*-algebras and their
Hilbert modules each equipped with actions of a groupoid G. This requires us to
understand how these C*-algebras and their Hilbert modules can fibre over the unit
space G0 of the groupoid. This leads us to cover a significant amount of Banach
bundle theory before we can discuss the equivariant correspondence category CorrG

which forms the basis of the equivariant Kasparov category KKG.

Chapter 2 is about the interaction between a groupoid correspondence Ω: G→ H

and the equivariant correspondence categories CorrG and CorrH . We introduce
the induction functor IndΩ : CorrH → CorrG and then the notion of a groupoid
correspondence with C*-coefficients. We construct the associated crossed products
and prove their fundamental properties. We then build the correspondences that
underlie the induction natural transformation αΩ : K∗(G⋉ IndΩ−)⇒ K∗(H ⋉−)
and the morphism fE : A→ IndΩB. At each stage we show how our constructions
are compatible with composition of correspondences.

Chapter 3 builds on the previous chapter, now working in groupoid equivariant
KK-theory. We give a quick overview of groupoid equivariant KK-theory, and then
construct the KK-theoretic induction functor IndΩ : KKH → KKG and prove nat-
urality of αΩ. Again, we check compatibility with composition of correspondences.
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In Chapter 4 we deal with the groupoid homology side of things. We give a module-
theoretic approach to ample groupoid homology and use it to construct a map in
homology H∗(Ω): H∗(G)→ H∗(H) from a proper correspondence Ω: G→ H.

Chapter 5 is a quick overview of spectral sequences.

Chapter 6 reviews the framework of homological algebra in triangulated categories
as developed in [57–59]. This first covers the basics of triangulated categories, ho-
mological ideals and doing homological algebra relative to these ideals. We then
discuss localisation with respect to complementary subcategories and how this re-
lates to the Baum-Connes conjecture, highlighting some contributions from [11,71].

In Chapter 7 we define the ABC category and develop functoriality of constructions
from the previous chapter. This includes the derived functors, localisations and
ultimately the ABC spectral sequence. We prove Theorem D and deduce Theorem
A.

Chapter 8 uses Theorem A to prove a general version of the orbit-stabiliser K-
theory formula (Theorem 8.1). We also sketch how to approach the removal of the
torsion-free condition.

Chapter 9 explains how to recover Theorems B and C from the general orbit-
stabiliser K-theory formula, with a discussion of in what situations the conditions
for the formulae are met.

Finally, we look to the future in Chapter 10 with a discussion of the questions which
leap out at us from this work.
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1. Étale groupoids and their interactions with C*-algebras and

Hilbert modules

The goal of this document is to explore the K-theory K∗(C
∗
r (G)) of the reduced

C*-algebra of an étale groupoid G. We need to work in the setting of groupoid
equivariant KK-theory, for which we will need a solid grasp of how étale groupoids
interact with C*-algebras and their Hilbert modules. The purpose of this chapter
is to serve as an introduction to these matters.

The material in this chapter is largely well-known, and is collected and repackaged
here to be applied later in this document. Consequently, we will not provide proofs
for everything in this section. Much of the material in this chapter can be found
in [8], which also deals with groupoid equivariant KK-theory. For more details on
correspondences of étale groupoids, see [3]. Another good source on C0(X)-algebras,
Banach bundles and groupoid actions on them is [61]. For C0(X)-algebras and
their bundles, see Appendix C in [89]. For a thorough “section-forward” treatment
of Banach bundles, see [67]. We will assume that the reader is familiar with Hilbert
modules, for which [44] is a great introduction.

1.1. Étale groupoids and groupoid correspondences. Let us first fix some
conventions for étale groupoids. A topological groupoid G is a topological space
G with a distinguished subspace G0 called the unit space, with continuous maps
r, s : G⇒ G0 that assign a range and a source to each groupoid element. Elements g
and h with matching range and source r(h) = s(g) can be multiplied or composed to
form an element gh with range r(g) and source s(h). Multiplication is a continuous
associative map (g, h) 7→ gh : G2 → G, where G2 := {(g, h) ∈ G×G | s(g) = r(h)}
is the space of composable pairs. Elements of G0 act as identities in that each
element is its own range and source, and r(g)g = g = gs(g) for each g ∈ G. There
is a continuous inversion map g 7→ g−1 : G → G that swaps the range and source
of each element such that g−1g = s(g) and gg−1 = r(g) for each g ∈ G. An étale
groupoid G is a topological groupoid such that the range map r : G→ G0 is a local
homeomorphism and the unit space G0 is open in G.

Standing assumption. Unless otherwise stated we assume our étale groupoids to
be locally compact and Hausdorff. Local compactness is essential to study associ-
ated C*-algebras. There are still reasonable C*-algebras to study if we weaken the
Hausdorff condition to Hausdorffness of the unit space G0, in which case G is locally
Hausdorff. If we say non-Hausdorff étale groupoid, this is what we mean. However,
this complicates many of the details and tools that we need are no longer available.
In particular, our (current) approach to the Baum-Connes conjecture requires G
to be Hausdorff. By default topological spaces are locally compact and Hausdorff
(LCH) unless otherwise stated or built from another space (e.g. a quotient space
may not be Hausdorff).
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We write Gx := r−1(x) and Gx := s−1(x) for the range and source fibres of an étale
groupoid G at x ∈ G0. These are discrete spaces because G is étale. In general, if a
continuous map f : Y → X of topological spaces is understood, we may write Yx or
Y x for the fibre f−1(x) at x ∈ X. The isotropy group Gxx of G at x ∈ G0 is the group
of arrows with range and source x. If f : X → Z and g : Y → Z are continuous
maps, the fibre product X ×f,Z,g Y is the space {(x, y) ∈ X × Y | f(x) = g(y)}. If
the maps f and g are understood, we may write X×Z Y . For example, the space of
composable elements G2 of G is the fibre product G×

s,G
0
,r
G. A subspace U ⊆ G

on which r and s are injective is called a bisection. Particularly important are open
bisections, on which r and s are homeomorphisms onto their (open) images. The
set of open bisections forms a basis for the topology of an étale groupoid.

The basic notion of a morphism of topological groupoids is a continuous groupoid
homomorphism, which is a continuous structure preserving map. In the setting of
étale groupoids, we are especially interested in a special class of these called étale
homomorphisms:

Definition 1.1 (Étale homomorphism). Let G and H be étale groupoids. An
étale homomorphism φ : G → H is a groupoid homomorphism that is also a local
homeomorphism.

Inverse semigroups are an important source of étale groupoids. An inverse semi-
group S is a semigroup such that for each s ∈ S there is a unique element s∗ ∈ S
called the adjoint of s satisfying s∗ss∗ = s∗ and ss∗s = s. We will always take
our inverse semigroups to have a distinguished 0 element. The set E = E(S) of
idempotents forms a semilattice under multiplication. We think of the elements of
an inverse semigroup as partial symmetries, and this is reflected in how they act.
An inverse semigroup acts on a space X by partial homeomorphisms, which are
homeomorphisms α : domα→ ranα between open subsets of X. The composition
α ◦ β of two partial homeomorphisms is the partial homeomorphism x 7→ α(β(x))

whose domain consists of the x in domβ with β(x) ∈ domα. The set of partial
homeomorphisms of X forms an inverse semigroup PHom(X), with the adjoint
given by the inverse.

Definition 1.2 (Inverse semigroup action). A (left) action S ↷ X of an inverse
semigroup S on a space X is a homomorphism α : S → PHom(X) to the inverse
semigroup of partial homeomorphisms of X. The domain and range of α(s) for
s ∈ S may be written domX s and ranX s if we want to emphasise the space. We
usually write s · x for α(s)(x).

A continuous map f : X → Y between S-spaces is S-equivariant if x ∈ domX s

implies that f(x) ∈ domY s and f(s · x) = s · f(x). From an inverse semigroup
action we may build an étale groupoid:
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Definition 1.3 (Transformation groupoid of an inverse semigroup action). Let
S↷X be an inverse semigroup action. Consider the space

S ⋉X := {(s, x) ∈ S ×X | x ∈ dom s}/ ∼,

where (s, x) ∼ (t, x) if there is an idempotent e ∈ E with x ∈ dom e and se = te.
We take the quotient topology of the subspace topology of the product topology on
S×X, where S is given the discrete topology, and we write [s, x] for the equivalence
class of (s, x). We define range and source maps by r([t, x]) = t · x, s([t, x]) = x

for [t, x] ∈ S ⋉ X and a composition [t, s · x][s, x] = [ts, x]. This turns S ⋉ X

into a (possibly non-Hausdorff) étale groupoid called the transformation groupoid
of S↷X whose unit space is an open subset of X.

Each inverse semigroup element s defines an open bisection {[s, x] | x ∈ dom s} of
the groupoid S ⋉ X, and in fact every étale groupoid can be viewed as a trans-
formation groupoid of its inverse semigroup of open bisections acting on its unit
space.

It’s important for us to understand how a groupoid itself can act. As there is a
space component of a groupoid, this must be respected in an action, and so it only
acts on objects that are fibred over its unit space. The symmetries induced by
elements of the groupoid are between fibres of the object. A fundamental example
of how groupoids act is on topological spaces:

Definition 1.4 (Groupoid action). Let G be an étale groupoid and let X be a
topological space. A (left) groupoid action G↷X consists of:

• a continuous map τ : X → G0 called the anchor map,

• a continuous map α : G×
s,G

0
,τ
X → X called the action map. We usually

write g · x for α(g, x).

The pair (τ, α) is an action if whenever g, h ∈ G and x ∈ X satisfy s(g) = r(h) and
s(h) = τ(x), we have τ(h ·x) = r(h) and gh ·x = g · (h ·x). Each groupoid element
g ∈ G induces a homeomorphism αg : Xs(g) → Xr(g) that sends x to g ·x, where we
writeXz = τ−1(z) for the fibre ofX at z ∈ G0. The action map α : G×

s,G
0
,τ
X → X

is automatically a surjective local homeomorphism [3, Lemma 2.11]. A right action
X↶G is defined similarly, with an action map X×

τ,G
0
,r
G→ X satisfying mirrored

conditions.

Example 1.5. Every groupoid G acts on its unit space G0 in the following way.
The anchor map G0 → G0 is the identity and for g ∈ G, we define g · s(g) = r(g).

Definition 1.6 (G-spaces). A (left) G-space X is a locally compact Hausdorff
space equipped with a left action of G. We write LCHG for the category of G-
spaces with morphisms given by G-equivariant continuous maps, and LCHGloc for
the subcategory of G-equivariant local homeomorphisms.
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This differs from the definition of G-space in [10] as we do not require the anchor
map to be étale.

Definition 1.7 (Orbits). Let G↷X be an action of an étale groupoid with anchor
map τ : X → G0 and let x ∈ X. The orbit [x]G or orb(x) of x is the subspace
{g · x | g ∈ Gτ(x)} of X. The quotient of X by G or orbit space X/G carries the
quotient topology with quotient map x 7→ [x]G : X → X/G.

Actions of discrete groups on topological spaces give rise to an important class of
étale groupoids. These transformation groupoids can also be constructed for the
action of an étale groupoid.

Definition 1.8 (Transformation groupoid of a groupoid action). Let G↷X be an
action of an étale groupoid on a locally compact Hausdorff space X with anchor
map τ : X → G0. The transformation groupoid is the fibre product

G⋉X := G×
s,G

0
,τ
X = {(g, x) ∈ G×X | s(g) = τ(x)}.

The unit space is given by {(τ(x), x) | x ∈ X} which we identify with X. The range
and source maps are given by r(g, x) = g · x, s(g, x) = x, and composition is given
by (g, h · x)(h, x) = (gh, x).

As with group actions, we are interested in special properties of our actions, such
as freeness and properness.

Definition 1.9 (Free, proper and étale actions). Let G be an étale groupoid and
let G↷X be a (left) action with anchor map τ : X → G0. We say that the action
is:

• free if for g ∈ G and x ∈ X, g · x = x implies that g ∈ G0.

• proper if the map (g, x) 7→ (g, g · x) : G×
s,G

0
,τ
X → X ×X is proper.

• étale if τ : X → G0 is a local homeomorphism.

We say that G is proper if the action G↷G0 of G on its unit space is proper, and
we say that G is principal if the action G↷G0 is free.

Example 1.10. Every étale groupoid G acts on itself by left multiplication. The
anchor map is r : G→ G0, and the action map is given by g ·h := gh for (g, h) ∈ G2.
This action is free because if g · h = h we can apply h−1 on the right to see that
g ∈ G0. It is étale because the range map is a local homeomorphism. Finally, it is
proper because the map (g, h) 7→ (g, gh) : G×

s,G
0
,r
G→ G×G is a homeomorphism

onto the closed subspace G×
r,G

0
,r
G.

One of the main advantages of proper actions is that they have well-behaved quo-
tients.
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Proposition 1.11 (Lemma 1.2.11 in [7], Lemma 2.12 and Proposition 2.19 in [3]).
Let G be an étale groupoid and let G↷X be a proper action. Then the orbit space
G\X is Hausdorff. If the action is also free, then the quotient map q : X → G\X
is a local homeomorphism.

Proposition 1.12. Let G↷ X be a free proper étale action of an étale groupoid
G with anchor map τ : X → G0. Then the open sets U ⊆ X such that g · u 7→
g : G·U → Gτ(U) is well-defined and a homeomorphism form a basis for the topology
on X.

Proof. Let x ∈ X and let V0 be an open neighbourhood of x. By Proposition
1.11 we may find an open neighbourhood V1 of x such that q : V1 → G\X is a
homeomorphism onto its image. By étaleness, we may find an open neighbourhood
V2 of x such that τ : V2 → G0 is a homeomorphism onto its image. Taking U =

V0 ∩ V1 ∩ V2, we obtain homeomorphisms (g, u) 7→ g · u : G ×X U → G · U and
(g, u) 7→ g : G×X U → Gτ(U). □

Proper actions allow us to construct further proper actions.

Proposition 1.13 (Proposition 2.20 in [87]). Let G be an étale groupoid, let X↶G

be an action and let G↷Y be a proper action. Then the diagonal action X×
G

0Y↶G

given by (x, y) · g = (x · g, g−1 · y) is proper.

The main focus of our study will be groupoid correspondences. Building on work
of Holkar [37–39], we view these as morphisms of groupoids. One motivation to
study them is that the groupoid C*-algebra construction is functorial with re-
spect to correspondences; from a groupoid correspondence we can construct a C*-
correspondence. As we are working with étale groupoids, we use a restricted notion
that might best be called an étale correspondence, as in [3, Definition 3.1].

Definition 1.14 (Groupoid correspondence). Let G and H be étale groupoids with
unit spaces X and Y . A groupoid correspondence Ω: G→ H is a topological space
Ω with a left G-action and a right H-action with anchor maps ρ : Ω → X and
σ : Ω→ Y called the range and source such that:

• The G-action commutes with the H-action - Ω is a G-H-bispace.

• The right action Ω↶H is free, proper and étale.

We may also call this a G-H correspondence and we may refer to it by G↷Ω↶H

or simply by Ω. If we want to highlight the correspondence Ω, we may write σΩ
and ρΩ instead of σ and ρ. For x ∈ X and y ∈ Y , we write Ωx and Ωy for the range
and source fibres ρ−1(x) and σ−1(y).



K-THEORY FOR ÉTALE GROUPOID C*-ALGEBRAS 19

Example 1.15 (Identity correspondence). For any étale groupoid G, the actions
of left and right multiplication form a groupoid correspondence G↷G↶G which
we call the identity correspondence.

Definition 1.16 (Proper groupoid correspondence). We say that a groupoid cor-
respondence G↷ Ω ↶ H is proper if the map ρ : Ω/H → X induced by the left
anchor map ρ : Ω→ X is proper.

Example 1.17 (Étale homomorphism correspondence). Let φ : G→ H be an étale
homomorphism of étale groupoids, and let φ0 : G0 → H0 be its restriction to the
unit space. Consider the space

Ωφ := G0 ×
φ

0
,H

0
,r
H = {(x, h) ∈ G0 ×H | φ(x) = r(h)}.

We define a left action G↷Ω by g·(s(g), h) = (r(g), φ(g)h) and a right action Ω↶H

by (x, h) · h′ = (x, hh′). The correspondence Ωφ is proper, because ρ : Ωφ/H → G0

is a homeomorphism with inverse given by x 7→ [x, φ(x)]H .

Every homomorphism φ : G → H of discrete groups is an étale homomorphism
viewing the groups as étale groupoids. The associated correspondence Ωφ is given
by actions G↷H ↶H, with G acting through φ on the left and H acting on the
right by multiplication.

Example 1.18 (Algebraic morphisms). Let G and H be étale groupoids. An
algebraic morphism G→ H is an action G↷H that commutes with the right mul-
tiplication action H↶H. These are studied in [14] and under the name “translation
action” in [53]. Like étale homomorphisms, these also generalise homomorphisms
of discrete groups. Unlike étale homomorphisms, an algebraic morphism induces a
∗-homomorphism of the groupoid C*-algebras.

Example 1.19 (Topological correspondences). Let X and Y be locally compact
Hausdorff spaces considered as groupoids with only identity arrows. A topological
correspondence Ω: X → Y is a locally compact Hausdorff space Ω with a continuous
map ρ : Ω → X and a local homeomorphism σ : Ω → Y . The correspondence is
proper if and only if ρ : Ω → X is proper. As a special case, consider a compact
open cover U of a totally disconnected space Y . Setting Ω = ⊔U∈UU , the canonical
map Ω → Y is a local homeomorphism, and the indexing map Ω → U is proper.
We obtain a proper correspondence Ω: U → Y .

Our new examples of groupoid correspondences come from situations with an am-
bient inverse semigroup. Given a topological correspondence which is equivariant
with respect to an inverse semigroup, we obtain a correspondence of the associated
transformation groupoids.
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Example 1.20 (Inverse semigroup equivariant topological correspondence). Let
Ω: X → Y be a topological correspondence, and suppose that we have actions
S ↷ X, S ↷ Y and S ↷ Ω of an inverse semigroup S such that ρ : Ω → X and
σ : Ω → Y are S-equivariant. We call Ω: X → Y an S-equivariant topological
correspondence, and it induces a correspondence S ⋉ Ω: S ⋉ X → S ⋉ Y . We
have anchor maps ρ ◦ rS⋉Ω : S ⋉ Ω → X and σ ◦ sS⋉Ω : S ⋉ Ω → Y . The actions
S ⋉X↷ S ⋉Ω and S ⋉Ω↶ S ⋉ Y are given for s, t ∈ S, ω ∈ Ω with ω ∈ domΩ st

by [s, ρ(t ·ω)] · [t, ω] = [st, ω] and [s, t ·ω] · [t, σ(ω)] = [st, ω]. If Ω: X → Y is proper,
then so is S ⋉ Ω: S ⋉X → S ⋉ Y .

Example 1.21 (Action correspondences). Let G be an étale groupoid and let
G↷X be an action with anchor map τ : X → G0. Then there is a correspondence
G↷G⋉X↶G⋉X with bispace G⋉X called the action correspondence. The right
action is given by right multiplication in G ⋉X. The left action has anchor map
given by (g, x) 7→ r(g) : G ⋉X → G0 and action map given by h · (g, x) = (hg, x)

when r(g) = s(h). This is a special case of an algebraic morphism. The action
correspondence is proper if and only if τ is a proper map.

We can also build a correspondence of groupoids using only the “right hand side”
data.

Example 1.22. Let H be an étale groupoid and let Ω be a free, proper, étale right
H-space. Then Ω is a proper correspondence from Ω/H to H.

Definition 1.23 (Bisections in groupoid correspondences). Let Ω: G → H be a
correspondence of étale groupoids. A bisection of Ω is a subspace U ⊆ Ω such that
σ : Ω→ H0 and q : Ω→ Ω/H are injective on U .

These are analogous to bisections in étale groupoids. The set of open bisections
(sometimes called slices, see [3, Definition 7.2]) forms a basis for the topology of
Ω, so we often restrict attention to open bisections in order to work locally with
correspondences. The open bisections in G and H act on the open bisections of Ω:
given open bisections U ⊆ Ω, V ⊆ G and W ⊆ H, the sets

V · U = {v · u ∈ Ω | (v, u) ∈ V ×
G

0 U}

U ·W = {u · w ∈ Ω | (u,w) ∈ U ×
H

0 W}

are also open bisections of Ω. For each open bisection U ⊆ Ω, the space UH =

{u · h | u ∈ U, h ∈ Hσ(u)} can be viewed as a (proper) correspondence from q(U)

to H.

To view groupoid correspondences as morphisms, we need to know how to compose
them. While it may be clear how to compose correspondences that arise from étale
homomorphisms or from actions, the general construction for composing arbitrary
correspondences is more involved.
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Definition 1.24 (Composition of groupoid correspondences). Let Ω: G→ H and
Λ: H → K be groupoid correspondences, and let the unit spaces of G, H and K

be X, Y and Z respectively. Consider the diagonal action of H on Ω ×Y Λ given
by (ω, λ) · h := (ω · h, h−1 · λ) for (ω, λ) ∈ Ω×Y Λ and h ∈ Hσ(ω). The composition
Λ ◦ Ω: G→ K is given by the quotient space

Λ ◦ Ω := Ω×H Λ := (Ω×Y Λ)/H

which is naturally a G-K-bispace. The left G-action is induced by the action on Ω

and the right K-action is induced by the action on Λ. Explicitly, the actions are
given by the following formulae.

G↷ Λ ◦ Ω g · [ω, λ]H := [g · ω, λ]H (ω, λ) ∈ Ω×Y Λ, g ∈ Gρ(ω)

Λ ◦ Ω↶K [ω, λ]H · k := [ω, λ · k]H (ω, λ) ∈ Ω×Y Λ, k ∈ Kσ(λ)

This also induces a composition of open bisections. Given open bisections U ⊆ Ω

and V ⊆ Λ, the composition V ◦ U is given by

V ◦ U := {[u, v]H ∈ Λ ◦ Ω | (u, v) ∈ U ×Y V }

which is an open bisection in Λ ◦ Ω [3, Lemma 7.14].

We introduced the notation X ×H Y := (X ×
H

0 Y )/H here. This makes sense
whenever we have actions X ↶ H and H ↷ Y , and will be a locally compact
Hausdorff space whenever one of the actions is free and proper.

Proposition 1.25 (Propositions 5.7 and 6.5 in [3]). The composition of groupoid
correspondences is a groupoid correspondence, and the composition of proper corre-
spondences is proper. Furthermore, this composition is associative up to canonical
isomorphisms of correspondences, and the identity correspondence forms an identity
up to canonical isomorphisms.

This allows us to define the correspondence category of groupoids and its subcate-
gory of proper correspondences. Many constructions built from étale groupoids can
be turned into functors from these categories. The chief technical results of this
document will be of this nature.

Definition 1.26 (Categories of groupoid correspondences). The correspondence
category GpdCorr of groupoids is the category whose objects are étale groupoids
and whose morphisms are isomorphism classes of groupoid correspondences. The
subcategory of proper correspondences is denoted GpdCorrp.

Example 1.27 (Morita equivalences). Let G and H be étale groupoids. A Morita
equivalence from G to H is a G-H-bispace Ω such that

• the left action G↷ Ω and the right action Ω↶H are free and proper.
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• the maps ρ : Ω/H → G0 and σ : G\Ω → H0 induced by the anchor maps
are homeomorphisms.

The second condition implies that the actions are étale, so this is a (proper) cor-
respondence. Furthermore, Morita equivalences are exactly the invertible groupoid
correspondences [1, Theorem 2.30].

Many properties are preserved by Morita equivalences, such as properness [87,
Proposition 2.36] and the K-theory of the associated C*-algebra.

The philosophy behind the work in this document is to use correspondences Ω: G→
H to transfer information between the étale groupoids G and H. A basic example of
this, which will be echoed throughout the rest of the document, is the construction
of a G-space from an H-space.

Definition 1.28 (Induced space). Let Ω: G → H be a correspondence of étale
groupoids and let Y be an H-space. Consider the diagonal action of H on Ω×

H
0 Y .

The induced G-space IndΩ Y is the space

IndΩ Y := Ω×H Y,

The action G↷ IndΩ Y is given by g · [ω, y]H = [g · ω, y]H for g ∈ G and (ω, y) ∈
Ω×

H
0 Y with s(g) = ρ(ω). We obtain a functor IndΩ : LCHH → LCHG.

Given another étale groupoid K, a correspondence Λ: H → K and a K-space Z,
the G-spaces IndΩ IndΛ Z and IndΛ◦Ω Z are naturally isomorphic. We obtain a
natural isomorphism IndΩ ◦ IndΛ ∼= IndΛ◦Ω. Furthermore, given a G-space X, the
G-space IndGX induced by the identity correspondence G : G → G is naturally
isomorphic to X. All of this foreshadows what can be said for C*-algebras and
their Hilbert modules equipped with actions of K.

1.2. C*-algebras and Hilbert modules fibred over topological spaces. In
order to describe how a groupoid can act on a C*-algebra or a Hilbert mod-
ule, we need to first understand how a C*-algebra can be fibred over the unit
space of the groupoid. A continuous map f : Y → X of locally compact Haus-
dorff spaces is equivalent via Gelfand duality to a non-degenerate ∗-homomorphism
f∗ : C0(X) → Cb(Y ) ∼= M(C0(Y )). This turns C0(Y ) into a C0(X)-algebra, which
is our fundamental notion of a C*-algebra fibred over X.

Definition 1.29 (C0(X)-algebra and its fibres). A C0(X)-algebra is a C*-algebra
A equipped with a non-degenerate ∗-homomorphism from C0(X) to the centre of
its multiplier algebra (the structure map).

φ : C0(X)→ ZM(A)
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We often omit the structure map from the notation and write ξa instead of φ(ξ)(a)
for ξ ∈ C0(X) and a ∈ A. Non-degeneracy is the condition that C0(X)A =

span{ξa | ξ ∈ C0(X), a ∈ A} is dense in A.

For each x ∈ X, we define the fibre Ax of A at x to be the quotient C*-algebra
A/C0(X \ {x})A. For an element a ∈ A, its fibre ax at x is its image in the quotient
algebra Ax. For each open subset U ⊆ X, we write UA for the subalgebra C0(U)A,
which is a C0(U)-algebra.

Example 1.30. Let f : Y → X be a continuous map of locally compact Hausdorff
spaces. Then f∗ : C0(X) → Cb(Y ) turns C0(Y ) into a C0(X)-algebra whose fibre
at x ∈ X is C0(Yx), where Yx = f−1(x) is the fibre of Y at x.

We are interested in the ∗-homomorphisms between C0(X)-algebras that respect
the C0(X)-structures. These are called C0(X)-linear.

Definition 1.31 (C0(X)-linear). A ∗-homomorphism φ : A→ B between C0(X)-
algebras is C0(X)-linear if φ(ξa) = ξφ(a) for each a ∈ A and ξ ∈ C0(X). This
induces a ∗-homomorphism φx : Ax → Bx for each x ∈ X, called the fibre of φ at
x.

Definition 1.32 (Category of C0(X)-algebras). The category C*-algX of C0(X)-
algebras consists of all the C0(X)-algebras, with morphisms given by the C0(X)-
linear ∗-homomorphisms.

The direct sum A ⊕ B of C0(X)-algebras is a C0(X)-algebra. If A is a C0(X)-
algebra and B is a C*-subalgebra of A invariant under the C0(X) action, then B

is a C0(X)-algebra. If B is furthermore an ideal, the quotient algebra A/B is a
C0(X)-algebra.

We can learn a lot about a C0(X)-algebra A through its fibres (Ax)x∈X .

Proposition 1.33 (Proposition C.10 in [89]). Let A be a C0(X)-algebra. Then for
each a ∈ A, the following hold.

• The map x 7→ ∥ax∥ is upper-semicontinuous and vanishes at infinity, which
means that for each ϵ > 0, the subspace {x | ∥ax∥ ≥ ϵ} of X is compact.

• The norm of a is given by ∥a∥ = supx∈X∥ax∥.

• For each ξ ∈ C0(X), the fibre of ξa at x ∈ X is given by (ξa)x = ξ(x)ax.

In fact, we can understand each element a ∈ A of a C0(X)-algebra through the
associated function x 7→ ax. This is a function from X to the total space A =⊔
x∈X Ax. There will turn out to be a natural topology on the total space A

turning it into what we call a Banach bundle over X.
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Definition 1.34 (Banach bundle). A Banach bundle over a locally compact Haus-
dorff space X is a topological space A (not necessarily LCH) equipped with a
continuous, open surjection p : A → X and complex Banach space structures on
each fibre Ax := p−1({x}) satisfying the following conditions.

• The map a 7→ ∥a∥ is upper-semicontinuous from A to R≥0 (that is, for all
ϵ > 0, {a ∈ A | ∥a∥ ≥ ϵ} is closed).

• The map (a, b) 7→ a+ b is continuous from A×X A to A.

• For each λ ∈ C, the map a 7→ λa is continuous from A to A.

• If (ai)i is a net in A such that p(ai) → x and ∥ai∥ → 0, then ai → 0x

(where 0x is the zero element in Ax).

This is sometimes called an upper-semicontinuous Banach bundle in the literature,
to stress that the norm need only be upper-semicontinuous. We choose to take this
as the default notion, and refer to a Banach bundle with the additional requirement
of a continuous norm as a continuous Banach bundle.

Example 1.35 (Trivial Banach bundle). Let X be a locally compact Hausdorff
space. The trivial Banach bundle over X is the Banach bundle X × C → X, with
the product topology.

Definition 1.36 (Morphisms of Banach bundles). A map of Banach bundles over
X is a function φ : A → B that restricts to a bounded linear map φx : Ax → Bx

on the fibres at each x ∈ X, such that {φx | x ∈ X} is bounded. The linear map
φx is called the fibre of φ at x. We do not require a map of Banach bundles to be
continuous, and we refer to a continuous map of Banach bundles as a morphism of
Banach bundles.

Definition 1.37 (C*-bundles). A C*-bundle is a Banach bundle A → X with the
structure of a C*-algebra on each fibre Ax, such that the operations of multiplication
m : A ×X A → A and involution ∗ : A → A are continuous. A morphism of C*-
bundles over X is a morphism φ : A → B of the underlying Banach bundles such
that each fibre φx is a ∗-homomorphism.

The following result can be used to get a handle on the topology of a Banach
bundle. In the setting of C*-bundles this is [89, Proposition C.20], whose proof
works verbatim for general Banach bundles.

Proposition 1.38. Let p : A → X be a Banach bundle and let (ai)i be a net in A
such that p(ai) → p(a) for some a ∈ A. Suppose that for all ϵ > 0 there is a net
(ui)i in A and u ∈ A with p(ui) = p(ai) and p(u) = p(a) such that

• ui → u in A,
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• ∥a− u∥ < ϵ, and

• ∥ai − ui∥ < ϵ for large i.

Then ai → a.

Definition 1.39 (Sections of Banach bundles). A section of a Banach bundle
p : A → X is a map s : X → A such that p ◦ s = idX . The set of continuous
sections is denoted Γ(X,A). We define the support supp(e) of a continuous section
e : X → A to be the closure of {x ∈ X | e(x) ̸= 0}. The spaces Γb(X,A), Γ0(X,A)
and Γc(X,A) consist of the continuous sections that are bounded, vanish at infinity
and are compactly supported respectively. If Y is a closed subspace of X, we may
write Γ(Y,A) as shorthand for the space of continuous sections Γ(Y,A↾Y ), where
A↾Y = p−1(Y )→ Y is the restriction of A to Y .

The topology on the total space A of a Banach bundle can sometimes be difficult
to work with directly, it is usually not locally compact and often not Hausdorff
[89, Example C.27]. It can instead be helpful to consider the space Γ(X,A) of
continuous sections of the bundle A → X. In fact, we can construct the topology
of a Banach bundle if we have a large enough collection of sections which we want
to be continuous.

Proposition 1.40. Let (Ax)x∈X be a collection of Banach spaces and let Γ be a
complex vector space of sections X → A =

⊔
x∈X Ax such that

• for each a ∈ Γ, x 7→ ∥a(x)∥ is upper-semicontinuous,

• for each x ∈ X, the set {a(x) | a ∈ Γ} is dense in Ax.

Then there is a unique topology on A turning A → X into a Banach bundle such
that all the elements of Γ are continuous.

The proof of this is technical but fairly straightforward, so we omit it. For continu-
ous Banach bundles, see II.13.18 in [31]. For C*-bundles, see Theorem C.25 in [89].
Since a large part of our analysis of Banach bundles A → X will be through their
sections, it is good to know that continuous sections X → A exist in abundance.
We have access to the following result because we assume X to be locally compact
and Hausdorff. For continuous Banach bundles this is due to Douady and Soglio-
Hérault [31, Appendix C], and it has been noted true for general Banach bundles
by Hofmann [36], although the details remain unpublished [35].

Proposition 1.41 (Banach bundles have enough sections). Let A → X be a Ba-
nach bundle. Then A → X has enough sections in the sense that for each x ∈ X
and ax ∈ Ax there is a continuous section a ∈ Γ(X,A) such that a(x) = ax.
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We can use Proposition 1.40 to associate a C*-bundle to a given C0(X)-algebra A
whose fibre at x ∈ X is Ax. The topology on this bundle comes from the collection
of sections given by x 7→ ax for a ∈ A.

Definition 1.42 (Associated bundles of C*-algebras). Let A be a C0(X)-algebra.
Then there is a unique topology on A =

⊔
x∈X Ax such that A → X is a Banach

bundle with x 7→ ax continuous for each a ∈ A. Furthermore, A → X is a C*-
bundle. We call A → X the bundle associated to A.

Conversely, suppose we have a C*-bundle A → X. Then the space Γ0(X,A) of
continuous sections vanishing at infinity taken with pointwise operations, the sup-
norm and the pointwise action of C0(X) forms a C0(X)-algebra, called the C0(X)-
algebra associated to A → X.

Remark 1.43. These constructions are inverse to each other. If we start with a
C*-bundle A → X, then the bundle associated to Γ0(X,A) is A → X, and if we
start with a C0(X)-algebra A with associated bundle A → X, then A ∼= Γ0(X,A).
We obtain an equivalence between the categories of C*-bundles over X and C0(X)-
algebras.

A 7→
⊔
x∈X

Ax

Γ0(X,A) 7→A

We could in principle stick to studying one of these pictures of fibred C*-algebras. In
practice, certain ideas are clearer in one picture than the other, and it is extremely
useful to have both pictures around and to be able to convert freely between them.
All of our constructions of fibred objects will have two versions: a bundle version
and a section space version. We will often switch between the two pictures, using
Roman (e.g. A) and calligraphic (e.g. A) fonts on the same letter to indicate the
section space and the bundle respectively.

Proposition 1.40 motivates the idea of a collection of continuous sections in Γ(X,A)
being sufficiently large to control the topology of a Banach bundle A → X.

Definition 1.44 (Sufficiently many continuous sections of a Banach bundle). Let
A → X be a Banach bundle, and let Γ ⊆ Γ(X,A) be a collection of continuous
sections. We say that Γ is sufficient for A if for each x ∈ X, the set {γ(x) | γ ∈ Γ}
has dense span in Ax. If some property is true for each γ in some sufficient Γ, we
may say that the property is true for sufficiently many continuous sections.

Proposition 1.45 (Continuity condition for maps out of bundles). A map φ : A →
B of Banach bundles over a space X is continuous (and therefore a morphism of
Banach bundles) if and only if φ◦γ is continuous for sufficiently many γ ∈ Γ(X,A).
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Proof. The “only if” direction is immediate. For the “if” direction, let x ∈ X, a ∈ Ax
and let ai → a be a net converging to a in A, with ai ∈ Axi

. We aim to show that
φ(ai) → φ(a) with the use of Proposition 1.38, so let ϵ > 0. Let C > 0 be an
upper bound for supy∈X∥φy∥. By sufficiency, there is some γ ∈ Γ(X,A) such that
φ ◦ γ is continuous and ∥a− γ(x)∥ < ϵ/C. We set u = φ(γ(x)) and ui = φ(γ(xi)).
Continuity of φ ◦ γ ensures that ui → u. By continuity of γ and addition, we have
ai−γ(xi)→ a−γ(x). By upper-semicontinuity of ∥−∥, we have ∥ai−γ(xi)∥ < ϵ/C

for large i. It follows that ∥φ(a) − u)∥ < ϵ and that ∥φ(ai) − ui∥ < ϵ for large i.
We may conclude that φ(ai)→ φ(a). □

A very similar argument gives us a continuity condition for bilinear maps φ : A×X
B → C of Banach bundles over X.

Proposition 1.46 (Continuity condition for bilinear maps of bundles). Let A, B
and C be Banach bundles over a space X, and let φ : A ×X B → C be a function
respecting the fibres such that the fibre φx : Ax × Bx → Cx at x ∈ X is a bounded
bilinear map, which is uniformly bounded in the sense that ∥φ∥ := supx∈X∥φx∥ <
∞. Suppose Γ1 ⊆ Γ(X,A) and Γ2 ⊆ Γ(X,B) are sufficient collections of sections
for A and B such that x 7→ φ(γ1(x), γ2(x)) : X → C is a continuous section for each
γ1 ∈ Γ1 and γ2 ∈ Γ2. Then φ is continuous.

Proof. Let (ai, bi) → (a, b) be a convergent net in A ×X B with ai ∈ Axi
and

a ∈ Ax, and let ϵ > 0. Let C > max((∥a∥+∥b∥+2)∥φ∥, 1/ϵ). By sufficiency, there
are γ1 ∈ Γ1 and γ2 ∈ Γ2 such that ∥a−γ1(x)∥ < ϵ/C and ∥b−γ2(x)∥ < ϵ/C. Setting
u = φ(γ1(x), γ2(x)) and ui = φ(γ1(xi), γ2(xi)), we have ui → u. By our choice of
C, we may calculate ∥φ(a, b) − u∥ = ∥φ(a − γ1(x), b) + φ(γ1(x), b − γ2(x))∥ < ϵ.
For large i, we have ∥bi∥ < ∥b∥ + 1, ∥γ1(xi)∥ < ∥a∥ + 1, ∥ai − γ1(xi)∥ < ϵ/C and
∥bi − γ2(xi)∥ < ϵ/C. It follows that ∥φ(ai, bi) − ui∥ < ϵ. By Proposition 1.38, we
may conclude that φ(ai, bi)→ φ(a, b). □

Remark 1.47. Proposition 1.46 also applies to maps which are conjugate linear in
one or both variables through the consideration of conjugate Banach bundles which
are identical except for the action of C on each fibre.

The idea that a collection of sections of a Banach bundle A → X is enough to
determine the continuity of Banach bundle maps out of A is seen at the level of
the associated section space Γ0(X,A) in terms of density. The following result is a
reformulation of [89, Proposition C.24], which says that a subspace Γ ⊆ Γ0(X,A)
closed under the action of C0(X) is dense if and only if the evaluation {a(x) | a ∈ Γ}
is dense in Ax for each x ∈ X. This is stated for C*-bundles, but again the proof
applies to all Banach bundles.
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Proposition 1.48 (Condition for density in the section space of a Banach bundle).
Suppose that Γ is a sufficient collection of sections for a Banach bundle A → X.
Then C0(X)Γ has dense span in the Banach space Γ0(X,A).

To obtain an isomorphism of Banach bundles, it suffices to have fibre-wise isometric
isomorphisms which form a continuous map of Banach bundles in one direction, as
the continuity of the inverse is automatic. More generally we can say that a fibre-
wise isometric morphism of Banach bundles is a homeomorphism onto its image.

Lemma 1.49 (Condition for isomorphism of Banach bundles, see Remark 3.8
in [61]). Let p : A → X and B → X be Banach bundles and let φ : A → B be a
morphism of Banach bundles such that φx : Ax → Bx is an isometry for each x ∈ X.
Then φ is a homeomorphism onto its image. In particular, if φx is an isometric
isomorphism for each x ∈ X, then φ is an isomorphism of Banach bundles.

Proof. Let a ∈ A and let (ai)i be a net inA such that φ(ai)→ φ(a). By Proposition
1.41, there is a continuous section ξ : X → A such that ξ(p(a)) = a. Let ui =

ξ(p(ai)). Then ui → a, and therefore φ(ai) − φ(ui) → 0 by continuity of φ and
addition. By fibre-wise isometry and upper-semicontinuity we get ∥ai − ui∥ =

∥φ(ai)− φ(ui)∥ → 0, and so ai − ui → 0. It follows that ai → a. □

We now turn to Hilbert modules. For an excellent introduction to Hilbert modules,
we recommend Lance’s book [44]. A Hilbert module E over a C0(X)-algebra A is
automatically fibred over X. We can define an action of C0(X) on E by adjointable
operators as follows. Given ξ ∈ C0(X), e ∈ E and a ∈ A, we define

Φ(ξ)(e · a) := e · (ξa).

The operator Φ(ξ) is well-defined on the dense subspace EA ⊆ E and extends
to a unique adjointable operator Φ(ξ) on E which acts centrally. We obtain a
∗-homomorphism Φ: C0(X) → ZL(E) called the structure map which is non-
degenerate in the sense that Φ(C0(X))E = E. Once again, we will usually omit
the structure map from the notation and write ξe for Φ(ξ)(e). We define the fibre
Ex at x ∈ X to be the quotient of E by the closed subspace C0(X \ {x})E. This
is a Hilbert Ax-module and can be identified with E ⊗A Ax [8, Remark 4.1]. For
e ∈ E the fibre ex is the image of e in the fibre Ex. We may use Proposition 1.40
once again to construct a Banach bundle E → X whose fibre at x ∈ X is Ex such
that x 7→ ex is continuous for each e ∈ E. We refer to this as the Hilbert bundle
associated to E.

Definition 1.50 (Hilbert bundle). Let A → X be a C*-bundle. A Hilbert A-bundle
is a Banach bundle E → X with the structure of a Hilbert Ax-module on each fibre
Ex such that the inner product and Hilbert module action maps

⟨−,−⟩ : E ×X E → A − ·− : E ×X A → E
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are continuous.

Let A be a C0(X)-algebra and let E and F be Hilbert A-modules. An adjointable
operator T ∈ L(E,F ) is automatically C0(X)-linear in the sense that ξ · T (e) =

T (ξ · e) for each ξ ∈ C0(X) and e ∈ E. This means that we obtain an operator
Tx ∈ L(Ex, Fx) which we call the fibre of T at x for each x ∈ X such that T (e)x =

Tx(ex) for each e ∈ E. Because each e ∈ E is determined by its fibres, the operator
T is also determined by its fibres. Moreover, as Ex inherits the quotient norm from
E for each x ∈ X, we obtain ∥T∥ = supx∈X∥Tx∥. Given e ∈ E and f ∈ F , the fibre
of the compact operator Θf,e at x ∈ X is Θfx,ex .

By the canonical identification M(K(E)) ∼= L(E) [44, Theorem 2.4], the struc-
ture map Φ: C0(X) → ZL(E) induces a C0(X)-algebra structure on K(E), as
Φ: C0(X) → ZM(K(E)) is non-degenerate [7, Proposition 3.2.1]. The following
proposition shows that the fibre of K(E) at x ∈ X can be identified with K(Ex),
and the C0(X)-algebra fibre of an operator T ∈ K(E) at x is the fibre Tx ∈ K(Ex).
We may even construct a Banach bundle when there are two Hilbert modules:

Proposition 1.51 (Bundle for the compact operators). Let A be a C0(X)-algebra
and let E and F be Hilbert A-modules. Then there is a Banach bundle K(E ,F)→ X

whose fibre at x ∈ X is K(Ex, Fx) such that the assignment mapping T ∈ K(E,F )
to the section x 7→ Tx : X → K(E ,F) is an isomorphism K(E,F ) ∼= Γ0(X,K(E ,F)).
Furthermore, the map f, e 7→ Θf,e : F ×X E → K(E ,F) is continuous.

Proof. We will use Proposition 1.40 to construct a Banach bundle K(E ,F) → X

with fibre K(Ex, Fx) at x ∈ X such that x 7→ Θf(x),e(x) : X → K(E ,F) is continuous
for each e ∈ E and f ∈ F . Let Γ be the complex vector space of sections of the
form x 7→

∑n
i=1 Θfi(x),ei(x) for n ∈ N, e1, . . . , en ∈ E and f1, . . . , fn ∈ F . For each

x ∈ X the set {Θf(x),e(x) | e ∈ E, f ∈ F} has dense span in K(Ex, Fx) by the
surjectivity of E → Ex and F → Fx. Given a section x 7→

∑n
i=1 Θfi(x),ei(x) in Γ,

we must check that x 7→ ∥
∑n
i=1 Θfi(x),ei(x)∥ is upper-semicontinuous.

Let R ∈ L(An, E) be the operator defined by R(a) =
∑n
i=1 ei · ai for a ∈ An,

with adjoint given by R∗(e) =
∑n
i=1⟨ei, e⟩ for e ∈ E. We define S ∈ L(An, F ) by

S(a) =
∑n
i=1 fi · ai for a ∈ An. We have

∑n
i=1 Θfi,ei = SR∗, and for each x ∈ X

we may calculate ∥∥∥∥∥
n∑
i=1

Θfi(x),ei(x)

∥∥∥∥∥
2

=
∥∥SxR∗

x

∥∥2
=

∥∥RxS∗
xSxR

∗
x

∥∥
=

∥∥∥Rx(S∗
xSx)

1
2

∥∥∥2
=

∥∥∥(R∗
xRx)

1
2 (S∗

xSx)
1
2

∥∥∥2 .
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The operator R∗R ∈ L(An) is given by the matrix (⟨ei, ej⟩)i,j ∈ Mn(A), and
similarly S∗S ∈ Mn(A) with (S∗S)i,j = ⟨fi, fj⟩. The entry-wise action of C0(X)

on Mn(A) turns Mn(A) into a C0(X)-algebra. The fibre Mn(A)x at x ∈ X is
given by Mn(Ax) because C0(X \ {x})Mn(A) =Mn(C0(X \ {x})A), with the fibre
map Mn(A) → Mn(Ax) given by applying the fibre map A → Ax entry-wise.
Furthermore, this fibre map is consistent with the operator fibre map L(An) →
L(Anx). We can conclude by Proposition 1.33 that x 7→ ∥

∑n
i=1 Θfi(x),ei(x)∥ =∥∥∥((R∗R)

1
2 (S∗S)

1
2 )x

∥∥∥ is upper-semicontinuous.

By Proposition 1.40 we obtain a Banach bundle K(E ,F) → X such that x 7→
Θf(x),e(x) is continuous for each e ∈ E and f ∈ F . This extends to an isometric
inclusion K(E,F ) ↪→ Γ0(X,K(E ,F)) sending T ∈ K(E,F ) to x 7→ Tx. The fibre
map K(E,F ) → K(Ex, Fx) has dense span for each x as we may lift Θe,f for
e ∈ Ex and f ∈ Fx, so by Proposition 1.48 the isometric inclusion K(E,F ) ↪→
Γ0(X,K(E ,F)) is surjective.

The continuity of the map f, e 7→ Θf,e : F ×X E → K(E ,F) follows immediately
from Proposition 1.46. □

We may hope for a Banach bundle L(E ,F)→ X whose fibre at x ∈ X is L(Ex, Fx)
such that the assignment mapping T ∈ L(E,F ) to the section x 7→ Tx : X →
L(E ,F) is an isomorphism L(E,F ) ∼= Γb(X,L(E ,F)). Unfortunately this is not
always possible, as x 7→ ∥Tx∥ : X → R may fail to be upper semicontinuous [89,
Remark C.14]. Nevertheless, it is still useful to consider a topology on the total
space L(E ,F) =

⊔
x∈X L(Ex).

Definition 1.52 (Strict topology for bundles of adjointable operators). Let A be
a C0(X)-algebra and let E and F be Hilbert A-modules. The strict topology on
L(E ,F) =

⊔
x∈X L(Ex, Fx) is the weakest topology such that the maps

L(E ,F)→ F L(E ,F)→ E

T 7→ T (ep(T )) T 7→ T ∗(fp(T ))

are continuous for each e ∈ E and f ∈ F , where p : L(E ,F) → X picks out the
index of the disjoint union. We write Γb(X,L(E ,F)) for the space of bounded
strictly continuous sections X → L(E ,F).

Remark 1.53. Strict continuity of a section x 7→ Tx : X → L(E ,F) is equivalent to
the continuity of the maps e 7→ Tp(e)(e) : E → F and f 7→ T ∗

p(f)(f) : F → E .

Proposition 1.54. Let A be a C0(X)-algebra and let E and F be Hilbert A-
modules. Then for each adjointable operator T ∈ L(E,F ), the section x 7→ Tx : X →
L(E ,F) is a bounded strictly continuous section. Moreover, each bounded strictly
continuous section determines an adjointable operator in L(E,F ).
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Proof. Given T ∈ L(E,F ), to see that the section x 7→ Tx is strictly continuous we
need only check that x 7→ Tx(ex) : X → F and x 7→ T ∗

x (fx) : X → E are continuous
for each e ∈ E and f ∈ F . These sections correspond to the elements T (e) ∈ F
and T ∗(f) ∈ E, so are indeed continuous.

Now suppose that x 7→ Tx : X → L(E ,F) is a bounded strictly continuous section.
For each e ∈ E and f ∈ F we define T (e) : X → F as the section x 7→ Tx(ex)

and T ∗(f) : X → E as the section x 7→ T ∗
x (fx). These sections are continuous by

strict continuity of x 7→ Tx and vanish at infinity by boundedness, so T (e) ∈ F

and T ∗(f) ∈ E. We have ⟨T (e), f⟩x = ⟨Tx(ex), fx⟩ = ⟨ex, T
∗
x (fx)⟩ = ⟨e, T

∗(f)⟩x
for each x ∈ X. We may conclude that e 7→ T (e) : E → F defines an adjointable
operator with adjoint T ∗. □

Proposition 1.55. Let A be a C0(X)-algebra and let E and F be Hilbert A-
modules. Then the application map (T, e) 7→ T (e) : L(E ,F) ×X E → F and the
adjoint application map (T, f) 7→ T ∗(f) : L(E ,F)×X F → E are continuous. More-
over, for any topological space Y (not necessarily LCH), a map g : Y → L(E ,F) is
continuous if and only if the maps

(1.1)
Y ×X E → F Y ×X F → E

y, e 7→ g(y)(e) y, f 7→ g(y)∗(f)

are continuous.

Proof. Let (Ti, ei)→ (T, e) be a convergent net in L(E ,F)×X E over the convergent
net xi → x in X. Let ξ ∈ E be an element with ξ(x) = e. Then Ti(ξ(xi)) → T (e)

and ei − ξ(xi)→ 0.

For each i let qi : E → Exi
be the fibre map. Then the norm of Ti ∈ L(Exi

, Fxi
)

is ∥Ti ◦ qi∥, and an application of the uniform boundedness principle shows that
(Ti◦qi)i is a bounded family of operators. We may conclude that Ti(ei)−Ti(ξ(xi))→
0 and therefore that Ti(ei) → T (e). The application map is therefore continuous,
and continuity of the adjoint map S 7→ S∗ : L(F , E) → L(E ,F) implies continuity
of the adjoint application map.

If g : Y → L(E ,F) is continuous, then continuity of the application maps implies
continuity of the maps in (1.1). Conversely, if these maps are continuous, then to
verify continuity of g we need to check the continuity of the maps

Y → F Y → E

y 7→ g(y)(ep(g(y))) y 7→ g(y)∗(fp(g(y)))

for each e ∈ E and f ∈ F . These can be written as compositions Y → Y ×X E → F
and Y → Y ×X F → E , whose latter maps are continuous by assumption. □
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Remark 1.56. The inclusionK(E ,F) ↪→ L(E ,F) is continuous from the Banach bun-
dle topology on K(E ,F) to the strict topology on L(E ,F), which means that con-
tinuous sections X → K(E ,F) are automatically strictly continuous into L(E ,F).
However, this is typically not the subspace topology, as there are strictly continuous
sections X → K(E ,F) which are not continuous [89, Example C.13].

When we have C*-algebras and their Hilbert modules fibred over spaces, we often
want to change the space we are working over. Pullbacks and pushforwards allow
us to do this.

Definition 1.57 (Pullback Banach bundle). Let f : Y → X be a continuous map
and let A → X be a Banach bundle. The pullback bundle f∗A → Y is defined to
be f∗A := Y ×X A = {(y, a) ∈ Y ×A | a ∈ Af(y)}. This is a Banach bundle over
Y . The fibre (f∗A)y at y ∈ Y is given by Af(y).

Remark 1.58. A section a : Y → f∗A can be identified with a function a : Y → A
such that a(y) ∈ Af(y) for each y ∈ Y , and we will frequently make this identifica-
tion.

Remark 1.59. The restriction A↾Y → Y of a Banach bundle A → X to a subspace
Y ⊆ X may be described as the pullback of A → X with respect to the inclusion
Y ↪→ X.

The pullback of a C*-bundle or a Hilbert bundle over X is a C*-bundle or Hilbert
bundle over Y . It is straightforward to check when a map into f∗A is continuous,
because we need only check that the composed maps into Y and A are continuous.
As a result, we get the following continuity condition for Banach bundle maps into
a pullback bundle:

Proposition 1.60 (Maps into pullbacks). Let f : Y → X be a continuous map
and consider Banach bundles A → X and B → Y . Let φ : B → f∗A be a map
of Banach bundles over Y . Then φ is continuous if and only if the composition
B → f∗A → A sending b ∈ By to φ(b) ∈ Af(y) is continuous.

Proof. The composition B → f∗A → Y is the structure map B → Y which is
continuous. The result then follows from the universal properties of the product
and subspace topologies on f∗A = Y ×X A. □

By Proposition 1.45, to understand when a map out of f∗A is continuous, we need
only consider sufficiently many continuous sections Y → f∗A. We can obtain a
sufficient collection of continuous sections for f∗A → Y from a sufficient collection
for A → X. The pullback f∗a ∈ Γ(Y, f∗A) of a section a ∈ Γ(X,A) is the section
y 7→ (f(y), a(f(y))). Note that as in Remark 1.58 we will often identify f∗a with
the map a ◦ f : Y → A.
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Proposition 1.61 (Sufficiently many sections for pullbacks). Let f : Y → X be a
continuous map and let A → X be a Banach bundle. Suppose Γ ⊆ Γ(X,A) is a
sufficient collection of continuous sections. Then

f∗Γ = {f∗a | a ∈ Γ}

is a sufficient collection of continuous sections for the bundle f∗A → Y .

Proof. For each y ∈ Y the set {f∗a(y) | a ∈ Γ} is equal to {a(f(y)) | a ∈ Γ}, which
has dense span in Af(y) = (f∗A)y by sufficiency of Γ. □

Definition 1.62 (Pullback of section spaces). Suppose we have a continuous map
f : Y → X and a Banach bundle A → X. The pullback f∗A of the section space
A = Γ0(X,A) is the section space Γ0(Y, f

∗A). If A is a C0(X)-algebra then f∗A

is a C0(Y )-algebra, and if E is a Hilbert A-module, f∗E = Γ0(Y, f
∗E) is a Hilbert

f∗A-module.

A C0(X)-linear map of C0(X)-algebras φ : A → B induces a C0(Y )-linear map
f∗φ : f∗A→ f∗B, giving us a functor f∗ : C∗-algX → C∗-algY . An adjointable oper-
ator T : E → F of Hilbert A-modules induces an adjointable operator f∗T : f∗E →
f∗F of Hilbert f∗A-modules, giving us a functor f∗ : HilbA → Hilbf∗

A. We call
each of these functors the pullback by f .

Proposition 1.63 (Adjointable operators on pullback modules). Let g : Y → X be
a continuous map, let A be a C0(X)-algebra and let E and F be a Hilbert A-modules.
Then the fibre-wise isomorphisms g∗K(E ,F) ∼= K(g∗E , g∗F) and g∗L(E ,F) :=

Y ×X L(E ,F) ∼= L(g
∗E , g∗F) are homeomorphisms. We obtain identifications

K(g∗E, g∗F ) ∼= g∗K(E,F ) and L(g∗E, g∗F ) ∼= Γb(Y, g
∗L(E ,F)).

Proof. To check that ψ : g∗K(E ,F) → K(g∗E , g∗F) is continuous, it suffices by
Propositions 1.45 and 1.61 to check that y 7→ Θfg(y),eg(y)

: Y → K(g∗E , g∗F) is
continuous for each e ∈ E and f ∈ F . This map can be written as a composition
Y → g∗F ×Y g

∗E → K(g∗E , g∗F), the latter of which is continuous by Proposition
1.51. As a continuous map of Banach bundles which is an isometric isomorphism
at each fibre, ψ is a homeomorphism by Proposition 1.49.

To check that φ : g∗L(E ,F)→ L(g∗E , g∗F) is continuous, we use Proposition 1.55.
It therefore suffices to show that the fibre-wise application maps g∗L(E ,F) ×Y
g∗E → g∗F and g∗L(E ,F) ×Y g∗F → g∗E are continuous. We need only check
continuity of the composed maps through to F and E respectively, which follow
from the commutativity of the diagrams below:

g∗L(E ,F)×Y g
∗E g∗F g∗L(E ,F)×Y g

∗F g∗E

L(E ,F)×X E F L(E ,F)×X F E
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To check that φ−1 : L(g∗E , g∗F) → g∗L(E ,F) is continuous, we need only check
that the composed map through to L(E ,F) is continuous. Given e ∈ E and f ∈ F ,
consider the maps

L(g∗E , g∗F)→ F L(g∗E , g∗F)→ E

T 7→ T (ep(T )) T 7→ T ∗(fp(T )),

where p : L(g∗E , g∗F) → X picks out the fibre. The first can be written as a
composition

L(g∗E , g∗F) id×(g
∗
e)◦p−−−−−−−→ L(g∗E , g∗F)×Y g

∗E app−−→ g∗F πF−−→ F

of continuous maps, and similarly for the second. We conclude that φ is a homeo-
morphism. □

Through a continuous map f : Y → X we may directly view algebras and modules
that are fibred over Y as fibred over X instead. This is called the pushforward.

Definition 1.64 (Pushforward of algebras and modules). Let f : Y → X be a
continuous map and let A be a C0(Y )-algebra with structure map Φ: C0(Y ) →
ZM(A). Let Φ̃ : Cb(Y ) → ZM(A) be the extension of Φ to the multiplier algebra
Cb(Y ). The pushforward C0(X)-algebra f∗A has underlying C*-algebra A, with
structure map given by the composition

C0(X)
f
∗

−→ Cb(Y )
Φ̃−→ ZM(A).

This is non-degenerate [8, Proposition 3.5] so f∗A is indeed a C0(X)-algebra. If E is
a Hilbert A-module, we define the pushforward Hilbert module f∗E to be the Hilbert
f∗A-module with the same underlying space. The pushforward bundles f∗A → X

and f∗E → X are the associated bundles. The fibres at x ∈ X of the pushforwards
are given by (f∗A)x ∼= Γ0(Yx,A) and (f∗E)x ∼= Γ0(Yx, E) (see [8, Proposition 3.6]).
The fibre maps f∗A→ (f∗A)x and f∗E → (f∗E)x are given by the restriction maps
Γ0(Y,A)→ Γ0(Yx,A) and Γ0(Y, E)→ Γ0(Yx, E).

A C0(Y )-linear map of C0(Y )-algebras A→ B is C0(X)-linear as a map of C0(X)-
algebras f∗A→ f∗B, giving us a functor f∗ : C∗-algY → C∗-algX . Similarly, we get
a functor f∗ : HilbA → Hilbf∗A for each C0(Y )-algebra A. We call each of these the
pushforward.

Proposition 1.65 (Adjointable operators on pushforward modules). Let g : Y →
X be a continuous map, and consider a C0(Y )-algebra A and Hilbert A-modules E
and F .

Then for each x ∈ X, we may identify the fibre L((g∗E)x, (g∗F )x) of the adjointable
operators at x with Γb(Yx,L(E ,F)) via the isomorphism

φ : Γb(Yx,L(E ,F)) ∼= L(Γ0(Yx, E),Γ0(Yx,F))
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T 7→ (e 7→ (y 7→ Ty(ey))).

The fibre K((g∗E)x, (g∗F )x) of the compact operator bundle at x can be identified
with Γ0(Yx,K(E ,F)) via the isomorphism

ψ : Γ0(Yx,K(E ,F)) ∼= K(Γ0(Yx, E),Γ0(Yx,F))

T 7→ (e 7→ (y 7→ Ty(ey))).

Under these identifications, the fibre Tx ∈ Γb(Yx,L(E ,F)) of an adjointable operator
T ∈ L(g∗E, g∗F ) is the restriction of T viewed as an element of Γb(Y,L(E ,F)) to
Yx.

Proof. The restriction to Yx is the pullback by the inclusion Yx ↪→ Y , so φ and ψ

are well-defined and isomorphisms by Proposition 1.63. The fibre Tx of T at x is
given by T ↾Yx

∈ Γb(Yx,L(E ,F)) because the fibre maps Γ0(Y, E) → Γ0(Yx, E) and
Γ0(Y,F)→ Γ0(Yx,F) are given by restriction, so the following diagram commutes.

Γ0(Y, E) Γ0(Y,F)

Γ0(Yx, E) Γ0(Yx,F)

T

T ↾Yx

□

Remark 1.66 (Pushforwards for arbitrary Banach bundles). Given f : Y → X,
we may define the pushforward f∗A → X for any Banach bundle A → Y . We
take the fibre at x ∈ X to be (f∗A)x = Γ0(Yx,A), and consider the set Γ of
sections η : X → f∗A such that y 7→ η(f(y))(y) : Y → A is in Γ0(Y,A). By
Proposition 1.40 there is a unique Banach bundle structure on f∗A such that each
element of Γ is a continuous section. Note that Γ contains x 7→ ξ↾Yx

: X → f∗A
for each ξ ∈ Γ0(Y,A), which form a sufficient collection of sections for f∗A. This
pushforward bundle construction of f∗A for a C0(Y )-algebra A therefore agrees
with our earlier definition.

The pushforward and pullback interact in the following way, see Proposition 3.7
in [8].

Proposition 1.67 (Interplay between pushforward and pullback). Let f : Y → X

and g : Z → X be continuous maps of locally compact Hausdorff spaces, and let
A → Y be a Banach bundle. Let πZ : Z ×X Y → Z and πY : Z ×X Y → Y be
the projection maps. Then there is an isomorphism of Banach bundles φ : g∗f∗A ∼=
(πZ)∗π

∗
YA given fibre-wise at z ∈ Z by

Γ0(Yg(z),A)→ Γ0((Z ×X Y )z, π
∗
YA)

η 7→ η ◦ πY .
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Proof. This is clearly an isomorphism at each fibre, so by Proposition 1.49, we
need only check that it is continuous. Ranging over a ∈ Γ0(Y,A) and γ ∈ C0(Z),
the sections γg∗f∗a : z 7→ γ(z)a↾Yg(z)

: Z → g∗f∗A form a sufficient collection of
continuous sections. Composing with φ, the section z 7→ (γ(z)a↾Yg(z)

) ◦ πY : Z →
(πZ)∗π

∗
YA is continuous because its associated map Z ×X Y → π∗

YA is the c0

section (z, y) 7→ γ(z)a(y). Because φ ◦ γg∗f∗a is continuous for each a ∈ Γ0(Y,A)
and γ ∈ C0(Z) we can conclude by Proposition 1.45 that φ is continuous. □

One consequence of this is that we can check the continuity of a function ξ : Z →
f∗A into a pushforward bundle by checking the continuity of the associated “un-
curried” bivariate function ξ̃ : (z, y) 7→ ξ(z)(y) : Z ×X Y → A.

Proposition 1.68 (Continuity of maps into pushforward bundles). Let f : Y → X

be a continuous map of locally compact Hausdorff spaces, let A → Y be a Banach
bundle with pushforward p : f∗A → X and let Z be a locally compact Hausdorff
space. Then a map ξ : Z → f∗A which vanishes at infinity is continuous if and only
if

• the map g = p ◦ ξ : Z → X is continuous,

• and the map ξ̃ : (z, y) 7→ ξ(z)(y) : Z ×X Y → A is c0.

Proof. First suppose that ξ is continuous. Then clearly g is continuous. Through
the identification g∗f∗A ∼= (πZ)∗π

∗
YA, the section ξ : Z → g∗f∗A is mapped to

z 7→ ξ̃↾(Z×XY )z
: Z → (πZ)∗π

∗
YA. The c0 section corresponding to this is ξ̃ : Z ×X

Y → π∗
YA.

Conversely, if g is continuous and ξ̃ is c0, we may walk this backwards so that
ξ̃ : Z ×X Y → π∗

YA corresponds through the pushforward (πZ)∗ and the identifica-
tion g∗f∗A ∼= (πZ)∗π

∗
YA to ξ : Z → g∗f∗A. □

1.3. Groupoid actions on C*-algebras and crossed products. The action of
a groupoid on an object requires that it be fibred over the unit space. With Banach
bundles, we can discuss how étale groupoids act on Banach spaces.

Definition 1.69 (Groupoid action on a Banach bundle). LetG be an étale groupoid
with unit space X, and let p : A → X be a Banach bundle over X. A (left) Banach
bundle action G↷ A is an action of G on A as a topological space with anchor
map p : A → X such that for each g ∈ G, the map

a 7→ g · a : As(g) → Ar(g)

is a linear isometric isomorphism. We call A a Banach G-bundle.

Remark 1.70. The action map G×XA → A can be considered as a map s∗A → r∗A
of Banach bundles, and continuity can be checked using Proposition 1.61. This
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means that a candidate action map is continuous if for sufficiently many sections
ξ ∈ Γ0(X,A), the map g 7→ g · ξ(s(g)) : G→ A is continuous.

Definition 1.71 (Groupoid actions on algebras and modules). Let G be an étale
groupoid with unit space X.

A (left) action G↷A on a C*-algebra A is a C0(X)-algebra structure on A along
with a Banach bundle action G↷ A on the associated bundle A → X such that
for each g ∈ G,

a 7→ g · a : As(g) → Ar(g)

is a ∗-isomorphism. We call A a G-C*-algebra and A a G-C*-bundle. A compatible
G-action on a Hilbert A-module E is a Banach bundle action G↷ E on the associ-
ated bundle E → X that is compatible with the module action and inner product
in the sense that for each g ∈ G, a ∈ As(g) and e1, e2 ∈ Es(g), we have:

g · (a · e1) = (g · a) · (g · e1) ∈ Er(g), g · ⟨e1, e2⟩ = ⟨g · e1, g · e2⟩ ∈ Ar(g).

We call E a G-Hilbert A-module and E a G-Hilbert A-bundle.

Remark 1.72 (Action of an open bisection). Suppose we have aG-C*-algebra A with
action α : G↷ A. For each open bisection U ⊆ G, we obtain a ∗-homomorphism
αU : s(U)A→ r(U)A given by

αU : Γ0(s(U),A)→ Γ0(r(U),A)

a 7→ (r(u) 7→ u · as(u)).

Similarly, a compatible action ϵ : G↷ E on a Hilbert A-module E induces a map
ϵU : Γ0(s(U), E)→ Γ0(r(U), E).

Definition 1.73 (Equivariant ∗-homomorphisms). Let G be an étale groupoid with
unit space X and let A and B be G-C*-algebras. A ∗-homomorphism φ : A → B

is G-equivariant if it is C0(X)-linear and g · φs(g)(a) = φr(g)(g · a) for each g ∈ G
and a ∈ As(g).

We write C*-algG for the category of G-C*-algebras with morphisms given by G-
equivariant ∗-homomorphisms.

An action of an étale groupoid G on a Hilbert module over a G-C*-algebra leads
naturally to actions on the adjointable operators, and in particular the algebra of
compact operators becomes a G-C*-algebra.

Proposition 1.74 (Actions on the spaces of adjointable operators). Let G be an
étale groupoid with unit space X, let A be a G-C*-algebra and let E and F be G-
Hilbert A-modules. Then there is an action G↷L(E ,F) as a topological space over
X which restricts to an action G↷ K(E ,F) as a Banach bundle over X, given at
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g ∈ G by

K(Es(g), Fs(g))→ K(Er(g), Fr(g)) L(Es(g), Fs(g))→ L(Er(g), Fr(g))

T 7→ vgTu
−1
g T 7→ vgTu

−1
g ,

where ug : Es(g) → Er(g) is the action map e 7→ g · e and vg : Fs(g) → Fr(g) is the
action map f 7→ g · f . We typically write g ·T for the operator vgTu

−1
g given g ∈ G

and T ∈ L(Es(g), Fs(g)).

Proof. We first check that the map (g, T ) 7→ vgTu
−1
g : G×X L(E ,F)→ L(E ,F) is

continuous using Proposition 1.55. The composition

(G×X L(E ,F))×X E = {(g, T, e) | g ∈ G, T ∈ L(Es(g), Fs(g)), e ∈ Er(g)}

→ F

(g, T, e) 7→ vgTu
−1
g (e)

with the application map is continuous by continuity of the inverse action map
r∗E → s∗E , the application map L(E ,F)×XE → F and the action map s∗F → r∗F .
The composition with the adjoint application map is similarly continuous, and we
may conclude that the candidate action map G×XL(E ,F)→ L(E ,F) is continuous.

We use Remark 1.70 to check that the restriction of the operator bundle action map
to the map (g, T ) 7→ vgTu

−1
g : G×X K(E ,F)→ K(E ,F) is continuous by checking

against enough continuous sections for K(E ,F). For each f ∈ F and e ∈ E, we
have vgΘfs(g),es(g)u

−1
g = Θg·fs(g),g·es(g) for each g ∈ G. This is a continuous function

of g by Proposition 1.51, and so we may conclude that the candidate action map
G ×X K(E ,F) → K(E ,F) is continuous, and therefore defines a G-Banach bundle
structure on K(E ,F). □

One of the main reasons operator algebraists are interested in groupoid actions on
C*-algebras and Hilbert modules is to construct groupoid crossed products. This
is a little delicate so we will require the following lemma. For a continuous map
f : X → Y , a Banach bundle A → Y and a continuous section ξ ∈ Γ(X, f∗A), we
say that ξ has proper support with respect to f if the restriction f↾supp(ξ) : supp(ξ)→
Y is proper.

Lemma 1.75. Let f : X → Y be a local homeomorphism and let A → Y be a
Banach bundle. Let ξ ∈ Γ(X, f∗A) be a bounded continuous section with proper
support with respect to f . Then the section f∗ξ : Y → A given by

f∗ξ(y) =
∑

x∈f−1
(y)

ξ(x)

is well-defined and continuous. If ξ is compactly supported then so is f∗ξ.



K-THEORY FOR ÉTALE GROUPOID C*-ALGEBRAS 39

Proof. In the special case of the range local homeomorphism r : G→ G0 of an étale
groupoid G and with A being scalar this is [8, Lemma 2.3]. This proof carries over
almost word for word into our setting. □

We may now describe the convolution ∗-algebra of a G-C*-algebra A that can be
completed to form the crossed product G⋉A.

Proposition 1.76 (Convolution algebras and modules). Let G be an étale groupoid,
let A be a G-C*-algebra and let E be a G-Hilbert A-module. There is a ∗-algebra
structure on the space of compactly supported sections Γc(G, s

∗A), given by

− ∗ − : Γc(G, s
∗A)× Γc(G, s

∗A)→ Γc(G, s
∗A)

(ξ, η) 7→ ξ ∗ η

g 7→
∑

g1g2=g

(g−1
2 · ξ(g1))η(g2)

(−)∗ : Γc(G, s
∗A)→ Γc(G, s

∗A)

η 7→ η∗

g 7→ g−1 · (η(g−1))∗.

Furthermore, Γc(G, s
∗E) has the structure of a right Γc(G, s

∗A)-module and a
sesquilinear form valued in Γc(G, s

∗A) given by

Γc(G, s
∗E)× Γc(G, s

∗A)→ Γc(G, s
∗E)

(ξ, ν) 7→ ξ · ν

g 7→
∑

g1g2=g

(g−1
2 · ξ(g1)) · ν(g2)

Γc(G, s
∗E)× Γc(G, s

∗E)→ Γc(G, s
∗A)

(ξ, η) 7→ ⟨ξ, η⟩

g 7→
∑

g1g2=g

⟨g−1 · ξ(g−1
1 ), η(g2)⟩.

The sesquilinear form satisfies ⟨ξ, η⟩∗ = ⟨η, ξ⟩ for each ξ, η ∈ Γc(G, s
∗E) and is

compatible with the right action of Γc(G, s
∗A) in the sense that ⟨ξ, η · ν⟩ = ⟨ξ, η⟩ ∗ ν

for each ν ∈ Γc(G, s
∗A).

Proof. Once it is clear that these operations are well-defined, it is straightforward
to check all of the required algebraic identities.

The adjoint map is well-defined by continuity of inversion G → G, the adjoint
map A → A and the continuity of the action G ↷ A. To justify the continu-
ity of each other map we will apply Lemma 1.75 to the local homeomorphism
m : (g1, g2) 7→ g1g2 : G

2 → G. For convolution on Γc(G, s
∗A), consider elements ξ

and η of Γc(G, s
∗A). The map (g1, g2) 7→ (g−1

2 · ξ(g1))η(g2) : G
2 → m∗s∗A is con-

tinuous by continuity of the action G↷A and multiplication on A, and compactly
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supported because ξ and η are compactly supported. The element ξ∗η ∈ Γc(G, s
∗A)

is therefore well-defined by Lemma 1.75. The right module structure and sesquilin-
ear form on Γc(G, s

∗E) can be justified in a very similar manner. □

Remark 1.77. Other authors may use the alternative convention to fibre over the
range map r instead of the source map s, and define a ∗-algebra structure on
Γc(G, r

∗A) and module structure on Γc(G, r
∗E). These are completely equivalent

approaches to the crossed products, but some formulae change slightly depending
on which convention is used.

Definition 1.78 (The reduced crossed product). Let G be an étale groupoid and
let A be a G-C*-algebra. The Hilbert A-module L2(G,A) is the completion of
Γc(G, r

∗A) under the inner product and right A-module action given by

⟨−,−⟩ : Γc(G, r
∗A)× Γc(G, r

∗A)→ A

(ξ, η) 7→ ⟨ξ, η⟩

x 7→
∑
g∈Gx

ξ(g)∗η(g)

Γc(G, r
∗A)×A→ Γc(G, r

∗A)

(ξ, a) 7→ ξ · a

g 7→ ξ(g) · a(r(g)).

We can then define a ∗-representation of Γc(G, s
∗A) on L2(G,A) as follows:

Γc(G, s
∗A)× Γc(G, r

∗A)→ Γc(G, r
∗A)

(ξ, η) 7→ ξ · η

g 7→
∑

g1g2=g

g1 · (ξ(g1)η(g2))

For ξ ∈ Γc(G, s
∗A) supported in an open bisection U ⊆ G and η ∈ Γc(G, r

∗A) ⊆
L2(G,A), we have ∥ξ · η∥ ≤ ∥ξ∥∞∥η∥. The above map therefore extends to a ∗-
homomorphism λ : Γc(G, s

∗A) → L(L2(G,A)), which we may call the left regular
representation. The reduced crossed product G⋉r A is the closure of λ(Γc(G, s

∗A))
in L(L2(G,A)). Furthermore, if E is a G-Hilbert A-module, we may complete
Γc(G, s

∗E) under the norm ∥ξ∥ := ∥λ(⟨ξ, ξ⟩)∥
1
2 for ξ ∈ Γc(G, s

∗E) to obtain the
reduced crossed product Hilbert G⋉rA-module G⋉rE. We note that the positivity
of the element λ(⟨ξ, ξ⟩) may be checked straightforwardly by checking that for
η ∈ Γc(G, r

∗A), we have ⟨η, λ(⟨ξ, ξ⟩)η⟩ ≥ 0.

To define the universal crossed products G⋉ A and G⋉ E, we need the following
fact.
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Proposition 1.79. Let G be an étale groupoid and let A be a G-C*-algebra. For
any element ξ ∈ Γc(G, s

∗A) which is supported on an open bisection and any ∗-
representation π of Γc(G, s

∗A), we have ∥π(ξ)∥ ≤ ∥ξ∥∞. Furthermore, for general
ξ ∈ Γc(G, s

∗A), the quantity ∥π(ξ)∥ is bounded independently of π.

Proof. First suppose that ξ is supported on an open bisection U ⊆ G and supported
on a compact set C ⊆ U . The element ξ∗ ∗ ξ is supported on the compact set s(C).
The ∗-representation π restricts to a ∗-representation of the C*-algebra Γ(s(C),A),
which is automatically contractive, and we obtain ∥π(ξ)∥ = ∥π(ξ∗ ∗ ξ)∥

1
2 ≤ ∥ξ∗ ∗

ξ∥
1
2∞ = ∥ξ∥∞.

A general element ξ ∈ Γc(G, s
∗A) is supported on a compact set K ⊆ G. We may

cover K by a finite set of open bisections U1, . . . Un. Using a partition of unity
argument we may write ξ =

∑n
i=1 ξi such that ξi ∈ Γc(Ui, s

∗A) and ∥ξi∥∞ ≤ ∥ξ∥∞.
It follows that ∥π(ξ)∥ ≤ n∥ξ∥∞. □

Definition 1.80 (Crossed products). Let G be an étale groupoid, let A be a G-
C*-algebra and let E be a G-Hilbert A-module. The universal crossed product
C*-algebra G⋉A is the completion of Γc(G, s

∗A) under the universal norm given
for ξ ∈ Γc(G, s

∗A) by

∥ξ∥ = sup{∥π(ξ)∥ | π : Γc(G, s
∗A)→ L(H) is a ∗-representation}.

The inclusion Γc(G, s
∗A) ⊆ G⋉A and the Γc(G, s

∗A)-valued sesquilinear form from
Proposition 1.76 give rise to a G⋉A-valued sesquilinear form on Γc(G, s

∗E) which
is positive definite in the sense that ⟨ξ, ξ⟩ ≥ 0 in G ⋉ A for each ξ ∈ Γc(G, s

∗E),
with equality if and only if ξ = 0. The universal norm on Γc(G, s

∗A) therefore
allow us to define a norm on Γc(G, s

∗E) by ∥ξ∥ := ∥⟨ξ, ξ⟩∥
1
2 for ξ ∈ Γc(G, s

∗E).
The universal crossed product Hilbert module G⋉E is the completion of Γc(G, s

∗E)
with respect to this norm. It is a Hilbert G⋉A-module.

We will often refer to universal crossed products simply as crossed products. We
obtain a functor G⋉− : C∗-algG → C∗-alg called the crossed product.

Proposition 1.81. Let G be an étale groupoid with unit space X and let A be a G-
C*-algebra. Then the inclusion Γc(X,A) → Γc(G, s

∗A) completes to an inclusion
A ⊆ G⋉A. Furthermore, A generates G⋉A as an ideal.

Proof. The space Γc(X,A) carries the uniform norm inside G ⋉ A by Proposition
1.79 so completes to A = Γ0(X,A) inside G⋉A. Any approximate unit for A acts
as an approximate unit for any element of Γc(G, s

∗A) which is supported on an
open bisection. It is therefore an approximate unit for G ⋉ A and so A(G⋉A) =

G⋉A. □
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Proposition 1.82. Let G be an étale groupoid, let A be a G-C*-algebra and let
E be a G-Hilbert A-module. The G ⋉ A-valued sesquilinear form on Γc(G, s

∗E)
described in Proposition 1.76 is positive definite, and so we may form the Hilbert
G⋉A-module G⋉ E by completion. Furthermore, the bilinear map

Φ: Γc(G
0, E)× Γc(G, s

∗A)→ Γc(G, s
∗E)

e, a 7→ Φ(e, a)

g 7→ (g−1 · er(g)) · a(g)

induces isomorphisms E ⊗A G⋉r A ∼= G⋉r E and E ⊗A G⋉A ∼= G⋉ E.

Proof. Given e1, e2 ∈ Γc(G
0, E) and a1, a2 ∈ Γc(G, s

∗A), we have

⟨Φ(e1, a1),Φ(e2, a2)⟩ = a∗1 ∗ ⟨e1, e2⟩ ∗ a2 ∈ Γc(G, s
∗A).

This is equal to the inner product ⟨e1 ⊗ a1, e2 ⊗ a2⟩ whether this is taken in E ⊗A
G ⋉r A or in E ⊗A G ⋉ A, viewing Γc(G, s

∗A) as a subspace of both G ⋉r A and
G⋉A. Positivity of the sesquilinear form on Γc(G, s

∗E) therefore holds on the span
of the image of Φ.

Given ξ, η ∈ Γc(G, s
∗E) which are supported on open bisections of G, the element

⟨ξ, η⟩ ∈ Γc(G, s
∗A) is supported on an open bisection and ∥⟨ξ, η⟩∥∞ ≤ ∥ξ∥∞∥η∥∞.

By Proposition 1.79, this means that ∥⟨ξ, η⟩∥G⋉A ≤ ∥ξ∥∞∥η∥∞.

We now let ξ ∈ Γc(G, s
∗E) be a general element. Using a partition of unity argu-

ment, we may find n ∈ N and open bisections U1, . . . , Un of G and ξi ∈ Γc(Ui, E)
such that ξ =

∑n
i=1 ξi. For each i, there are sequences (ξi,j)j∈N in Γc(Ui, E)∩ imΦ

which converge to ξi in the uniform norm. The estimates from the previous para-
graph imply that ⟨ξ, ξ⟩ can be approximated by positive elements in G⋉ A and is
therefore positive.

Our arguments have shown that Φ extends to inner product preserving maps E⊗A
G⋉rA→ G⋉r E and E⊗AG⋉A→ G⋉E with dense image, which are therefore
isomorphisms. □

The C*-algebras and Hilbert modules that we deal with are often defined as suitable
completions of dense subspaces that we can get more of a handle on. However, the
definition of the universal crossed product C*-algebra G⋉A requires us to consider
genuine representations of the ∗-algebra Γc(G, s

∗A) on Hilbert spaces, rather than
simply dense subspaces of Hilbert spaces. The following lemma allows us to build
such representations even when we only know how to act on certain dense subspaces
of a Hilbert space or module. This is known as a pre-representation of Γc(G, s

∗A),
see [15, Definition 5.1].

Lemma 1.83. Suppose that G is an étale groupoid, A is a G-C*-algebra, D is a
C*-algebra and F is a Hilbert D-module. Suppose there is a vector space F0 and a
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linear map i : F0 → F , along with a bilinear map L : Γc(G, s
∗A)×F0 → F satisfying

the following properties, under which we say (F, F0, L) is a pre-representation.

• the image of L has dense span.

• L respects ∗-algebra structure in that for each a1, a2 ∈ Γc(G, s
∗A) and

f1, f2 ∈ F0,

(1.2) ⟨L(a1, f1), L(a2, f2)⟩ = ⟨i(f1), L(a
∗
1a2, f2)⟩.

Then there is a unique non-degenerate ∗-representation π : Γc(G, s
∗A)→ L(F ) such

that π(a)i(f) = L(a, f) and π(a)L(a′, f ′) = L(aa′, f ′) for each a, a′ ∈ Γc(G, s
∗A)

and f, f ′ ∈ F0.

Proof. Once existence is established uniqueness is clear because the image of L has
dense span. We wish to define π : Γc(G, s

∗A)→ L(F ) by setting

(1.3) π(a)L(a′, f ′) := L(aa′, f ′)

for each a ∈ Γc(G, s
∗A). To see that this is well-defined on the span of the image

of L, we show that there is C ≥ 0 such that ∥
∑n
i=1 L(aai, fi)∥ ≤ C∥

∑n
i=1 L(ai, fi)∥

for any ai ∈ Γc(G, s
∗A) and fi ∈ F0. We may assume that a is supported on a

bisection, so that a∗a ∈ Γc(G
0,A), and we will be able to take C = ∥a∥ = ∥a∗a∥

1
2∞.

The multiplier algebra M(A) acts on the left and right of Γc(G, s
∗A), and there is

b ∈ M(A) such that for each a′ ∈ Γc(G, s
∗A) we have a∗aa′ = ∥a∗a∥∞a

′ − b∗ba′,
namely b :=

√
∥a∗a∥∞ − a

∗a. We then calculate:〈∑
i

L(aa′i, f
′
i),

∑
j

L(aa′j , f
′
j)

〉
=

∑
i,j

〈
L(aa′i, f

′
i), L(aa

′
j , f

′
j)
〉

=
∑
i,j

〈
i(f ′i), L((a

′
i)

∗a∗aa′j , f
′
j)
〉

=
∑
i,j

〈
L(a′i, f

′
i), L(a

∗aa′j , f
′
j)
〉

=
∑
i,j

〈
L(a′i, f

′
i), L(∥a

∗a∥∞a
′
j , f

′
j)− L(b

∗ba′j , f
′
j)
〉

=
∑
i,j

∥a∗a∥∞
〈
L(a′i, f

′
i), L(a

′
j , f

′
j)
〉
−

∑
i,j

〈
i(f ′i), L((a

′
i)

∗(b∗ba′j), f
′
j)
〉

= ∥a∗a∥∞

〈∑
i

L(a′i, f
′
i),

∑
j

L(a′j , f
′
j)

〉
−

〈∑
i

L(ba′i, f
′
i),

∑
j

L(ba′j , f
′
j)

〉

≤ ∥a∗a∥∞

〈∑
i

L(a′i, f
′
i),

∑
j

L(a′j , f
′
j)

〉

Therefore for each a ∈ Γc(G, s
∗A), π(a) is a well-defined, bounded linear map from

the span of imL to F , and so extends to a bounded operator on F . Furthermore,
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its adjoint is given by π(a∗): this can be verified for elements in the image of L
using (1.2), and extends by linearity and continuity to all of F . The fact that
π : Γc(G, s

∗A) → L(F ) is a ∗-homomorphism is direct from the definition (1.3).
Non-degeneracy follows from the image of L having dense span. We just need to
check that π(a)i(f) = L(a, f) for each a ∈ Γc(G, s

∗A) and f ∈ F0. To do this we
check against L(a′, f ′) using (1.2):

⟨π(a)i(f), L(a′, f ′)⟩ = ⟨i(f), π(a∗)L(a′, f ′)⟩

= ⟨i(f), L(a∗a′, f ′)⟩

= ⟨L(a, f), L(a′, f ′)⟩

As elements of the form L(a′, f ′) have dense span, this is enough to determine that
π(a)i(f) = L(a, f). □

Remark 1.84. Typically we will be in the special case where F0 is a dense subspace
of F and Γc(G, s

∗A) acts by linear maps on F0 such that the action

• is non-degenerate: the image Γc(G, s
∗A) · F0 is dense in F0,

• respects composition: for a, a′ ∈ Γc(G, s
∗A) and f ∈ F0, we have a·(a′·f) =

(a ∗ a′) · f ,

• respects adjoints: for a ∈ Γc(G, s
∗A) and f, f ′ ∈ F0, we have ⟨a · f, f ′⟩ =

⟨f, a∗ · f ′⟩.

When we have a proper, principal étale groupoid G with unit space X, its orbit
space X/G is Hausdorff and closely related to G. This means that quotients by G
are well-behaved.

Definition 1.85 (Quotient bundles and generalised invariant section spaces). Let
G be a proper, principal étale groupoid with unit space X. Given a right Banach
G-bundle A → X, the quotient space A/G has the structure of a Banach bundle
over X/G which we call the quotient bundle. The associated section space construc-
tions for a G-C*-algebra A and a G-Hilbert A-module E are called the generalised
invariant subalgebra AG and the generalised invariant submodule EG.

Proposition 1.86 (The quotient Banach bundle is a Banach bundle). Let G be
a proper, principal étale groupoid with unit space X and let p : A → X be a right
Banach G-bundle. Then the quotient map π : A → A/G is a local homeomorphism
and the quotient space A/G carries the structure of a Banach bundle over X/G by
setting the norm of an element [a]G ∈ A/G to be ∥a∥.

Proof. Let q : X → X/G be the quotient map and let p : A/G → X/G be the
structure map for the quotient bundle. Because G is proper and principal, q is a
local homeomorphism by Proposition 1.11, and p is also open. The structure map
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p : A/G → X/G is therefore open because for an open set U ⊆ A/G, we have
p(U) = qp(π−1(U)).

The norm ∥[a]G∥ = ∥a∥ for [a]G ∈ A/G is well-defined as G acts by isometries. For
each x ∈ X there is an isometric isomorphism a 7→ [a]G : Ax → (A/G)[x]G which
shows that each fibre of A/G→ X/G is a Banach space.

Local injectivity of π : A → A/G is inherited from q : X → X/G. To see that
π is open, let U ⊆ A be open. The action map α : A ×X G → A is a local
homeomorphism, and so π−1(π(U)) = α(U ×X G) is open. Thus π(U) is open.

The remaining conditions for q : A/G→ X/G to be a Banach bundle are straight-
forwardly verified using that π is a local homeomorphism. □

The space of continuous sections Γ(X/G,A/G) can be identified with the space of
G-equivariant continuous sections in Γ(X,A), identifying a section ξ : X → A with
the section [x]G 7→ [ξ(x)]G. Consider again a proper, principal étale groupoid G

with unit space X, a right G-C*-algebra A with associated bundle A → X and
a (right) G-Hilbert A-module E with associated bundle E → X. Then the gener-
alised invariant subalgebra AG is given concretely by the set of bounded continuous
sections a ∈ Γb(X,A) such that:

• the section a is G-invariant in that a(r(g)) · g = a(s(g)) for each g ∈ G,

• the map [x]G 7→ ∥a(x)∥ : X/G→ R≥0 vanishes at infinity.

The action of C0(X/G) on AG is given for ξ ∈ C0(X/G) and a ∈ AG by ξ · a(x) =
ξ([x]G)a(x). For each x ∈ X, the evaluation at x map AG → Ax induces a ∗-
isomorphism AG[x]G

∼= Ax of the fibre at [x]G. Similarly, the generalised invariant
submodule EG is given concretely by the set of bounded continuous sections e ∈
Γb(X, E) such that:

• the section e is G-invariant in that e(r(g)) · g = e(s(g)) for each g ∈ G,

• the map [x]G 7→ ∥e(x)∥ : X/G→ R≥0 vanishes at infinity.

For each x ∈ X, the evaluation at x map EG → Ex induces an isomorphism
EG[x]G

∼= Ex of the fibre at [x]G.

We obtain a functor (−)G : C∗-algG → C∗-algX/G which we may refer to as the
generalised invariant subalgebra or quotient functor. For each G-C*-algebra A,
an equivariant adjointable operator T ∈ L(E,F ) between G-Hilbert A-modules E
and F induces an adjointable operator TG ∈ L(EG, FG). In fact, each adjointable
operator is of this form:

Proposition 1.87 (Adjointable operators on generalised invariant submodules).
Let G be a proper, principal étale groupoid with unit space X, let A be a right G-
C*-algebra, let E and F be (right) G-Hilbert A-modules, and let T ∈ L(EG, FG) be
an adjointable operator.
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Then for each x ∈ X, there is a unique adjointable operator Tx ∈ L(Ex, Fx)
such that for each e ∈ EG, (T (e))(x) = Tx(e(x)). Through this we can identify
the set of adjointable operators L(EG, FG) with the set of G-equivariant opera-
tors in L(E,F ) ∼= Γb(X,L(E ,F)). The compact operators K(EG, FG) are identi-
fied with the set of G-equivariant operators T ∈ Γb(X,K(E ,F)) such that [x]G 7→
∥Tx∥ : X/G→ R≥0 vanishes at infinity.

Proof. The fibres of T ∈ L(EG, FG) and its adjoint over X/G define continuous
maps E/G → F/G and F/G → E/G. For each x ∈ X the identification of fibres
(E/G)[x]G ∼= Ex and (F/G)[x]G ∼= Fx enable us to construct Tx ∈ L(Ex, Fx) such
that (T (e))(x) = Tx(e(x)) for each e ∈ EG. This determines Tx uniquely, and
ensures that the section x 7→ Tx : X → L(E ,F) is bounded and G-equivariant. To
check continuity, we may check that the fibre-wise defined map E → F and its
fibre-wise adjoint F → E is continuous by Remark 1.53. This may be lifted using
the local homeomorphisms E → E/G and F → F/G from the continuous maps
E/G → F/G and F/G → E/G. Thus we have defined a map from L(EG, FG)
to the G-equivariant operators in Γb(X,L(E ,F)). Its inverse is defined by setting
(T (e))(x) = Tx(e(x)) for each x 7→ Tx ∈ Γb(X,L(E ,F)) and e ∈ EG.

The identification of the compact operators K(EG, FG) with the G-equivariant
operators in Γb(X,K(E ,F)) which vanish at infinity follows from the fibre-wise
identification K(E/G,F/G) ∼= K(E ,F)/G being an isomorphism. We need only
check that it is continuous in one direction by Proposition 1.49. For e ∈ EG and
f ∈ FG, the continuous section [x]G 7→ Θ[f(x)]G,[e(x)]G

: X/G → K(E/G,F/G) is
sent to the section [x]G 7→ [Θf(x),e(x)]G : X/G → K(E ,F)/G. This is continuous
by continuity of the maps e : X → E , f : X → F and F ×X E → K(E ,F) (see
Proposition 1.51). By Proposition 1.45, K(E/G,F/G)→ K(E ,F)/G is continuous
and therefore an isomorphism of Banach bundles. □

1.4. Equivariant correspondence categories of C*-algebras. The correspon-
dence categories are categories of C*-algebras with morphisms that are more flexible
than ∗-homomorphisms. These morphisms are known as correspondences, and can
be thought of as the data needed to induce a representation of one C*-algebra
from another. They are the building blocks of Kasparov’s KK-theory, and can be
equipped with étale groupoid actions to form the morphisms of the equivariant
correspondence categories.

A correspondence of C*-algebras from A to B is a pair (E,φ), where E is a Hilbert
B-module and φ : A → L(E) is a ∗-homomorphism called the structure map that
is non-degenerate in the sense that φ(A)E = E. Unless there is a specific need to
refer to the structure map φ, we omit it from the notation, writing a · e instead
of φ(a)(e) for a ∈ A and e ∈ E. We may refer to just the underlying Hilbert
module, writing E : A → B for the correspondence (E,φ). We may also call E a
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C*-correspondence. We say that E is a proper correspondence if A acts by compact
operators in the sense that φ(A) ⊆ K(E).

Definition 1.88 (C0(X)-correspondence). A C*-correspondence (E,φ) : A → B

between C0(X)-algebras A and B is a C0(X)-correspondence if φ : A → L(E) is
C0(X)-linear in the sense that ξφ(a) = φ(ξa) for each ξ ∈ C0(X) and a ∈ A. This
induces a C*-correspondence (Ex, φx) : Ax → Bx for each x ∈ X which we call the
fibre of (E,φ) at x.

Proposition 1.89. Let (E,φ) : A→ B be a C0(X)-correspondence. Then the map
A → L(E) given by φx : Ax → L(Ex) at x ∈ X is continuous.

Proof. Let p denote the structure maps of the Banach bundles A → X and E → X.
By Proposition 1.55, we need only check that for each e ∈ E, the maps a 7→
φp(a)(a)(ep(a)) : A → E and a 7→ φp(a)(a)

∗(ep(a)) : A → E are continuous. This
follows from Proposition 1.45 because for each a ∈ A, the section x 7→ φx(ax)(ex)

is equal to the element φ(a)(e) ∈ E, and similarly for the adjoint a∗. □

Definition 1.90 (Equivariant correspondence). Let G be an étale groupoid with
unit space X and let A and B be G-C*-algebras. A G-equivariant correspondence
(E,φ) : A → B is a C0(X)-correspondence from A to B with an action of G on E

such that E is a G-Hilbert B-module and φ : A → L(E) is G-equivariant in the
sense that g · (a · e) = (g · a) · (g · e) for each g ∈ G, a ∈ As(g) and e ∈ Es(g).

In order to discuss correspondence categories of C*-algebras we need to discuss the
composition of C*-correspondences, which involves the interior tensor product of
Hilbert modules. Given a C*-correspondence F : B → C and a Hilbert B-module
E, the interior tensor product E ⊗B F is a Hilbert C-module with the following
properties. There is a bilinear map (e, f) 7→ e⊗ f : E × F → E ⊗B F whose image
has dense span. The inner product is given on these simple tensors by

⟨e1 ⊗ f1, e2 ⊗ f2⟩ = ⟨f1, ⟨e1, e2⟩ · f2⟩.

An adjointable operator T ∈ L(E) can act on E⊗BF by sending e⊗f to Te⊗f , from
which we obtain a ∗-homomorphism T 7→ T ⊗1: L(E)→ L(E⊗B F ). Similarly, for
any other Hilbert B-module E′, there is a ∗-homomorphism T 7→ T⊗1: L(E,E′)→
L(E ⊗B F,E′ ⊗B F ). We refer to Lance’s book [44] for further details on these
constructions. We can then define the composition F◦E of correspondences E : A→
B and F : B → C as the interior tensor product E ⊗B F equipped with the non-
degenerate action of A given by a · (e⊗f) = (a ·e)⊗f for a ∈ A and (e, f) ∈ E×F .
If F is a proper correspondence then −⊗ 1: L(E) → L(E ⊗B F ) maps K(E) into
K(E ⊗B F ), and so the composition of proper correspondences is proper.

Any C*-algebra A may be considered as a Hilbert module over itself, with the inner
product ⟨a, b⟩ = a∗b and right module action given by right multiplication. With
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the left action of left multiplication, this turns A into a correspondence A : A→ A

called the identity correspondence. Identity correspondences act as identities for
composition up to canonical isomorphisms: given a correspondence E : A→ B, we
have isomorphisms e ⊗ b 7→ e · b : E ⊗B B ∼= E and a ⊗ e 7→ a · e : A ⊗A E ∼= E.
Composition is also associative up to canonical isomorphisms: if E1 : A → B,
E2 : B → C and E3 : C → D are correspondences, we have an isomorphism

(e1 ⊗ e2)⊗ e3 7→ e1 ⊗ (e2 ⊗ e3) : (E1 ⊗B E2)⊗C E3
∼= E1 ⊗B (E2 ⊗C E3).

The correspondence category Corr is the category of C*-algebras with morphisms
given by (isomorphism classes of) C*-correspondences, and composition given as
above. The proper correspondence category Corrp is the subcategory whose mor-
phisms are (isomorphism classes of) proper correspondences. We may now turn our
attention to the composition of C0(X)-correspondences and equivariant correspon-
dences.

Proposition 1.91 (Interior tensor product bundles). Let A and B be C0(X)-
algebras, let E be a Hilbert A-module and let F : A→ B be a C0(X)-correspondence
and consider the interior tensor product E ⊗A F . Let E ⊗A F → X be the corre-
sponding Hilbert B-bundle.

Then the fibre (E ⊗A F )x at x ∈ X of the interior tensor product can be identified
with Ex⊗Ax

Fx via the map (e⊗f)x 7→ ex⊗fx for e ∈ E and f ∈ F . If Γ1 ⊆ Γ(X, E)
and Γ2 ⊆ Γ(X,F) are sufficient, then

Γ1 ⊗ Γ2 := {e⊗ f | e ∈ Γ1, f ∈ Γ2}

is sufficient for E⊗AF , where e⊗f : X → E⊗AF is defined by x 7→ e(x)⊗f(x). This
means that for any Banach bundle B → X, a map of Banach bundles φ : E ⊗AF →
B is continuous if and only if its composition (e, f) 7→ φ(e⊗ f) : E ×X F → B with
the tensor product map is continuous.

Proof. Elements of the form (e ⊗ f)x for e ∈ E and f ∈ F have dense span
in (E ⊗A F )x. The assignment (e ⊗ f)x 7→ ex ⊗ fx preserves the Bx-valued inner
product, and is therefore well-defined and extends to a map (E⊗AF )x → Ex⊗Ax

Fx

which preserves the inner product. This is an isomorphism of Hilbert Bx-modules
because elements of the form ex ⊗ fx have dense span in Ex ⊗Ax

Fx.

The tensor product map (e, f) 7→ e ⊗ f : E ×X F → E ⊗A F is continuous by
Proposition 1.46. Each element of Γ1⊗Γ2 is therefore continuous. For each x ∈ X,
elements of the form e(x) ⊗ f(x) over e ∈ Γ1 and f ∈ Γ2 have dense span in
Ex ⊗Ax

Fx, so Γ1 ⊗ Γ2 is sufficient. □

Given an étale groupoid G with unit space X with G-C*-algebras A and B, a G-
Hilbert A-module E and a G-equivariant correspondence F : A→ B, we may form
a diagonal action of G on the interior tensor product E ⊗A F . This is given for
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g ∈ G on simple tensors e⊗ f ∈ Es(g) ⊗Bs(g)
Fs(g) by g · (e⊗ f) = (g · e)⊗ (g · f) ∈

Er(g) ⊗Br(g)
Fr(g). By Remark 1.70 it is enough to check continuity of the map

g 7→ g · es(g) ⊗ g · fs(g) : G→ E ⊗A F for each e ∈ E and f ∈ F . This follows from
the continuity of the tensor product map E ×X F → E ⊗A F . This enables us to
define the composition of G-equivariant correspondences.

Definition 1.92 (Composition of equivariant correspondences). Let A, B and C

be G-C*-algebras, and let E : A → B and F : B → C be G-equivariant correspon-
dences. Then the diagonal action of G on the interior tensor product E⊗B F gives
F ◦ E : A → C the structure of a G-equivariant correspondence. Just as in the
non-equivariant setting, composition of equivariant correspondences is associative
up to canonical isomorphisms and identity correspondences act as identities up to
canonical isomorphisms.

The G-equivariant correspondence category CorrG of an étale groupoid G is the
category of G-C*-algebras with morphisms given by (isomorphism classes of) G-
equivariant correspondences. The G-equivariant proper correspondence category
CorrGp is the subcategory whose morphisms are (isomorphism classes of) proper G-
equivariant correspondences. Any equivariant ∗-homomorphism can be viewed as
an equivariant correspondence, giving us a large class of examples.

Definition 1.93 (Equivariant ∗-homomorphisms as equivariant correspondences).
A G-equivariant ∗-homomorphism φ : A → B induces a G-equivariant correspon-
dence CorrG(φ) := φ(A)B : A→ B. This defines a functor CorrG : C*-algG → CorrG.

Most of the constructions we have discussed can be viewed as functors between
correspondences categories.

Proposition 1.94 (Pullback functor). Let g : Y → X be a continuous map. The
pullback construction for C*-algebras and Hilbert modules extends to a pullback
functor g∗ : CorrX → CorrY of correspondence categories. Let (E,φ) : A → B be
a C0(X)-correspondence and let g∗φ : g∗A → L(g∗E) send a ∈ g∗A to the section
y 7→ φg(y)(ay) : Y → L(g

∗E). The pullback functor maps (E,φ) : A → B to the
C0(Y )-correspondence (g∗E, g∗φ) : g∗A→ g∗B.

Proof. We first note that the section y 7→ φg(y)(ay) : Y → L(g
∗E) is continuous by

Propositions 1.63 and 1.89. The structure map g∗φ is therefore well-defined, and
is clearly C0(Y )-linear.

We then need to check that g∗ : CorrX → CorrY is functorial, so let F : B → C

be another C0(X)-correspondence. The fibre-wise identification g∗E ⊗g∗B g
∗F →

g∗(E ⊗B F) is continuous by Proposition 1.91 because the composition g∗E ×Y
g∗F → g∗(E ⊗B F) with the tensor product map is continuous. This provides an
isomorphism of Hilbert g∗C-bundles which identifies g∗F ◦ g∗E with g∗(F ◦E). □
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Proposition 1.95 (Pushforward functor). Let f : Y → X be a continuous map.
The pushforward construction for C*-algebras and Hilbert modules extends to a
pushforward functor f∗ : CorrY → CorrX of correspondence categories. The push-
forward functor maps a C0(Y )-correspondence (E,φ) : A → B is mapped to the
C0(X)-correspondence (f∗E, f∗φ) : f∗A→ f∗B, where f∗φ : f∗A→ L(f∗E) is given
by φ : A→ L(E).

Proof. The structure map f∗φ : f∗A → L(f∗E) is automatically C0(X)-linear, so
(f∗E, f∗φ) is a C0(X)-correspondence. Functoriality is automatic as the underlying
C*-algebras and Hilbert modules do not change. □

Proposition 1.96 (Generalised invariant subalgebra functor). Let G be a proper,
principal étale groupoid with unit space X. The generalised invariant subspace con-
struction for C*-algebras and Hilbert modules extends to a functor (−)G : CorrG →
CorrX/G of correspondence categories. A G-equivariant correspondence E : A→ B

is mapped to the C0(X/G)-correspondence EG : AG → BG. The structure map
AG → L(EG) is given for a ∈ AG ⊆ Γb(X,A) and e ∈ EG ⊆ Γb(X, E) by pointwise
multiplication: for x ∈ X, we have (a · e)(x) = a(x) · e(x).

Proof. The structure map is clearly C0(X/G)-linear, which makes EG : AG → BG

a C0(X/G)-correspondence. In order to prove that (−)G : CorrG → CorrX/G is
functorial, consider G-equivariant correspondences E : A → B and F : B → C.
There is a G-equivariant isomorphism EG ⊗

B
G FG → (E ⊗B F )G which maps a

simple tensor e ⊗ f to the section x 7→ ex ⊗ fx : X → E ⊗B F . This provides an
identification FG ◦ EG ∼= (F ◦ E)G. □

Proposition 1.97 (Crossed product functor). Let G be an étale groupoid. The
crossed product construction for C*-algebras and Hilbert modules extends to a func-
tor G⋉− : CorrG → Corr of correspondence categories. A G-equivariant correspon-
dence E : A→ B is mapped to the C*-correspondence G⋉E : G⋉A→ G⋉B. The
action G⋉A↷G⋉ E is given for ξ ∈ Γc(G, s

∗A) ⊆ G⋉A and η ∈ Γc(G, s
∗E) ⊆

G⋉ E by
ξ · η : g 7→

∑
g1g2=g

(g−1
2 · ξ(g1)) · η(g2).

Furthermore, if E is proper then G⋉ E is also proper.

Proof. We first note that the action map Γc(G, s
∗A) × Γc(G, s

∗E) → Γc(G, s
∗E)

has dense range, as for any open bisection U ⊆ G, we may consider the restriction
Γc(G

0,A)↷ Γc(U, s
∗E) for which dense range follows from the non-degeneracy of

A↷E. By Lemma 1.83, the action Γc(G, s
∗A)↷ Γc(G, s

∗E) extends to an action
Γc(G, s

∗A) ↷ G ⋉ E, which by the universal property of the universal crossed
product extends to an action G⋉A↷G⋉E. To see that this respects composition
of correspondences E : A → B and F : B → C, we consider the map η, ν 7→ η ⊗
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ν : Γc(G, s
∗E) × Γc(G, s

∗F) → Γc(G, s
∗(E ⊗B F)). This map extends to a unitary

isomorphism G⋉ E ⊗G⋉B G⋉ F ∼= G⋉ (E ⊗B F ).

If E is proper the action G ⋉ A↷ G ⋉ E factors through the ∗-homomorphism
G ⋉ A → G ⋉ K(E). We therefore just need to check that K(E) acts by compact
operators on G⋉ E. This follows from considering ξ, η ∈ Γc(G

0, E), which give us
elements Θξ,η ∈ K(E) with dense span. The operator Θξ,η acts as the operator
Θξ,η ∈ K(G ⋉ E), where we consider ξ and η as elements of Γc(G, s

∗E) ⊆ G ⋉ E

supported on G0. □

Corollary 1.98. Let A be a G-C*-algebra and let E be a G-Hilbert A-module.
There is a non-degenerate ∗-homomorphism β : G ⋉ K(E) → K(G ⋉ E) which is
given on the dense subspaces Γc(G, s

∗K(E)) ⊆ G ⋉ K(E) and Γc(G, s
∗E) ⊆ G ⋉ E

by

Γc(G, s
∗K(E))× Γc(G, s

∗E)→ Γc(G, s
∗E)

(ξ, η) 7→ β(ξ)(η)

g 7→
∑

g1g2=g

(g−1
2 · ξ(g1)) · η(g2).

Proof. The correspondence E : K(E)→ A is proper and G-equivariant, so applying
the crossed product functor gives us the proper correspondence G⋉E : G⋉K(E)→
G⋉A. The structure map for this correspondence is β. □

The reduced crossed product also gives us a functor of correspondence categories.

Proposition 1.99 (Reduced crossed product functor). Let G be an étale groupoid.
The reduced crossed product construction for C*-algebras and Hilbert modules ex-
tends to a functor G ⋉r − : CorrG → Corr of correspondence categories. A G-
equivariant correspondence E : A → B is mapped to G ⋉r E : G ⋉r A → G ⋉r B.
The action G ⋉r A ↷ G ⋉r E is given for ξ ∈ Γc(G, s

∗A) ⊆ G ⋉r A and η ∈
Γc(G, s

∗E) ⊆ G⋉r E by

ξ · η : g 7→
∑

g1g2=g

(g−1
2 · ξ(g1)) · η(g2).

Furthermore, if E is proper then G⋉r E is also proper.

Proof. The proof largely follows the same ideas as for the previous proposition, but
we need to additionally argue that the action Γc(G, s

∗A)↷G⋉r E extends to an
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action of G⋉r A. This follows from the commutativity of the following diagram.

Γc(G, s
∗A) L(G⋉r E) L(G⋉r E ⊗G⋉rB

L2(G,B))

L(L2(G,E))

G⋉r A L(L2(G,A)) L(L2(G,A)⊗A E)

∼=

∼=

□

An important feature of C*-correspondences is that proper correspondences induce
a map in K-theory. Typically this is justified through Kasparov’s KK-theory by
constructing a Kasparov cycle from the proper correspondence, which then induces
a map in K-theory. However, this is highly non-constructive and relies upon certain
countability assumptions which are not strictly necessary to obtain a map in K-
theory. We instead follow Exel’s approach in [26] to the problem of building an
isomorphism in K-theory from a Morita equivalence, which was also motivated by
the non-constructiveness and reliance on σ-unitality of previously known techniques
[12]. Morita equivalences may be viewed as the invertible correspondences of C*-
algebras, and are necessarily proper.

We will use Exel’s Fredholm picture of K-theory [26] for a C*-algebra A. This is
highly related to Kasparov’s picture of K0(A) as the Kasparov group KK(C, A).
An element in K0(A) is given by the index indT [26, Definition 3.10] of an A-
Fredholm operator T ∈ L(M,N) [26, Definition 3.1] between Hilbert A-modules
M and N . An A-Fredholm operator is an adjointable operator such that there
exists S ∈ L(N,M) with 1 − ST and 1 − TS compact. The definition of the
index indT ∈ K0(A) is fairly involved, but every element of K0(A) is realised as
the index of some A-Fredholm operator T such that TT ∗ − 1 and T ∗T − 1 are
compact [26, Proposition 3.14]3. Furthermore, A-Fredholm operators T1 and T2

have the same index if and only if there is some n such that

T1 ⊕ T
∗
2 ⊕ 1n ∈ L(M1 ⊕N2 ⊕A

n, N1 ⊕M2 ⊕A
n)

can be written as the sum of an invertible operator and a compact operator [26,
Proposition 3.16]. Now let E : A → B be a proper correspondence. For any A-
Fredholm operator T ∈ L(M,N), the operator T ⊗ 1 ∈ L(M ⊗A E,N ⊗A E) is
B-Fredholm. The mapping K0(E) : K0(A)→ K0(B) defined by

indT 7→ indT ⊗ 1: K0(A)→ K0(B)

is a well-defined group homomorphism. This is functorial: if E is the identity
correspondence then K0(E) is the identity, and if E and F are composable proper
correspondences then K0(F ◦ E) = K0(F ) ◦K0(E). To get a map in K1, we use

3In the proof given, S is the adjoint of T .
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the identification K1(A) = K0(SA), where SA := C0(R, A) is the suspension of
A. Then SE := C0(R, E) : SA → SB is a proper correspondence in the obvious
way and we define K1(E) : K1(A) → K1(B) to be K0(SE) : K0(SA) → K0(SB).
Furthermore, this extends the functoriality ofK∗ with respect to ∗-homomorphisms.
We obtain a commutative diagram of functors.

C*-alg Corrp

Ab∗

Corr

K∗
K∗
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2. Induction from groupoid correspondences in correspondence

categories

On the path to understanding how a correspondence Ω: G→ H of étale groupoids
connects the equivariant Kasparov categories KKG and KKH , the first step is to
understand the situation at the level of the equivariant correspondence categories
CorrG and CorrH . We introduce the induction functor IndΩ : CorrH → CorrG and
explain how an induced algebra IndΩB relates to the original algebra B via the
evaluation correspondence.

2.1. Induced algebras and modules. At the end of Section 1.1 we discussed
how a correspondence Ω: G → H of étale groupoids induces a G-space IndΩ Y :=

Ω ×H Y from an H-space Y . We now construct induced C*-algebras and Hilbert
modules; from an H-C*-algebra B and an H-Hilbert B-module E we construct a
G-C*-algebra IndΩB and a G-Hilbert IndΩB-module IndΩE. This is based on
the subgroupoid induction functor in [8], which already contains most of the key
ingredients for our construction. We also describe how this construction respects
the composition in the category of groupoid correspondences.

Definition 2.1 (Induced algebra and module). Let Ω: G→ H be a correspondence
of étale groupoids, let B be an H-C*-algebra with associated bundle B, and let E
be an H-Hilbert B-module with associated bundle E . We define the induced G-C*-
algebra IndΩB, its bundle IndΩ B, the induced G-Hilbert IndΩB-module IndΩE

and its bundle IndΩ E to be:

IndΩB := ρ∗(σ
∗B)Ω⋊H , IndΩ B := ρ∗((σ

∗B)/H)

IndΩE := ρ∗(σ
∗E)Ω⋊H , IndΩ E := ρ∗((σ

∗E)/H)

We will usually view IndΩB and IndΩE concretely as the spaces of bounded con-
tinuous sections ξ in Γb(Ω, σ

∗B) or Γb(Ω, σ
∗E) such that

• for any ω ∈ Ω and h ∈ Hσ(ω) we have ξ(ω · h) = h−1 · ξ(ω),

• the function [ω]H 7→ ∥ξ(ω)∥ : Ω/H → R vanishes at infinity.

These algebras and modules are fibred over G0, with fibres (IndΩB)x and (IndΩE)x

at x ∈ G0 given concretely by the spaces of bounded continuous sections ξ in
Γb(Ω

x, σ∗B) or Γb(Ω
x, σ∗E) such that

• for any ω ∈ Ωx and h ∈ Hσ(ω) we have ξ(ω · h) = h−1 · ξ(ω),

• the function [ω]H 7→ ∥ξ(ω)∥ : Ω
x/H → R vanishes at infinity.

The left actions G↷ IndΩB and G↷ IndΩE are induced by the action G↷ Ω.
Concretely, for each g ∈ G we have the following maps.

Γb(Ω
s(g), σ∗B) ⊇ (IndΩB)s(g) → (IndΩB)r(g) ⊆ Γb(Ω

r(g), σ∗B)

ξ 7→ g · ξ
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ω 7→ ξ(g−1 · ω)

Γb(Ω
s(g), σ∗E) ⊇ (IndΩE)s(g) → (IndΩE)r(g) ⊆ Γb(Ω

r(g), σ∗E)

ξ 7→ g · ξ

ω 7→ ξ(g−1 · ω)

By Remark 1.70, to see that the action map G×
G

0 IndΩ B → IndΩ B is continuous,
we need only check that for each ξ ∈ IndΩB, the map g 7→ g · ξs(g) : G→ IndΩ B is
continuous. This can be checked using the following lemma:

Lemma 2.2 (Continuity of maps into induced bundles). Let Ω: G→ H be a cor-
respondence of étale groupoids, let B be an H-C*-algebra and consider the induced
bundle p : IndΩ B → G0. A map ξ : Z → IndΩ B from a locally compact Hausdorff
space Z is continuous if and only if

• the composition g = p ◦ ξ : Z → G0 is continuous,

• and the map ξ̃ : (z, ω) 7→ γ(z)ξ(z)(ω) : Z ×
G

0 Ω → B is c0 with respect to
Z ×

G
0 Ω/H for any γ ∈ Cc(Z).

Proof. This follows from the description of continuous maps into pushforward bun-
dles in Proposition 1.68 and the H-equivariance of ξ̃. □

For each ξ ∈ IndΩB the map (g, ω) 7→ g ·ξ(g−1 ·ω) : G×
r,G

0
,ρ
Ω→ B is continuous.

For each γ ∈ Cc(G) and ϵ > 0, consider the set K = {ω ∈ Ω | ∥γ∥∞∥ξ(ω)∥ ≥ ϵ}
which is the pre-image of a compact set in Ω/H. Then (supp γ)−1 · K ⊆ Ω is
also the pre-image of a compact set in Ω/H. We have ∥g · ξ(g−1 · ω)∥ < ϵ for
(g, ω) ∈ G×

G
0 Ω outside the set supp γ ×

G
0 (supp γ)−1 ·K which is the pre-image

of a compact set in G×
G

0 Ω/H. The map (g, ω) 7→ g ·ξ(g−1 ·ω) : G×
r,G

0
,ρ
Ω→ B is

therefore c0 with respect to Ω/H. We can conclude that g 7→ g · ξs(g) : G→ IndΩ B
is continuous, and so the action map G↷IndΩ B is continuous. Similarly, the action
map on IndΩ E is continuous.

Remark 2.3 (Density in induced algebras and modules). Let Ω: G → H be a
correspondence of étale groupoids, and let B be an H-C*-algebra. A subset Γ ⊆
IndΩB closed under the action of C0(Ω/H) has dense span if and only if {ξ(ω) | ξ ∈
Γ} has dense span in Bσ(ω) for each ω ∈ Ω. This follows from Proposition 1.48.
The same also holds for Hilbert modules.

We typically think of the elements in induced algebras and modules as continuous
H-equivariant sections defined on the groupoid correspondence Ω: G → H. We
may also identify adjointable operators between induced Hilbert modules with con-
tinuous H-equivariant sections of adjointable operators, which act pointwise on the
sections representing the elements of the induced module. This also holds for the
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fibre of an adjointable operator at x ∈ G0, which is identified with a section of
operators defined on Ωx:

Proposition 2.4 (Adjointable operators on induced modules). Let Ω: G → H

be a groupoid correspondence, let B be an H-C*-algebra and consider H-Hilbert
B-modules E and F .

For each adjointable operator T ∈ L(IndΩE, IndΩ F ) and each ω ∈ Ω, there is
a unique operator Tω ∈ L(Eσ(ω), Fσ(ω)) such that (Tξ)(ω) = Tωξ(ω) for each
ξ ∈ IndΩE. The section ω 7→ Tω : Ω → σ∗L(E ,F) is strictly continuous, bounded
and H-equivariant. The map sending T to the section ω 7→ Tω defines an iso-
morphism from L(IndΩE, IndΩ F ) to the subspace of H-equivariant sections in
Γb(Ω, σ

∗L(E ,F)). The operator T is compact if and only if the section ω 7→ Tω

is an element of Γb(Ω, σ
∗K(E ,F)) and the map [ω]H 7→ ∥Tω∥ : Ω/H → R≥0 van-

ishes at infinity.

Similarly, for each x ∈ G0, we identify the space L((IndΩE)x, (IndΩ F )x) of ad-
jointable operators with the space of H-equivariant sections in Γb(Ω

x, σ∗L(E ,F)),
which operate pointwise over Ωx on the elements of (IndΩE)x considered as sections
in Γb(Ω

x, σ∗E). The fibre Sω of an operator S ∈ L((IndΩE)x, (IndΩ F )x) at ω ∈ Ωx

is the unique operator satisfying (Sξ)(ω) = Sω(ξ(ω)) for each ξ ∈ (IndΩE)x.
The operator S is compact if and only if the section ω 7→ Sω is an element of
Γb(Ω

x, σ∗K(E ,F)) and the map [ω]H 7→ ∥Sω∥ : Ω
x/H → R≥0 vanishes at infinity.

Identifying adjointable operators with their associated sections of operators, the fibre
Tx ∈ L((IndΩE)x, (IndΩ F )x) of an adjointable operator T ∈ L(IndΩE, IndΩ F ) at
x ∈ G0 is the restriction of T to the closed subspace Ωx ⊆ Ω.

Proof. The identification of the space of adjointable operators L(IndΩE, IndΩ F )
with the space of H-equivariant sections in Γb(Ω, σ

∗L(E ,F)) follows directly from
the descriptions of the adjointable operators on quotient and pullback modules in
Propositions 1.87 and 1.63. The identification of the space of compact operators
K(IndΩE, IndΩ F ) with the space of H-equivariant sections in Γb(Ω, σ

∗K(E ,F))
that vanish at infinity with respect to Ω/H also follows directly from these propo-
sitions.

For the description of the space of adjointable operators at each x ∈ G0, we turn to
Proposition 1.65, which says that L((IndΩE)x, (IndΩ F )x) may be identified with
Γb(Ω

x/H,L((σ∗E)/H, (σ∗F)/H)). Once again using Propositions 1.87 and 1.63,
the bundle L((σ∗E)/H, (σ∗F)/H)→ Ω/H may be identified with (σ∗L(E ,F))/H →
Ω/H. After lifting to the unique H-equivariant sections, this completes the iden-
tification of L((IndΩE)x, (IndΩ F )x) with the space of H-equivariant sections in
Γb(Ω

x, σ∗L(E ,F)).
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For each ω ∈ Ωx, we must check that Tω = (Tx)ω ∈ L(Eσ(ω), Fσ(ω)). For each
ξ ∈ IndΩE, we have Tω(ξ(ω)) = (Tξ)(ω). The fibre at x of an element of
IndΩE is its restriction to Ωx, so we may compute (Tx)ω(ξ(ω)) = (Tx(ξ↾Ωx))(ω) =

((Tξ)↾Ωx)(ω) = (Tξ)(ω). □

It is often convenient to work locally in a groupoid correspondence Ω. For each
ω ∈ Ω, we may evaluate elements ξ ∈ (IndΩB)ρ(ω) ⊆ Γb(Ω

ρ(ω), σ∗B) at ω, giving
us a map evω : (IndΩB)ρ(ω) → Bσ(ω). This leads to a bundle of evaluation maps
ev := (evω : (IndΩB)ρ(ω) → Bσ(ω))ω∈Ω.

Proposition 2.5 (Evaluation bundle map). Let Ω: G → H be a groupoid corre-
spondence, let B be an H-C*-algebra and let E be an H-Hilbert B-module. Then
the collections (evω)ω∈Ω of evaluation maps

evω : (IndΩB)ρ(ω) → Bσ(ω) evω : (IndΩE)ρ(ω) → Eσ(ω)

form surjective morphisms ev : ρ∗ IndΩ B → σ∗B and ev : ρ∗ IndΩ E → σ∗E of Ba-
nach bundles over Ω.

Proof. Recall that the set {ρ∗ξ | ξ ∈ IndΩE} is a sufficient collection of con-
tinuous sections for ρ∗ IndΩ E . For each ξ ∈ IndΩE ⊆ Γb(Ω, σ

∗E), the com-
position ev ◦ρ∗ξ : Ω → σ∗E is given by the continuous section ξ, and therefore
ev : ρ∗ IndΩ E → σ∗E is continuous.

To check surjectivity, let ω ∈ Ω and let e ∈ Eσ(ω) = (σ∗E)ω. There exists a section
η ∈ Γ0(Ω/H, σ

∗E/H) such that η([ω]H) = [e]H , which corresponds to an element
ξ ∈ IndΩE which evaluates to e at ω. The argument for B is identical. □

We may also work locally on an open bisection U of a correspondence Ω: G→ H,
by considering the correspondence UH : q(U)→ H. Then

IndUH B = {ξ ∈ Γb(UH, σ
∗B) | ξ is H-invariant and c0 with respect to q(U)}

can be identified with the subalgebra of sections in IndΩB that are supported
on UH. It is equal to q(U) IndΩB, considering IndΩB as a C0(Ω/H)-algebra.
Evaluation gives us a ∗-isomorphism evU : IndUH B ∼= σ(U)B given by

(2.1)

evU : IndUH B → σ(U)B = Γ0(σ(U),B)

ξ 7→ evU (ξ)

σ(u) 7→ ξ(u).

This shows that IndΩB is generated by subalgebras IndUH B which are isomorphic
to subalgebras σ(U)B of B, indexed by the open bisections U ⊆ Ω.
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We now address the functoriality of the induced C*-algebra construction IndΩ

given a correspondence Ω: G → H. Let A and B be H-C*-algebras and sup-
pose we have an H-equivariant ∗-homomorphism φ : A → B. Applying φ point-
wise, we get a ∗-homomorphism Γb(Ω, σ

∗A) → Γb(Ω, σ
∗B) that restricts to a

G-equivariant ∗-homomorphism IndΩ φ : IndΩA → IndΩB. We obtain a func-
tor IndΩ : C*-algH → C*-algG. Similarly, given an H-equivariant correspondence
E : A→ B, we can apply operations pointwise to construct a G-equivariant corre-
spondence IndΩE : IndΩA→ IndΩB.

Proposition 2.6 (Induction functor). Let Ω: G→ H be a correspondence of étale
groupoids. Then the map IndΩ : CorrH → CorrG between the equivariant correspon-
dence categories sending an H-equivariant correspondence E : A → B to the G-
equivariant correspondence IndΩE : IndΩA → IndΩB is a functor. Furthermore,
this restricts to a functor IndΩ : CorrHp → CorrGp between the proper equivariant
correspondence categories.

Proof. It is clear that an identity correspondence A : A→ A is mapped to the iden-
tity correspondence IndΩA : IndΩA→ IndΩA. Now suppose we have composable
H-equivariant correspondences E : A→ B and F : B → C. Consider the following
map of Hilbert IndΩ C-modules.

IndΩE ⊗IndΩ B
IndΩ F → IndΩ(E ⊗B F )

ξ ⊗ η 7→ (ω 7→ ξ(ω)⊗ η(ω))

This is well-defined because it preserves the inner product. The image of the simple
tensors ξ ⊗ η has dense span by Remark 2.3, so this is an isometric isomorphism
of Banach spaces. It intertwines the left actions of IndΩA and is G-equivariant, so
we get an isomorphism IndΩE ⊗IndΩ B

IndΩ F ∼= IndΩ(E ⊗B F ) of G-equivariant
correspondences from IndΩA to IndΩB. The induction construction therefore re-
spects the composition of the correspondence categories and defines a functor. If
E : A → B is a proper H-equivariant correspondence, the left action A ↷ E is
given by a continuous map φ : A → K(E) of C*-bundles. The pointwise action
IndΩA↷ IndΩE sends a section a ∈ IndΩA to the section (σ∗φ) ◦a : Ω→ σ∗K(E).
This section is continuous, H-equivariant and vanishes at infinity with respect
to Ω/H, so by Proposition 2.4 defines a compact operator on IndΩE. Thus
IndΩE : IndΩA→ IndΩB is also proper. □

We now turn to considering how the assignment Ω 7→ IndΩ behaves with respect
to the category of groupoid correspondences.

Proposition 2.7 (Compatibility of the induction functor with composition). Let
G↷ Ω↶H and H ↷ Λ↶K be groupoid correspondences, and let B be a K-C*-
algebra. Then there is a G-equivariant ∗-isomorphism of G-C*-algebras

φB : IndΩ IndΛB ∼= IndΛ◦ΩB
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given by the following maps.

φB : IndΩ IndΛB → IndΛ◦ΩB ⊆ Γb(Λ ◦ Ω, σ
∗B)

ξ 7→ φB(ξ)

[ω, λ]H 7→ ξ(ω)(λ)

φ−1
B : IndΛ◦ΩB → IndΩ IndΛB ⊆ Γb(Ω, σ

∗
Ω IndΛ B)

η 7→ φ−1
B (η)

ω 7→ φ−1
B (η)(ω)

λ 7→ η([ω, λ]H)

Suppose C is another K-C*-algebra and E : B → C is a K-equivariant correspon-
dence. We may define φE : IndΩ IndΛE → IndΛ◦ΩE in the same way. Through
this we have a natural isomorphism φ : IndΩ ◦ IndΛ ∼= IndΛ◦Ω : CorrK ⇒ CorrG.

Proof. Let us first make a technical remark that we will need for this proof. There
is a closed surjection π : (Λ ◦ Ω)/K → Ω/H given by π([[ω, λ]H ]K) = [ω]H . Recall
that a closed map with compact fibres is proper. A closed subset S ⊆ (Λ ◦Ω)/K is
therefore compact if and only if its image π(S) is compact and each fibre S[ω]H

=

π−1([ω]H) ∩ S is compact. For each ω ∈ Ω, the fibre π−1([ω]H) can be identified
with ΛσΩ(ω)/K via [[ω, λ]H ]K 7→ [λ]K , so we may view S[ω]H

inside ΛσΩ(ω)/K.

Let ξ ∈ IndΩ IndΛB. For any (ω, λ) ∈ Ω×
H

0 Λ and h ∈ HσΩ(ω), we may calculate
that ξ(ω ·h)(h−1 ·λ) = (h−1 · ξ(ω))(h−1 ·λ) = ξ(ω)(λ). The map φB(ξ) : [ω, λ]H 7→
ξ(ω)(λ) is therefore a well-defined bounded section (Ω ×

H
0 Λ)/H → σ∗B, and it

is clearly K-equivariant. It is continuous by Lemma 2.2 and the continuity of the
map ξ : Ω→ IndΛ B. To show that it vanishes at infinity with respect to (Λ◦Ω)/K,
let ϵ > 0 and let S = {[[ω, λ]H ]K ∈ (Λ ◦ Ω)/K | ∥ξ(ω)(λ)∥ ≥ ϵ}. As ξ vanishes
at infinity with respect to Ω/H, the image π(S) is compact. For each ω ∈ Ω, the
fibre S[ω]H

is compact because ξ(ω) vanishes at infinity with respect to ΛσΩ(ω)/K.
Therefore S is compact, and we can finally conclude that φB(ξ) ∈ IndΛ◦ΩB. It is
then clear that φB is a G-equivariant ∗-homomorphism.

Now let η ∈ IndΛ◦ΩB. Then for each ω ∈ Ω, the map λ 7→ η([ω, λ]H) : ΛσΩ(ω) →
σ∗
ΛB is continuous, bounded and K-equivariant. Through the closed continuous in-

jection [λ]K 7→ [[ω, λ]H ]K : ΛσΩ(ω)/K → (Λ ◦Ω)/K and the vanishing at infinity of
η with respect to (Λ◦Ω)/K we can deduce that [λ]K 7→ ∥η([ω, λ]H)∥ vanishes at in-
finity. We therefore obtain an element φ−1

B (η)(ω) : λ 7→ η([ω, λ]H) of (IndΛB)σΩ(ω).
Applying Lemma 2.2, the map φ−1

B (η) : Ω→ σ∗
Ω IndΛ B is continuous because of the

continuity of (ω, λ) 7→ η([ω, λ]H) : Ω ×
H

0 Λ → B. It is clearly also bounded and
H-equivariant. Through the continuous surjection π : (Λ ◦ Ω)/K → Ω/H and the
vanishing at infinity of η, we can see that [ω]H 7→ ∥φ

−1
B (η)(ω)∥ vanishes at infinity.

Therefore φ−1
B (η) ∈ IndΩ IndΛB, and it is then clear that φ−1

B is an inverse to φB .
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The G-equivariant isomorphism φE : IndΩ IndΛE ∼= IndΛ◦ΩE is defined and justi-
fied in exactly the same way. To check naturality of B 7→ CorrG(φB), we need to
check that the following diagram commutes in the G-equivariant correspondence
category CorrG.

IndΩ IndΛB IndΩ IndΛ C

IndΛ◦ΩB IndΛ◦Ω C

CorrG(φB)

IndΩ IndΛ E

CorrG(φC)

IndΛ◦Ω E

The composition of correspondences can be described by the space IndΩ IndΛE,
with theG-Hilbert IndΩ IndΛ C-module structure modified to aG-Hilbert IndΛ◦Ω C-
module structure via φC . The composition is given by IndΛ◦ΩE with the
left action of IndΩ IndΛB induced by φB . It is straightforward to check that
φE : IndΩ IndΛE → IndΛ◦ΩE provides the required G-equivariant isomorphism.

□

Proposition 2.8 (The induction functor of an identity correspondence). Let G be
an étale groupoid and let A be a G-C*-algebra. Consider the identity correspondence
G : G→ G. There is a G-equivariant ∗-isomorphism

ψA : IndGA→ A

IndGA ⊆ Γb(G, s
∗A)→ Γ0(G

0,A)

ξ 7→ ξ↾
G

0 .

Suppose B is another G-C*-algebra and let E : A → B be a G-equivariant corre-
spondence. We may define ψE : IndGE → E in the same way. Through this we
have a natural isomorphism ψ : IndG ∼= idCorrG : CorrG ⇒ CorrG.

Proof. The vanishing condition on elements of IndGA ensures that ψA is well-
defined, and the G-equivariance of the elements ensures that it is a G-equivariant ∗-
homomorphism. The inverse is given by ψ−1

A (η)(g) = g−1 ·η(r(g)) for η ∈ Γ0(G
0,A)

and g ∈ G.

Similarly, ψE : IndGE → E is well-defined with inverse ψ−1
E . To check naturality

of A 7→ CorrG(φA), we need to check that the following diagram commutes in the
G-equivariant correspondence category CorrG.

IndGA IndGB

A B

IndG E

CorrG(ψA) CorrG(ψB)

E

The composition is the correspondence with Hilbert module IndGE given the
structure of a Hilbert B-module through the G-equivariant isomorphism ψB . The

composition is the correspondence with Hilbert B-module E with a left action of
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IndGA through ψA. It is straightforward to check that ψE : IndGE → E provides
the required G-equivariant isomorphism. □

2.2. Groupoid correspondences with C*-coefficients. We wish to relate an
induced G-C*-algebra IndΩB to the original H-C*-algebra B given a groupoid
correspondence Ω: G → H. To do this we introduce the notion of groupoid cor-
respondences with C*-coefficients, viewing IndΩB and B as C*-coefficients for the
étale groupoids G and H respectively. This is based upon the Morita equivalences
of groupoid C*-dynamical systems in [61].

Definition 2.9 (Correspondence of étale groupoids with C*-coefficients). Let G
and H be étale groupoids with unit spaces X = G0 and Y = H0, let A be a
G-C*-algebra and let B be an H-C*-algebra.

A groupoid correspondence bundle with C*-coefficients from (A, G) to (B, H) is a
Banach bundle p : E → Ω over a groupoid correspondence Ω: G → H together
with the structure of a correspondence from Aρ(ω) to Bσ(ω) on the fibre Eω at
each ω ∈ Ω, and commuting continuous actions of G and H on the left and right
respectively of E such that the following hold.

• (Continuity) The maps A×X E → E , E ×Ω E → B and E ×ΩB → E induced
by the C*-correspondence structures on the fibres (Eω)ω∈Ω are continuous.

A×X E → E E ×Y B → E

E ×Ω E → B

This ensures that E → Ω is the bundle associated to a C0(Ω)-correspondence
from ρ∗A to σ∗B.

• (Equivariance) The bundle map p : E → Ω is equivariant with respect to
the groupoid actions.

g · p(e) = p(g · e)
E

X Ω Y

p

ρ σ

p(e) · h = p(e · h)

This says that the actions are really actions of G⋉ Ω and Ω⋊H.

• (Compatibility) The left G-action on E is compatible with the left A-action
and the right H-action on E is compatible with the right B-action and the
B-valued inner product.

g · (a · e) = (g · a) · (g · e) (e · b) · h = (e · h) · (h−1 · b)

⟨e · h, f · h⟩B = h−1 · ⟨e, f⟩B
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• (Invariance) The left G-action on E commutes with the right B-action and
the right H-action commutes with the left A-action.

g · (e · b) = (g · e) · b (a · e) · h = a · (e · h)

The associated section space E ∼= Γ0(Ω, E) is called a groupoid correspondence with
C*-coefficients from (A,G) to (B,H) over Ω. This could alternatively be defined
as a C0(Ω)-correspondence from ρ∗A to σ∗B with actions of G and H satisfying
analogues of the above conditions. We often refer to (E,Ω) and (E ,Ω) simply as a
correspondence and a correspondence bundle, and we may omit Ω if the underlying
groupoid correspondence is understood. To express that (E ,Ω) is a correspondence
bundle from (A, G) to (B, H) or that (E,Ω) is a correspondence from (A,G) to
(B,H) we may write one of the following:

(E ,Ω): (A, G)→ (B, H) (A, G) E−→
Ω

(B, H) (A, G)↷(E ,Ω)↶ (B, H)

(E,Ω): (A,G)→ (B,H) (A,G)
E−→
Ω

(B,H) (A,G)↷(E,Ω)↶ (B,H)

While the symbol · is used for many different actions, it should always be clear
which action we mean. As ever when introducing an object “with coefficients”, we
can see that it reduces to our original object when we have trivial coefficients.

Example 2.10 (Groupoid correspondence with trivial coefficients). Let Ω: G→ H

be a correspondence of étale groupoids. The correspondence with trivial coefficients
is a correspondence from (C0(G

0), G) to (C0(H
0), H) given by the trivial bundle

Ω× C→ Ω.

In the same way that every étale groupoid G has an identity correspondence, every
G-C*-algebra A has an identity correspondence with coefficients.

Example 2.11 (Identity correspondence bundle). Let G be an étale groupoid
with unit space X and let A be a G-C*-algebra with anchor map τ : A → X.
Consider the Banach bundle s∗A → G over the identity correspondence G : G→ G.
The fibre As(g) at g ∈ G can be equipped with the structure of a correspondence
from Ar(g) to As(g) via the action map a 7→ g−1 · a : Ar(g) → As(g). We define a
left action G↷ s∗A by g1 · (g2, a1) := (g1g2, a1) and a right action s∗A↶ G by
(g1, a2) · g2 := (g1g2, g

−1
2 · a2) when s(g1) = r(g2), τ(a1) = s(g2) and τ(a2) = s(g1).

To make sense of why these are the right actions, we may think of the action
G↷ A as an action of conjugation by unitaries with g · a = ugau

∗
g. The above

action maps are then determined by requiring consistency with the formal con-
catenation (g, a) 7→ uga. We can view this as constructing a correspondence with
C*-coefficients from the G-equivariant correspondence A : A → A. More gener-
ally, we can view any equivariant correspondence in the framework of groupoid
correspondences with C*-coefficients.
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Example 2.12 (Equivariant correspondences as groupoid correspondences with
C*-coefficients). Let G be an étale groupoid with unit space X, let A and B be
G-C*-algebras and let E : A→ B be a G-equivariant correspondence from A to B.
Consider the Banach bundle s∗E → G over the identity correspondence G : G→ G.
The fibre Es(g) at g ∈ G is a Hilbert Bs(g)-module and we can equip s∗G with
the following left actions of A and G and right action of G. For g1, g2 ∈ G with
s(g1) = r(g2), a ∈ Ar(g1), e1 ∈ Es(g1) and e2 ∈ Es(g2), we define:

A↷G×X E

a · (g1, e1) := (g1, (g
−1
1 · a) · e1)

G↷G×X E G×X E ↶G

g1 · (g2, e2) := (g1g2, e2) (g1, e1) · g2 := (g1g2, g
−1
2 · e1)

We write iG(E) : (A,G) → (B,G) for the associated correspondence with C*-
coefficients.

The following example of a correspondence with C*-coefficients is our motivation
for the definition and gives us a way of relating an induced G-C*-algebra IndΩB

to the original H-C*-algebra B.

Example 2.13 (Evaluation correspondence). Let Ω: G→ H be a correspondence
of étale groupoids and let B be an H-C*-algebra. Consider the Banach bundle
σ∗B → Ω. The fibre Bσ(ω) at ω ∈ Ω can be equipped with the structure of a
(IndΩB)ρ(ω)-Bσ(ω) correspondence via the evaluation map

evω : IndΩBρ(ω) → Bσ(ω).

We define actions G↷ σ∗B↶H for (ω, b) ∈ σ∗B, g ∈ Gρ(ω) and h ∈ Hσ(ω) by

g · (ω, b) = (g · ω, b) (ω, b) · h = (ω · h, h−1 · b).

We obtain a groupoid correspondence ΘΩ,B with C*-coefficients called the evalua-
tion correspondence from (IndΩB,G) to (B,H) over Ω. The continuity of the left
action IndΩ B×G0 σ∗B → σ∗B follows from the continuity of the evaluation bundle
map ρ∗ IndΩ B → σ∗B in Proposition 2.5.

Just as with correspondences of groupoids and C*-algebras, we want a notion of
properness, which will eventually enable us to induce maps in K-theory.

Definition 2.14 (Proper correspondence with C*-coefficients). A groupoid corre-
spondence with C*-coefficients (E,Ω): (A,G) → (B,H) is proper if the groupoid
correspondence Ω: G→ H is proper and the left action map A×

G
0 E → E defines

a continuous map of bundles ρ∗A → K(E) over Ω.

We can build a correspondence with C*-coefficients entirely from the “right hand
side” of the data, as in Example 1.22.
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Example 2.15. Let H be an étale groupoid with a free, proper, étale right H-
space Ω with anchor map σ : Ω → H0 and let B be an H-C*-algebra. Let E be
a Ω ⋊ H-Hilbert σ∗B-module with associated bundle E → Ω. Then the action
K(E)/H ×Ω/H E → E of the C*-bundle K(E)/H → Ω/H defines a correspondence
bundle (E ,Ω): (K(E)/H,Ω/H)→ (B, H). The underlying groupoid correspondence
Ω: Ω/H → H is proper. The bundle K(E)/H acts by compact operators on E , and
the map of bundles q∗(K(E)/H) → K(E) is continuous by Proposition 1.49 as it
is pointwise an isometric isomorphism and has a continuous inverse. Thus the
correspondence (E,Ω): (K(E)H ,Ω/H)→ (B,H) is proper.

To compose groupoid correspondences with C*-coefficients, we must construct a
bundle F ◦ E → Λ ◦ Ω from a pair of correspondences (E,Ω): (A,G) → (B,H)

and (F,Λ): (B,H)→ (C,K). The fibre (F ◦E)[ω,λ]H at [ω, λ]H ∈ Λ ◦ Ω should be
a C*-correspondence from Aρ(ω) to Cσ(λ). The obvious choice is the composition
Eω ⊗Bσ(ω)

Fλ, but this depends on the representative (ω, λ) ∈ Ω ×Y Λ. This
is not a huge problem, because given a different representative (ω · h, h−1 · λ),
there is a canonical isomorphism Eω·h ⊗Bs(h)

F
h
−1·λ

∼= Eω ⊗Bσ(ω)
Fλ through the

actions of H. We may instead construct a Banach bundle F ◦ E → Λ ◦ Ω such
that for each representative (ω, λ) ∈ Ω ×Y Λ, there is a canonical isomorphism
(F ◦ E)[ω,λ]H

∼= Eω ⊗Bσ(ω)
Fλ.

Definition 2.16 (Composition of groupoid correspondences with C*-coefficients).
Let (E,Ω): (A,G) → (B,H) and (F,Λ): (B,H) → (C,K) be correspondences of
étale groupoids with C*-coefficients. Let the unit spaces of G, H and K be X, Y
and Z respectively, and let πΩ, πY and πΛ be the projections from Ω×Y Λ to Ω, Y
and Λ respectively. The composition bundle F ◦E → Λ◦Ω is given by the following
Banach bundle.

F ◦ E :=
(
π∗
ΩE ⊗π∗

Y B π
∗
ΛF

)
/H → (Ω×Y Λ) /H = Λ ◦ Ω

Indeed, for each (ω, λ) ∈ Ω×Y Λ, the fibre at [ω, λ]H is isomorphic to Eω⊗Bσ(ω)
Fλ,

through which we equip it with the structure of a C*-correspondence from Aρ(ω) to
Cσ(λ). For an element e ⊗ f ∈ Eω ⊗Bσ(ω)

Fλ, we write [e ⊗ f ]H for the associated
element of (F ◦ E)[ω,λ]H . We endow F ◦ E with commuting actions of G and K as
follows. For g ∈ Gρ(ω), k ∈ K

σ(λ) and e⊗ f ∈ Eω ⊗Bσ(ω)
Fλ, we define

G×X F ◦ E → F ◦ E F ◦ E ×Z K → F ◦ E

g · [e⊗ f ]H := [g · e⊗ f ]H [e⊗ f ] · k := [e⊗ f · k].

It is straightforward to see that the actions of A, G, C and K on F ◦ E and the
inner product F ◦ E ×Λ◦Ω F ◦ E → C are well-defined and satisfy equivariance,
compatibility and invariance. By construction, a map φ : F ◦ E → D of Banach
bundles over Λ ◦ Ω is continuous if and only if the H-invariant map E ×Y F → D
given by (e, f) 7→ φ([e⊗f ]H) is continuous. This can be used to verify each required
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continuity condition. We therefore obtain a correspondence (F ◦E,Λ◦Ω): (A,G)→
(C,K) which is the composition of (E,Ω) and (F,Λ).

Proposition 2.17 (Associativity of composition of groupoid correspondences with
C*-coefficients). Composition of groupoid correspondences with C*-coefficients is
associative up to canonical isomorphisms.

Proof. Let (E1,Ω1) : (A1, G1) → (A2, G2), (E2,Ω2) : (A2, G2) → (A3, G3) and
(E3,Ω3) : (A3, G3) → (A4, G4) be correspondences, and let Xi be the unit space
of Gi. We may identify the composition correspondences with the following maps,
writing [−] instead of [−]Gi

to avoid clutter.

Ω3 ◦ (Ω2 ◦ Ω1) ∼= (Ω3 ◦ Ω2) ◦ Ω1 α : E3 ◦ (E2 ◦ E1) ∼= (E3 ◦ E2) ◦ E1
[[ω1, ω2], ω3] 7→ [ω1, [ω2, ω3]] [[e1 ⊗ e2]⊗ e3] 7→ [e1 ⊗ [e2 ⊗ e3]]

(ω1, ω2, ω3) ∈ Ω1 ×X2
Ω2 ×X3

Ω3, e1 ∈ (E1)ω1
, e2 ∈ (E2)ω2

, e3 ∈ (E3)ω3
.

Both modules (E3 ◦ (E2 ◦E1))[[ω1,ω2],ω3]
and ((E3 ◦E2) ◦E1)[ω1,[ω2,ω3]]

are isomor-
phic to (E1)ω1

⊗(A2)ρ(ω2)
(E2)ω2

⊗(A3)ρ(ω3)
(E3)ω3

. Under these isomorphisms both
elements [[e1 ⊗ e2]⊗ e3] and [e1⊗ [e2⊗e3]] map to e1⊗e2⊗e3, so α is fibre-wise an
isomorphism. To check that it is continuous, consider the following commutative
diagram.

(E1 ×X2
E2)×X3

E3 (E2 ◦ E1)×X3
E3 E3 ◦ (E2 ◦ E1)

E1 ×X2
(E2 ×X3

E3) E1 ×X2
(E3 ◦ E2) (E3 ◦ E2) ◦ E1

∼=
γ β

α

The continuity of α reduces to the continuity of β which reduces to the continuity
of γ. We know that the horizontal maps are continuous, so we can conclude that α
is continuous. □

To describe how the identity correspondences with C*-coefficients behave under
composition, we will work in the more general setting of correspondences with C*-
coefficients coming from equivariant correspondences.

Proposition 2.18 (Composition with equivariant correspondences). Let E be a
G-equivariant correspondence from A to B, and let (F,Ω): (B,G) → (C,H) be
a correspondence of groupoids with C*-coefficients. Then the composition F ◦
iG(E) : (A,G)→ (C,H) is given by the correspondence bundle

F ◦ iG(E) ∼= ρ∗E ⊗ρ∗B F , (F ◦ iG(E))ω ∼= Eρ(ω) ⊗Bρ(ω)
Fω.

The actions are given by

G↷ ρ∗E ⊗ρ∗B F ρ∗E ⊗ρ∗B F ↶H

g · ((ω, e)⊗ f) = (g · ω, g · e)⊗ (g · f), ((ω, e)⊗ f) · h = (ω · h, e)⊗ (f · h),
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for ω ∈ Ω, e ∈ Eρ(ω), f ∈ Fω, g ∈ Gρ(ω) and h ∈ Hσ(ω). Similarly if E′ : C → D

is an H-equivariant correspondence, the composition iH(E′) ◦ F : (B,G)→ (D,H)

is given by

iH(E ′) ◦ F ∼= F ⊗σ∗C σ
∗E ′, (iH(E′) ◦ F )ω ∼= Fω ⊗Cσ(ω)

E′
σ(ω).

The fibre Eρ(ω)⊗Bρ(ω)
Fω at ω ∈ Ω is already a correspondence from Aρ(ω) to Cσ(ω).

The groupoid actions are given by

G↷ F ⊗σ∗C σ
∗E ′ F ⊗σ∗C σ

∗E ′ ↶H

g · (f ⊗ (ω, e′)) = (g · f)⊗ (g · ω, e′), (f ⊗ (ω, e′)) · h = (f · h)⊗ (ω · h, h−1 · e′),

for ω ∈ Ω, f ∈ Fω, e′ ∈ E′
σ(ω), g ∈ Gρ(ω) and h ∈ Hσ(ω).

Proof. Under the identification [g, ω]G 7→ g ·ω : Ω◦G ∼= Ω, we have an isomorphism
of Banach bundles over Ω which is described below at g · ω ∈ Ω for (g, e) ∈ (s∗E)g

and f ∈ Fω.

F ◦ iG(E) ∼= ρ∗E ⊗ρ∗B F (F ◦ iG(E))g·ω ∼= Er(g) ⊗Br(g)
Fg·ω

[(g, e)⊗ f ]G 7→ (g · e)⊗ (g · f)

This is an isomorphism at each fibre because [(g, e)⊗ f ]G = [(r(g), g · e)⊗ g · f ]G,
and it is well-defined and continuous because the map

s∗E ×
G

0 F → ρ∗E ⊗ρ∗B F

((g, e), f) 7→ (g · e)⊗ (g · f)

is continuous and invariant for the diagonal G-action on s∗E ×
G

0 F . It is straight-
forward to see that the already described actions of A, G, C and H coincide under
this identification. Similarly, we have an isomorphism described below at ω · h ∈ Ω

for f ∈ Fω and (h, e′) ∈ (s∗E′)h.

iH(E ′) ◦ F ∼= F ⊗σ∗C σ
∗E ′ (iH(E′) ◦ F )ω·h ∼= Fω·h ⊗Cs(h)

E′
s(h)

[f ⊗ (h, e′)]H 7→ (f · h)⊗ e′

□

As a special case of this, we can conclude that the identity correspondence at (A,G)
acts as an identity for composition of groupoid correspondences with C*-coefficients.
We can now introduce the correspondence category GpdCorrC∗ of groupoids with
C*-coefficients.

Definition 2.19 (Correspondence category of groupoids with C*-coefficients). Let
GpdCorrC∗ be the category whose objects are pairs (A,G) consisting of an étale
groupoid G and a G-C*-algebra A, and whose morphisms are the isomorphism
classes of groupoid correspondences with C*-coefficients.
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The isomorphisms in this category recover the Morita equivalences of groupoid
C*-dynamical systems in [61].

Proposition 2.20. A correspondence (E,Ω): (A,G) → (B,H) is invertible if
and only if Ω is a Morita equivalence and for each ω ∈ Ω, the correspondence
Eω : Aρ(ω) → Bσ(ω) is a Morita equivalence. We call (E,Ω) a Morita equivalence.

Proof. If (E,Ω) is invertible then Ω is invertible and each Eω is invertible, thus they
are Morita equivalences. Conversely, if Ω is invertible and each Eω is invertible,
we may write Ω−1 and E∗

ω for the inverses. The space Ω−1 consists of formal
inverses ω−1 of elements of Ω, topologised so that ω 7→ ω−1 is a homeomorphism.
The actions H ↷ Ω−1 ↶ G are given by h · ω−1 = (ω · h−1)−1 and ω−1 · g =

(g−1 · ω)−1. Similarly, the correspondence Eω is isometrically isomorphic to E∗
ω,

with a mapping e 7→ e∗. The actions are given by b · e∗ = (e · b∗)∗ and e∗ · a =

(a∗ · e)∗, while the inner product goes through the identification Aρ(ω) ∼= K(Eω),
identifying ⟨e∗, f∗⟩ with Θe,f . As a result, we may form a correspondence bundle
(E∗,Ω−1) : (B,H) → (A,G), topologised using the topology on (E,Ω). There are
bundle maps (E ◦E∗,Ω ◦ Ω−1)→ (iG(A), G) and (E∗ ◦E,Ω−1 ◦ Ω)→ (iH(B), H)

from the compositions to the identity correspondences which are isomorphisms on
each fibre and respect the isomorphisms Ω ◦ Ω−1 ∼= G and Ω−1 ◦ Ω ∼= H. The
continuity of the bundle map E ◦ E∗ → s∗B follows from the continuity of the inner
product on E , and similarly for the bundle map E∗ ◦ E → s∗A. These bundle maps
are therefore isomorphisms. □

Proposition 2.21 (Functor sending equivariant correspondences to correspon-
dences of groupoids with C*-coefficients). The construction of the correspondence
with C*-coefficients (iG(E), G) from a G-equivariant correspondence E : A → B

from Example 2.12 is functorial. We obtain a functor iG : CorrG → GpdCorrC∗ .
Furthermore, if E is proper then iG(E) is proper.

Proof. We have already seen that iG : CorrG → GpdCorrC∗ maps identities to iden-
tities. To check that it respects composition, let E : A→ B and F : B → C be G-
equivariant correspondences. By Proposition 2.18, iG(F) ◦ iG(E) ∼= iG(E)⊗s∗B s

∗F
which is in turn isomorphic to s∗(E ⊗B F) = iG(E ⊗B F). It is straightforward to
check that this isomorphism iG(F) ◦ iG(E) ∼= iG(E ⊗B F) is compatible with the
left actions of A and G and the right actions of C and G.

If E : A → B is proper, then for each g ∈ G, Es(g) : Ar(g) → Bs(g) is proper, as
it is the composition of the proper correspondence Es(g) : As(g) → Bs(g) with the
∗-isomorphism Ar(g) → As(g) induced by g. The bundle map r∗A → iG(E) is
therefore given by the composition r∗A → s∗A → s∗E of continuous bundle maps,
and so (iG(E), G) is proper. The identity correspondence G : G → G is proper, so
iG(E) is a proper correspondence of groupoids with C*-coefficients. □
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2.3. The crossed product construction for correspondences. The crossed
product of a groupoid correspondence with C*-coefficients builds on Holkar’s orig-
inal construction of a C*-correspondence from a groupoid correspondence. This
construction is slightly cleaner in the setting of étale groupoids [3]. Muhly and
Williams considered C*-coefficients [61] in the setting of Morita equivalences, which
are exactly the invertible correspondences.

Let (E,Ω): (A,G) → (B,H) be a groupoid correspondence with C*-coefficients.
The aim is to construct a C*-correspondence Ω⋉E : G⋉A→ H⋉B. This is built
from the space Γc(Ω, E) of compactly supported continuous sections of E . Consider
the following structure on Γc(Ω, E).

• A Γc(H, s
∗B)-valued inner product on Γc(Ω, E). For ξ and η ∈ Γc(Ω, E), we

define ⟨ξ, η⟩ ∈ Γc(H, s
∗B) for h ∈ H by

(2.2) ⟨ξ, η⟩ : h 7→
∑

ω∈Ωr(h)

⟨ξ(ω) · h, η(ω · h)⟩ ∈ Bs(h).

• A right action Γc(Ω, E)↶Γc(H, s
∗B). For ξ ∈ Γc(Ω, E) and b ∈ Γc(H, s

∗B)
we define ξ · b ∈ Γc(Ω, E) for ω ∈ Ω by

(2.3) ξ · b : ω 7→
∑

h∈Hσ(ω)

(
ξ(ω · h) · h−1

)
· b(h−1) ∈ Eω.

• A left action Γc(G, s
∗A)↷ Γc(Ω, E). For ξ ∈ Γc(Ω, E) and a ∈ Γc(G, s

∗A)
we define a · ξ ∈ Γc(Ω, E) for ω ∈ Ω by

(2.4) a · ξ : ω 7→
∑

g∈Gρ(ω)

g−1 ·
(
a(g−1) · ξ(g · ω)

)
∈ Eω.

The elements ⟨ξ, η⟩, ξ·b and a·ξ are indeed compactly supported continuous sections
by applications of Lemma 1.75 to the local homeomorphisms πH : Ω ⋊ H → H,
r : Ω⋊H → Ω and s : G⋉ Ω→ Ω respectively.

Theorem 2.22 (The crossed product construction for a groupoid correspondence
with C*-coefficients). In the above setting, there is a C*-correspondence

Ω⋉ E : G⋉A→ H ⋉B

containing Γc(Ω, E) as a dense subspace whose operations restrict to the above for-
mulae.

We emphasise that for a groupoid correspondence Ω: G→ H without coefficients,
plugging the correspondence with trivial coefficients from Example 2.10 into the
above construction recovers the C*-correspondence

C∗(Ω): C∗(G)→ C∗(H)
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as introduced in [38] and explored in the étale setting in [3]. The section spaces
Γc(G, s

∗A), Γc(Ω, E) and Γc(H, s
∗B) become the spaces Cc(G), Cc(Ω) and Cc(H).

We will break the proof of Theorem 2.22 down into the construction of the Hilbert
module and the construction of the structure map. Note that the formulae (2.2)
and (2.3) depend only on the data of the right action (E ,Ω)↶ (B, H).

Proposition 2.23 (The crossed product Hilbert module). Let H be an étale
groupoid, let B be an H-C*-algebra, let Ω be a free, proper étale right H-space
and let E → Ω be a Ω ⋊ H-Hilbert σ∗B-bundle. Then there is a Hilbert H ⋉ B-
module Ω ⋉ E containing a dense copy of Γc(Ω, E) whose inner product and right
module structure extend (2.2) and (2.3).

Proof. The inner product Γc(Ω, E)× Γc(Ω, E)→ Γc(H, s
∗B) is clearly linear in the

second argument and the right action Γc(Ω, E) × Γc(H, s
∗B) → Γc(Ω, E) is clearly

bilinear. It is straightforward to verify that the right action respects composition,
that the inner product is conjugate symmetric and that the right action and inner
product are compatible:

(2.5)

ξ · (b ∗ c) = (ξ · b) · c for all ξ ∈ Γc(Ω, E) and b, c ∈ Γc(H, s
∗B)

⟨ξ, η⟩∗ = ⟨η, ξ⟩ for all ξ, η ∈ Γc(Ω, E)

⟨ξ, η · b⟩ = ⟨ξ, η⟩ ∗ b for all ξ, η ∈ Γc(Ω, E) and b ∈ Γc(H, s
∗B)

For each ξ ∈ Γc(Ω, E) and ω ∈ Ω, we have an inequality ⟨ξ, ξ⟩(σ(ω)) ≥ ⟨ξ(ω), ξ(ω)⟩,
so ⟨ξ, ξ⟩ = 0 implies that ξ = 0. The main missing ingredient is the positivity of
the inner product. To prove this, we follow the proof of [3, Lemma 7.9], adding
techniques from [61] to handle the C*-coefficients.

Let ξ ∈ Γc(Ω, E). We aim to show that ⟨ξ, ξ⟩ is a positive element of H ⋉B. There
are finitely many open bisections Ui ⊆ Ω and ξi ∈ Γc(Ui, E) with ∥ξi∥∞ ≤ ∥ξ∥∞
such that ξ =

∑n
i=1 ξi. As in the proof of [3, Lemma 7.9], we take φi ∈ Cc(q(Ui)) ⊆

Cc(Ω/H) such that
∑n
i=1|φi(z)|

2 = 1 for z ∈
⋃n
k=1 supp(q(ξk)). Consider the

Hilbert (σ∗B)Ω⋊H -module EΩ⋊H of H-equivariant sections in Γb(Ω, E) that vanish
at infinity with respect to Ω/H, whose operations are taken pointwise over Ω. For
each i, the inner product induces the supremum norm on Γc(Ui, E) and there is an
isometric linear map Φi : Γc(Ui, E)→ EΩ⋊H given by H-equivariant extension. The
image of Φi is the set of equivariant sections supported in Ui ·H which have compact
support when restricted to Ui, and Φ−1

i is just the restriction map. Applying [61,
Lemma 6.3], for any ϵ > 0 there are finitely many elements νj ∈ E

Ω⋊H such that
m∑
j=1

νj · ⟨νj ,Φk(ξk)⟩ ∼ϵ Φk(ξk)

for each 1 ≤ k ≤ n. We use x ∼ϵ y to mean that d(x, y) < ϵ. We then define

ηi,j := Φ−1
i (φi · νj) ∈ Γc(Ui, E),
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which maps u ∈ Ui to φi([u]H)νj(u). We claim that ⟨ξ, ξ⟩ is approximated by the
positive operator

∑n
i=1

∑m
j=1⟨ηi,j , ξ⟩

∗⟨ηi,j , ξ⟩. Unfolding the definition of the inner
product and action shows that ηi,j · ⟨ηi,j , ξk⟩ ∈ Γc(Ω, E) is non-zero only on ω ∈ Uk
for which there is a (necessarily unique) h ∈ Hσ(ω) such that ω ·h ∈ Ui, and in this
case

ηi,j ·
〈
ηi,j , ξk

〉
(ω) = (ηi,j(ω · h) · h−1) ·

〈
ηi,j(ω · h) · h−1, ξk(ω)

〉
= (φi([ω]H)νj(ω)) ·

〈
φi([ω]H)νj(ω), ξk(ω)

〉
= (φi · νj) ·

〈
φi · νj ,Φk(ξk)

〉
(ω).

It follows that Φk
(
ηi,j ·

〈
ηi,j , ξk

〉)
= (φi · νj) ·

〈
φi · νj ,Φk(ξk)

〉
. Summing over i

and j,
n∑
i=1

m∑
j=1

Φk
(
ηi,j · ⟨ηi,j , ξk⟩

)
=

n∑
i=1

m∑
j=1

(φi · νj) ·
〈
φi · νj ,Φk(ξk)

〉
=

m∑
j=1

νj · ⟨νj ,Φk(ξk)⟩

∼ϵ Φk(ξk),

and as Φk is isometric we get
∑n
i=1

∑m
j=1 ηi,j ·⟨ηi,j , ξk⟩ ∼ϵ ξk. For ei ∈ Γc(Ui, E) and

ej ∈ Γc(Uj , E), the inner product ⟨ei, ej⟩ ∈ Γc(H, s
∗B) is supported on a bisection

and ∥⟨ei, ej⟩∥ ≤ ∥ei∥∥ej∥. We may calculate

⟨ξ, ξ⟩ =
n∑
k=1

n∑
l=1

⟨ξk, ξl⟩

∼
n
2∥ξ∥∞ϵ

n∑
k=1

n∑
l=1

〈
ξk,

n∑
i=1

m∑
j=1

ηi,j · ⟨ηi,j , ξl⟩
〉

=

n∑
i=1

m∑
j=1

⟨ηi,j , ξ⟩
∗⟨ηi,j , ξ⟩.

Sending ϵ to 0, we conclude that ⟨ξ, ξ⟩ ≥ 0.

We may now complete Γc(Ω, E) under the norm ∥ξ∥ = ∥⟨ξ, ξ⟩∥
1
2 to obtain Ω ⋉ E,

which comes with an inner product valued in H ⋉B. For each b ∈ Γc(H, s
∗B) and

ξ ∈ Γc(Ω, E), the inequality ∥ξ · b∥ ≤ ∥ξ∥∥b∥ follows from (2.5) and positivity of
⟨ξ, ξ⟩. We can therefore extend the action of each b ∈ Γc(H, s

∗B) to a bounded
operator on Ω ⋉ E. By the same inequality, this extends to all of H ⋉ B, so we
obtain a continuous bilinear map Ω ⋉ E × H ⋉ B → Ω ⋉ E. Each condition for
being a Hilbert module extends by continuity from the dense subspaces, so the right
action and inner product define a H ⋉B-Hilbert module structure on Ω⋉ E. □

Proposition 2.24. Let (E,Ω): (A,G)→ (B,H) be a groupoid correspondence with
C*-coefficients. Then the left action of Γc(G, s

∗A) on Γc(Ω, E) described by formula
(2.4) extends to a non-degenerate action G⋉A↷E ⋉ Ω by adjointable operators.
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Proof. It is straightforward to verify that Γc(G, s
∗A) acts by adjointable operators

on Γc(Ω, E) via (2.4) in the following sense.

(2.6)
⟨a · ξ, η⟩ = ⟨ξ, a∗ · η⟩ for all ξ, η ∈ Γc(Ω, E) and a ∈ Γc(G, s

∗A)

a · (b · ξ) = (a ∗ b) · ξ for all a, b ∈ Γc(G, s
∗A) and ξ ∈ Γc(Ω, E)

Extending this to a non-degenerate ∗-homomorphism G ⋉ A → L(Ω ⋉ E) is a
direct application of Lemma 1.83, with D = H ⋉ B, F = Ω ⋉ E, F0 = Γc(Ω, E)
and L : Γc(G, s

∗A)× F0 → F given by the left action Γc(G, s
∗A)↷ Γc(Ω, E). The

condition that L respects the ∗-algebra structure follows from (2.6), and the proof
that the image of L has dense span follows from fibre-wise non-degeneracy of A↷E :
Let U ⊆ Ω be an open bisection, let ξ ∈ Γc(U, E) and let ϵ > 0. For each u ∈ U there
is some au ∈ Γc(G

0,A) such that (au)ρ(u) · ξ(u) ∼ϵ ξ(u). This relation holds on an
open neighbourhood of u, and by compactness of supp ξ we obtain an open cover
U1, . . . , Un of supp ξ with elements ai ∈ Γc(G

0,A) satisfying (ai)ρ(u) · ξ(u) ∼ϵ ξ(u)
for u ∈ Ui. Let φi ∈ Cc(Ui) be such that

∑n
i=1 φi = 1 on supp ξ. Then ξ is ϵ-close

to
∑n
i=1 ai ·(φiξi) =

∑n
i=1 L(ai, φiξi). Such ξ span Γc(Ω, E) which is dense in Ω⋉E,

so the image of L has dense span. □

Proposition 2.25. If (E,Ω): (A,G) → (B,H) is a proper correspondence, then
Ω⋉ E is a proper C*-correspondence from G⋉A to H ⋉B.

Proof. As A is embedded non-degenerately in G ⋉ A, it is enough to see that A
acts by compact operators. We first reduce to the special case where (A,G) =

(K(EΩ⋊H),Ω/H) as in Example 2.15. For a ∈ A and η ∈ K(EΩ⋊H) ⊆ Γb(Ω,K(E))
and ξ ∈ Γc(Ω, E), the left actions are given by

a · ξ : ω 7→ aρ(ω) · ξ(ω)

η · ξ : ω 7→ η(ω) · ξ(ω).

Through composition with the continuous map of bundles ρ∗A → K(E), there is a
∗-homomorphism φ : A→ Γb(Ω,K(E)) such that for each ω ∈ Ω, a ∈ A and e ∈ Eω,
we have φ(a)(ω) · e = aρ(ω) · e. By the properness of Ω: G→ H, the operator φ(a)
vanishes at infinity with respect to Ω/H. By Proposition 1.87, this means that
φ(a) ∈ K(EΩ⋊H). By design, for each ξ ∈ Γc(Ω, E) we have a · ξ = φ(a) · ξ, so it
suffices to show that K(EΩ⋊H) acts by compact operators.

Let U ⊆ Ω be an open bisection and consider the inclusion Φ: Γc(U, E) → EΩ⋊H

given by H-equivariant extension. For each ξ1, ξ2 ∈ Γc(U, E), the compact oper-
ator ΘΦ(ξ1),Φ(ξ2)

acts on Ω ⋉ E as the compact operator Θξ1,ξ2 . Such operators
ΘΦ(ξ1),Φ(ξ2)

generate q(U)K(EΩ⋊H), which over all open bisections U ⊆ Ω generate
K(EΩ⋊H). We can conclude that K(EΩ⋊H), and hence G ⋉ A, acts by compact
operators.

□
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Proposition 2.26 (Compatibility of composition and crossed product). Given
composable groupoid correspondences with C*-coefficients

(A,G) (B,H) (C,K)E

Ω

F

Λ

the crossed product is compatible with composition in that the following diagram
commutes up to canonical isomorphism.

G⋉A K ⋉ C

H ⋉B

Ω⋉E

(Λ◦Ω)⋉(F◦E)

Λ⋉F

This means that the crossed product gives us a functor ⋉ : GpdCorrC∗ → Corr.

Proof. First we prove that the Hilbert K ⋉C-modules are isomorphic, by defining
the following map.

Ω⋉ E ⊗H⋉B Λ⋉ F → (Λ ◦ Ω)⋉ (F ◦ E)

u : Γc(Ω, E)× Γc(Λ,F)→ Γc(Λ ◦ Ω,F ◦ E)

(e, f) 7→ u(e, f)

[ω, λ]H 7→
∑

h∈Hσ(ω)

[
e(ω · h) · h−1 ⊗ h · f(h−1 · λ)

]
H

The elements u(e, f) are compactly supported and continuous because they are for
e and f supported on open bisections U ⊆ Ω and V ⊆ Λ. The image of u has dense
span, which we check by again considering U and V . The sets V ◦U cover Λ◦Ω, so
it’s enough to check that u(Γc(U, E)×Γc(V,F)) has dense span in Γc(V ◦U,F ◦E).
We note that on V ◦ U , the norm is the sup-norm, so we may apply Proposition
1.48 to check for dense span in Γ0(V ◦U,F ◦E). By design we can observe pointwise
dense span, and closure under the action of C0(V ◦ U) is straightforward to show
because the element of C0(V ◦U) can be absorbed into the element of Γc(V,F) via
the isomorphism V ◦ U ∼= V . Finally, u preserves the inner products, so it extends
to a unitary isomorphism ũ : Ω⋉E⊗H⋉B Λ⋉F → (Λ ◦Ω)⋉ (F ◦E). The bilinear
map u interwines the left actions of Γc(G, s

∗A) on Γc(Ω, E) and Γc(Λ ◦ Ω,F ◦ E).
Therefore ũ intertwines the left actions of G⋉A, and so we get an isomorphism of
C*-correspondences. □

2.4. The evaluation natural transformation. Let Ω: G → H be a groupoid
correspondence. For each H-C*-algebra B, the evaluation correspondence ΘΩ,B

from Example 2.13 is a correspondence of groupoids with C*-coefficients from
(IndΩB,G) to (B,H) over Ω. We care about the evaluation correspondence be-
cause we can take its crossed product to get back to the more familiar land of
C*-correspondences. For each H-algebra B we obtain the crossed product

(2.7) Ω⋉ΘΩ,B : G⋉ IndΩB → H ⋉B.
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This is proper because it is isomorphic to the crossed product of the proper corre-
spondence ΘΩ,B : (IndΩB,G⋉Ω/H)→ (B,H). We can then take the K-theory to
get a map K∗(G⋉ IndΩB)→ K∗(H ⋉ B). In order to do computations with this
map in K-theory, it will help to see the correspondence Ω⋉ΘΩ,B at the local level
with respect to Ω.

Lemma 2.27 (Local picture of the evaluation correspondence). Let Ω: G→ H be a
correspondence of groupoids and let B be an H-C*-algebra. For every open bisection
U ⊆ Ω, the following diagram commutes in the (proper) correspondence category.
The horizontal maps are induced by the respective inclusions of C*-algebras.

IndU·H B G⋉ IndΩB

σ(U)B H ⋉B

Corr(evU ) Ω⋉ΘΩ,B

Proof. The Hilbert H ⋉ B-module for the composition is Γc(UH, σ
∗B) ⊆ Ω ⋉

ΘΩ,B . The composition is (σ(U)B)H ⋉B = Γc(H
σ(U), s∗B). The homeomor-

phism UH ∼= Hσ(U) induces a unitary equivalence of these correspondences. □

Describing the crossed product is also easier when we start with an H-space Y . In
this setting we can view the crossed product of the evaluation correspondence as
the C*-correspondence induced by a groupoid correspondence.

Proposition 2.28 (The crossed product of the evaluation correspondence for a
commutative C*-algebra). Let Ω: G→ H be an étale correspondence and let Y be
an H-space. Then the crossed product

Ω⋉ΘΩ,C0(Y ) : G⋉ IndΩ C0(Y )→ H ⋉ C0(Y )

of the evaluation correspondence is induced by the groupoid correspondence

G⋉ Ω×H Y ↷ Ω×
H

0 Y ↶H ⋉ Y.

The anchor maps are defined by ρ(ω, y) = [ω, y]H and σ(ω, y) = y, with actions
given by (g, [ω, y]H) · (ω, y) = (g · ω, y) and (ω, h · y) · (h, y) = (ω · h, y).

Proof. We first note that we can describe both C*-algebras as the appropriate
groupoid C*-algebras. We have H ⋉ C0(Y ) = C∗(H ⋉ Y ) and IndΩ C0(Y ) =

C0(Ω×H Y ) so that G⋉ IndΩ C0(Y ) = C∗(G⋉ Ω×H Y ).

Let B → H0 be the C*-bundle associated to C0(Y ), whose fibre at z ∈ H0 is
C0(Yz). We wish to relate Cc(Ω×H0 Y ) with Γc(Ω, σ

∗B). Consider the inclusion

Cc(Ω×H0 Y ) ↪→ Γc(Ω, σ
∗B)

ξ 7→ (ω 7→ (y 7→ ξ(ω, y))).
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The similar inclusion Cc(H ⋉ Y ) ↪→ Γc(H, s
∗B) completes to the identification

C∗(H ⋉Y ) = H ⋉C0(Y ). Under this identification the inner products and module
actions agree on Cc(Ω ×H0 Y ). To see that the image of Cc(Ω ×H0 Y ) is dense
in Γc(Ω, σ

∗B), pick an open bisection U ⊆ Ω, and note that Cc(U ×H0 Y ) ↪→
Γc(U, σ

∗B) is isomorphic to the dense inclusion Cc(Yσ(U)) ↪→ C0(Yσ(U)). We obtain
an isomorphism of Hilbert modules C∗(Ω×

H
0Y ) ∼= Ω⋉ΘΩ,C0(Y ). The identification

C∗(G⋉ Ω×H Y ) = G⋉ IndΩ C0(Y ) is obtained from the dense inclusion

Cc(G⋉ Ω×H Y ) ↪→ Γc(G, s
∗ IndΩ B)

a 7→ (g 7→ (ω 7→ (y 7→ a(g, [ω, y]H)))).

For each a ∈ Cc(G ⋉ Ω ×H Y ) and ξ ∈ Cc(Ω ×H0 Y ), we may perform the left
action a · ξ with the correspondence structure on C∗(Ω ×

H
0 Y ) or the structure

on Ω ⋉ ΘΩ,C0(Y ). It is straightforward to check that these agree, giving the same
element of Γc(Ω, σ

∗B). □

We are now equipped with the language to talk about the naturality of the evalua-
tion correspondence ΘΩ,B in B. The algebra B sits in the H-equivariant correspon-
dence category CorrH , and ΘΩ,B is a correspondence in GpdCorrC∗ from iG(IndΩB)

to iH(B). Altogether, the assignment ΘΩ : B 7→ ΘΩ,B is a natural transformation
from iG ◦ IndΩ : CorrH → GpdCorrC∗ to iH : CorrH → GpdCorrC∗ .

ΘΩ : iG ◦ IndΩ ⇒ iH : CorrH ⇒ GpdCorrC∗ .

We call ΘΩ the evaluation natural transformation, and it is indeed natural:

Proposition 2.29 (Evaluation natural transformation). Let Ω: G → H be a
groupoid correspondence. The assignment ΘΩ : B 7→ ΘΩ,B is a natural transfor-
mation iG ◦ IndΩ ⇒ iH : CorrH ⇒ GpdCorrC∗ .

Proof. Suppose we have an H-equivariant correspondence (E,φ) : B → C, and
consider the following diagram.

(IndΩB,G) (IndΩ C,G)

(B,H) (C,H)

ΘΩ,BΩ

iG(IndΩ E)

G

ΘΩ,CΩ

iH(E)

H

Both compositions in this diagram involve an equivariant correspondence, so we
can use Proposition 2.18 to describe the underlying C0(Ω)-correspondences from
ρ∗ IndΩB to σ∗C. For the composition, we have ρ∗ IndΩE ⊗ρ∗ IndΩ C

σ∗C, and
for the composition we have σ∗B ⊗σ∗

B σ∗E. These are both isomorphic to
the correspondence (σ∗E, (σ∗φ) ◦ ev). The isomorphism σ∗B ⊗σ∗

B σ∗E ∼= σ∗E

is given by b ⊗ e 7→ b · e, which intertwines the actions of G and H because the
G-action only switches the fibre and H acts diagonally on the tensor product. The
isomorphism ρ∗ IndΩE ⊗ρ∗ IndΩ C

σ∗C ∼= σ∗E is given by η ⊗ c 7→ ev(η) · c, which
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intertwines the actions of G because given ω ∈ Ω, η ∈ (IndΩE)ρ(ω), c ∈ Cσ(ω)

and g ∈ Gρ(ω), we have g · ((ω, η) ⊗ (ω, c)) = (g · ω, (g · η) ⊗ c), which maps to
(g · ω, η(ω) · c) = g · (ω, η(ω) · c). It is H-equivariant because given h ∈ Hσ(ω),
we have ((ω, η) ⊗ (ω, c)) · h = (ω · h, η) ⊗ (ω · h, h−1 · c) and (h−1 · (η(ω) · c) =

(h−1 · η(ω)) · (h−1 · c) = η(ω · h) · (h−1 · c). The induced isomorphism

ρ∗ IndΩE ⊗ρ∗ IndΩ C
σ∗C ∼= σ∗B ⊗σ∗

B σ
∗E

of C0(Ω)-correspondences therefore intertwines the actions of G and H, giving us
an isomorphism of correspondences (IndΩB,G)→ (C,H) over Ω. □

Proposition 2.30 (Compatibility of the evaluation natural transformation with
composition). Let G↷ Ω↶H and H ↷ Λ↶K be groupoid correspondences, and
let C be a K-C*-algebra. Let φC : IndΩ IndΛ C → IndΛ◦Ω C be the G-equivariant
∗-isomorphism from Proposition 2.7. Then the following diagram in GpdCorrC∗

commutes.

(2.8)
(IndΩ IndΛ C,G) (IndΛ C,H)

(IndΛ◦Ω C,G) (C,K)

ΘΩ,IndΛ C

Ω

iG(CorrG(φC)) G ΘΛ,C Λ

ΘΛ◦Ω,C

Λ◦Ω

Proof. Let X, Y and Z be the unit spaces of G, H and K respectively. Let the
following commuting diagram describe the range and source maps of the three
groupoid correspondences Ω, Λ and Λ ◦ Ω, as well as projection maps from the
space Ω×Y Λ.

Ω Y Λ

X Ω×Y Λ Z

Λ ◦ Ω

ρΩ

σΩ ρΛ

σΛ

πΩ
πY

πΛ

πZπX

q σρ

By Proposition 2.18, the bundle for the composition in (2.8) is given by σ∗C → Λ◦
Ω, with the left action of IndΩ IndΛ C induced by φC and the evaluation correspon-
dence ΘΛ◦Ω,C . Therefore the action IndΩ IndΛ C↷ σ∗C is given by (ρ([ω, λ]H), ξ) ·
([ω, λ]H , c) = ([ω, λ]H , ξ(ω)(λ)c). The actions of G and K are clear.

The composition in (2.8) is given by the bundle ΘΛ,C ◦ ΘΩ,IndΛ C . For (ω, λ) ∈
Ω ×Y Λ, the fibre at [ω, λ]H is isomorphic to (IndΛ C)ρΛ(λ) ⊗(IndΛ C)ρΛ(λ)

CσΛ(λ),
which is isomorphic to Cσ([ω,λ]H) via ξ ⊗ c 7→ ξ(λ)c. The continuity of this fibre-
wise isomorphic map of Banach bundles ΘΛ,C ◦ ΘΩ,IndΛ C → σ∗C follows from the
continuity of the following H-invariant bilinear map.

σ∗
Ω IndΛ C ×Y σ

∗
ΛC → σ∗C

((ω, ξ), (λ, c)) 7→ ([ω, λ]H , ξ(λ)c)
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It is straightforward to verify that the actions of each of IndΩ IndΛ C, G andK are all
compatible with this isomorphism, so we obtain an isomorphism of correspondences
in GpdCorrC∗ . □

Proposition 2.31 (The natural transformation of an identity correspondence). Let
G be an étale groupoid and consider the identity correspondence G↷G↶G. Then
the correspondence ΘG,A : (IndGA,G) → (A,G) is isomorphic to iG(CorrG(ψA)),
where ψA : IndGA ∼= A is the G-equivariant ∗-isomorphism from Proposition 2.8.

Proof. The underlying Banach bundle for both of these correspondences is s∗A.
All the actions agree, so these are the same groupoid correspondences with C*-
coefficients. □

In the case without coefficients, i.e. when we have a correspondence Ω: G → H

and B = C0(H
0), the proper correspondence Ω ⋉ ΘΩ,B is from G ⋉ IndΩB =

C∗(G ⋉ Ω/H) to C∗(H). We can view this as a factor of the correspondence
C∗(Ω): C∗(G)→ C∗(H), as there is a G-equivariant correspondence ∆: C0(G

0)→
C0(Ω/H) induced by ρ : Ω/H → G0 such that C∗(Ω) ∼= G⋉∆⊗C∗

(G⋉Ω/H)Ω⋉ΘΩ,B .
It turns out that we can do this more generally for a correspondence with C*-
coefficients. We phrase this as a universal property.

Proposition 2.32 (Universal property of induction). Suppose we have a groupoid
correspondence Ω: G → H and an H-C*-algebra B. Then the evaluation corre-
spondence (ΘΩ,B ,Ω): (IndΩB,G)→ (B,H) has the following universal property.

For any correspondence of groupoids with C*-coefficients E : (A,G)→ (B,H) over
Ω, there is a G-equivariant correspondence ∆(E) : A → IndΩB, unique up to G-
equivariant unitary equivalence, such that ΘΩ,B ◦ iG(∆(E)) ∼= E.

(A,G) (B,H)

(IndΩB,G)

E

Ω
iG(∆(E))

G

ΘΩ,B

Ω

Furthermore, if (E,Ω): (A,G)→ (B,H) is a proper correspondence, then ∆(E) is
a proper G-equivariant correspondence.

Proof. Recall that E carries the structure of a Ω ⋊H-equivariant correspondence
from ρ∗A to σ∗B. Furthermore, the actions G↷Ω↶Ω⋊H define the structure of
a groupoid correspondence from G to Ω⋊H which we will denote Ω̃ : G→ Ω⋊H to
distinguish it from the correspondence Ω: G → H. The G-C*-algebras IndΩ̃ σ

∗B

and IndΩB are canonically isomorphic as they are both given concretely by the
subalgebra of H-equivariant sections in Γb(Ω, σ

∗B) that vanish at infinity with
respect to Ω/H. Through this canonical isomorphism we may view IndΩ̃E as a
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G-Hilbert IndΩB-module. The left action A ×
G

0 E → E of A on E induces a left
action of A on IndΩ̃E by pointwise operations:

A× IndΩ̃E → IndΩ̃E

Γ0(G
0,A)× Γb(Ω, E)→ Γb(Ω, E)

(a, e) 7→ a · e

ω 7→ aρ(ω) · eω

This is well-defined and G-equivariant, and we obtain a G-equivariant correspon-
dence ∆(E) : A→ IndΩB. If (E,Ω) is proper, each element of A acts as an element
of IndΩ̃(K(E)) ∼= K(∆(E)), so ∆(E) is proper.

To check that ΘΩ,B ◦ iG(∆(E)) ∼= E, we first note that as we are composing with
a G-equivariant correspondence, Proposition 2.18 tells us that

ΘΩ,B ◦ iG(∆(E)) ∼= ρ∗∆(E)⊗ρ∗ IndΩ B
ΘΩ,B .

We can now construct the following map of σ∗B-modules.

V : ρ∗∆(E)⊗ρ∗ IndΩ B
ΘΩ,B → E

ρ∗ IndΩ̃E × σ
∗B → Γ0(Ω, E)

(η, b) 7→ V (η ⊗ b)

ω 7→ evω(ηω) · bω

By Lemma 2.5, ω 7→ evω(ηω) is continuous and for each ω ∈ Ω, {evω(ηω) · bω : η ∈
ρ∗∆(E), b ∈ σ∗B} is dense in Eω. The map V preserves the inner product on linear
combinations of simple tensors and so is in particular well-defined. Combining these
facts, V is an isomorphism of Hilbert σ∗B-modules. Verifying that the bundle map
associated to V intertwines the actions of A, G and H on E and ΘΩ,B ◦ iG(∆(E))
is straightforward as it may be checked on simple tensors in each fibre of ΘΩ,B ◦
iG(∆(E)) → Ω. The map V is therefore an isomorphism of correspondences from
(A,G) to (B,H) over Ω.

For uniqueness, suppose we have a G-equivariant correspondence F : A → IndΩB

with composition ΘΩ,B ◦ iG(F ) ∼= E. We will demonstrate that F ∼= ∆(ΘΩ,B ◦
iG(F )), and therefore F ∼= ∆(E). Consider the following densely defined map on
F .

U : F · IndΩB → ∆(ΘΩ,B ◦ iG(F ))

F × IndΩB → Γb(Ω, ρ
∗F ⊗ρ∗ IndΩ B σ

∗B)

(f, η) 7→ ρ∗f ⊗ η

Recall from Remark 1.91 that ρ∗f ⊗ η is the continuous section ω 7→ fρ(ω) ⊗ η(ω).
The map U preserves the inner product, and is therefore well-defined on F · IndΩB
and extends to all of F . To check the density of the image of U in the Hilbert
IndΩB-module ∆(ΘΩ,B ◦ iG(F )), we view IndΩB as a C0(Ω/H)-algebra. The set
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{ρ∗f ⊗ η | f ∈ F, η ∈ IndΩB} is closed under the action of C0(Ω/H) and for
each ω ∈ Ω its evaluation {fρ(ω) ⊗ η(ω) | f ∈ F, η ∈ IndΩB} has dense span in
Fρ(ω) ⊗(IndΩ B)ρ(ω)

Bσ(ω). By Proposition 1.48, the image of U is dense. Therefore
U : F → ∆(ΘΩ,B ◦ iG(F )) is a unitary isomorphism of Hilbert IndΩB-modules. It
is furthermore G-equivariant so that F ∼= ∆(ΘΩ,B ◦ iG(F )), and we conclude that
F ∼= ∆(E). □

Proposition 2.33 (Compatibility of the universal property of induction with com-
position). Let (E,Ω): (A,G)→ (B,H) and (F,Λ): (B,H)→ (C,K) be correspon-
dences of groupoid with C*-coefficients. Consider the G-equivariant ∗-isomorphism
φC : IndΩ IndΛ C ∼= IndΛ◦Ω C from Proposition 2.7. Then there is an isomorphism
of G-equivariant correspondences from A to IndΛ◦Ω C:

∆(E)⊗IndΩ B
IndΩ ∆(F )⊗IndΩ IndΛ C

CorrG(φC) ∼= ∆(F ◦ E).

Proof. We could check this directly, but we can instead get it “for free” from our
previous results. Consider the following diagram in GpdCorrC∗ . Our aim is to
show that the square of G-equivariant correspondences that maps via iG to 6
commutes.

(A,G) (B,H) (C,K)

(IndΩB,G) (IndΛ C,H)

(IndΩ IndΛ C,G)

(IndΛ◦Ω C,G)

1

2 3

4

G iG(CorrG(φC))

Ω

E

Λ

F

G

iG(∆(E))

Ω

ΘΩ,B

G

iG(IndΩ ∆(F ))

Ω

ΘΩ,IndΛ C

H

iG(∆(F ))

Λ

ΘΛ,C

G

iG(∆(F◦E))

6

Λ◦Ω

ΘΛ◦Ω,C

5

Λ◦Ω
F◦E

The triangle 1 commutes by definition. The triangles 2 and 3 commute by
the universal properties of IndΩ and IndΛ respectively (Proposition 2.32). The
square 4 commutes by naturality of ΘΩ (Proposition 2.29). The square 5 com-
mutes by the compatibility of the evaluation natural transformations with com-
position (Proposition 2.30). Putting this all together, we see that ∆(E) ⊗IndΩ B

IndΩ ∆(F ) ⊗IndΩ IndΛ C
CorrG(φC) satisfies the universal property for IndΛ◦Ω, and

so by uniqueness (Proposition 2.32), we may conclude that

∆(E)⊗IndΩ B
IndΩ ∆(F )⊗IndΩ IndΛ C

CorrG(φC) ∼= ∆(F ◦ E).
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□
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3. Induction in groupoid equivariant KK-theory

We start this section with a brief summary of groupoid equivariant KK-theory.
This was developed by Le Gall in [46], with further accounts in [8,70]. Many of the
difficulties of Kasparov’s theory are present even without groupoids, and we point
to the standard reference [6] for a treatment of non-equivariant KK-theory.

3.1. Groupoid equivariant KK-theory. Kasparov’s equivariant bivariant K-
theory, also known as KK-theory, assigns to each pair (A,B) of G-C*-algebras an
abelian group KKG(A,B) of homotopy classes of Kasparov cycles. KK-theory has
been a key tool in studying the K-theory of C*-algebras, which may be recovered
from Kasparov’s theory with KK(C, A) ∼= K0(A) and KK(C, SA) ∼= K1(A). Kas-
parov introduced the theory for G a locally compact group [40], but for us G is an
étale groupoid.

The key feature of equivariant KK-theory is the Kasparov product, which allows
us to compose a class in KKG(A,B) with a class in KKG(B,C) to get a class
in KKG(A,C). This allows us to view elements of KKG(A,B) as “generalised
G-equivariant morphisms” from A to B in a category KKG which we call the G-
equivariant Kasparov category. The construction of the Kasparov product is highly
technical and comes at the price of assuming that certain algebras are separable,
so we require that G-C*-algebras in KKG be separable. We therefore also restrict
attention to second countable étale groupoids G so that C0(G

0) and C∗(G) are
separable C*-algebras.

Standing assumption. When doing KK-theory we work only with second count-
able étale groupoids and separable C*-algebras, aside from algebras of adjointable
operators and multiplier algebras. We consider only countably generated Hilbert
modules, which therefore have separable algebras of compact operators.

Many accounts of KK-theory involve graded C*-algebras. However, as remarked by
Meyer and Nest in [58], the Kasparov category of graded C*-algebras does not form
a triangulated category, so we work instead with ungraded C*-algebras. However,
we will still need to work with graded Hilbert modules and correspondences.

Definition 3.1 (Graded Hilbert module). Let B be a C*-algebra. A graded Hilbert
B-module is a Hilbert B-module E with distinguished Hilbert submodules E+ and
E− such that E = E+ ⊕ E−. We say that elements of E+ have degree 0 and
elements of E− have degree 1, and we refer to these collectively as homogeneous
elements. An adjointable operator T ∈ L(E,F ) between graded Hilbert B-modules
E and F is said to be of degree 0 if TE+ ⊆ F+ and TE− ⊆ F−, and it is said to
be of degree 1 if TE+ ⊆ F− and TE− ⊆ F+. Each adjointable operator T can be
written uniquely as the sum T+ + T− of a degree 0 operator T+ and a degree 1

operator T−.
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Definition 3.2 (Graded correspondence). Let A and B be C*-algebras. A graded
C*-correspondence from A to B is a C*-correspondence E : A→ B with a grading
on E such that the left action of A respects the grading on E in that A ·E+ ⊆ E+

and A · E− ⊆ E−.

Suppose we have a graded Hilbert B-module E and an étale groupoid G with unit
space X. If B is a C0(X)-algebra, then the fibres over X of E automatically respect
the grading. If B is a G-C*-algebra, then for E to be a graded G-Hilbert B-module
we ask additionally that the action of G respects the grading. This means that for
each g ∈ G and e ∈ E+

s(g), we have g · e ∈ E+
r(g), and similarly for E−.

The basic objects of study in KK-theory are Kasparov cycles, which are used to
build the morphisms in the equivariant Kasparov category KKG.

Definition 3.3 (Equivariant Kasparov cycle). Let G be an étale groupoid and let
A and B be G-C*-algebras. A G-equivariant Kasparov A-B cycle is a pair (E, T )

where E : A→ B is a graded G-equivariant correspondence with structure map φ,
and T ∈ L(E) is an adjointable operator of degree 1 which is:

• almost self-adjoint meaning that φ(a)(T − T ∗) ∈ K(E) for each a ∈ A,

• almost unitary meaning that φ(a)(T ∗T − 1) ∈ K(E) for each a ∈ A,

• almost commuting with φ meaning that [T, φ(a)] ∈ K(E) for each a ∈ A,

• almost invariant meaning that φs(g)(a)(g
−1 · Tr(g) − Ts(g)) ∈ K(Es(g)) for

each g ∈ G and a ∈ As(g), and this defines a continuous map s∗A → s∗K(E).

We call such operators Fredholm operators. When G, A and B are understood, we
may simply call (E, T ) a Kasparov cycle. We say that Kasparov cycles (E1, T1)

and (E2, T2) are unitarily equivalent, written (E1, T1) ∼u (E2, T2), if there is a G-
equivariant unitary operator U ∈ L(E1, E2) of degree 0 intertwining the actions
of A and the Fredholm operators Ti. We write EG(A,B) for the set of unitary
equivalence classes of G-equivariant Kasparov A-B cycles. We frequently abuse
notation and write (E, T ) ∈ EG(A,G), implicitly identifying unitarily equivalent
Kasparov cycles.

We may take E = 0 and T = 0 to get the trivial Kasparov cycle (0, 0). Given a
graded G-equivariant correspondence E : A → B, then (E, 0) is a Kasparov cycle
if and only if E is a proper correspondence. As a special case, every G-equivariant
∗-homomorphism φ : A → B gives rise to a Kasparov cycle EG(φ) ∈ EG(A,B). In
particular, for each G-C*-algebra A, there is an identity cycle (A, 0). The direct
sum (E1 ⊕ E2, T1 ⊕ T2) of Kasparov cycles is again a Kasparov cycle.

Definition 3.4 (Functoriality of Kasparov cycles for ∗-homomorphisms). Let A,
B and C be G-C*-algebras, let (E, T ) be a G-equivariant Kasparov A-B cycle
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and let φ : B → C be a non-degenerate G-equivariant ∗-homomorphism. Then
φ∗(E, T ) := (E ⊗B C, T ⊗ 1) is a G-equivariant Kasparov A-C cycle.

We use this to define a notion of homotopy for Kasparov cycles. Given a G-C*-
algebra B, we may consider the G-C*-algebra C([0, 1], B) which comes with an
evaluation map evt : C([0, 1], B) → B for each t ∈ [0, 1] which is a non-degenerate
G-equivariant ∗-homomorphism.

Definition 3.5 (Homotopy of Kasparov cycles). We say that two G-equivariant
Kasparov A-B cycles (E1, T1) and (E2, T2) are homotopic, written (E1, T1) ∼h
(E2, T2), if there is a G-equivariant Kasparov A-C([0, 1], B) cycle (E, T ) such that
ev0∗(E, T ) ∼u (E1, T1) and ev0∗(E, T ) ∼u (E2, T2).

Homotopy is an equivalence relation on Kasparov cycles, and we write [E, T ] for the
class of a Kasparov cycle (E, T ). We define the Kasparov group KKG(A,B) to be
the set of homotopy classes of G-equivariant Kasparov A-B cycles. It is clear that
homotopy of Kasparov cycles is compatible with direct sums of Kasparov cycles, so
the direct sum [E1, T1]⊕ [E2, T2] = [E1⊕E2, T1⊕T2] is a well-defined commutative
binary operation on KKG(A,B). In fact, this is an abelian group. The inverse of
[E, T ] is given by [Eop,−T ], where Eop is the Hilbert module E with the opposite
grading.

We will not often construct homotopies of Kasparov cycles directly, as there are
more straightforward notions which often suffice. A homotopy may be thought
of as a continuous path of Kasparov cycles, whereas in an operator homotopy,
see [6, Definition 17.2.2], the correspondence is instead fixed and only the Fredholm
operator may vary. An important source of homotopies is from so-called compact
perturbations. As in the non-equivariant setting [6, Corollary 17.2.6], the straight
line segment between compact perturbations defines an operator homotopy and so
a homotopy.

Proposition 3.6 (Compact perturbations are homotopic). Let (E,φ) : A→ B be a
graded G-equivariant correspondence and suppose that T0, T1 ∈ L(E) are Fredholm
operators. Suppose that T0 and T1 are compact perturbations in the sense that for
each a ∈ A, we have φ(a)(T0 − T1) ∈ K(E) and (T0 − T1)φ(a) ∈ K(E). Then
(E, T0) ∼h (E, T1).

The key technical feature of KK-theory is the Kasparov product, which serves as
the composition in the equivariant Kasparov category KKG. The construction of
this product is involved and requires technical assumptions on the C*-algebras.
However, it is possible to treat this construction as a black box, and instead recog-
nise when a Kasparov cycle is the Kasparov product of two other Kasparov cycles.
We know how to compose correspondences, so the difficulty lies in the Kasparov
product of the Fredholm operators.



K-THEORY FOR ÉTALE GROUPOID C*-ALGEBRAS 83

Definition 3.7 (Kasparov product). Let (E1, T1) ∈ EG(A,B) and (E2, T2) ∈
EG(B,C) and (E, T ) ∈ EG(A,C) be Kasparov cycles, and let φ : A → L(E) be
the structure map of E : A→ C.

We say that a Fredholm operator T ∈ L(E1 ⊗B E2) is a Kasparov product of T1
and T2 if

• the Fredholm operator T is a T2-connection for E1. This means that for
each homogeneous e1 ∈ E1,

θe1T2−(−1)
deg(e1)Tθe1 ∈ K(E2, E)

θe1T
∗
2−(−1)

deg(e1)T ∗θe1 ∈ K(E2, E)

where θe1 ∈ L(E2, E) is defined by θe1(e2) = e1 ⊗ e2,

• for each a ∈ A, we have φ(a)[T1 ⊗ 1, T ]φ(a)∗ ≥ 0 mod K(E).

The set of Kasparov products of T1 and T2 is written T1 #B T2. We say that
(E, T ) ∈ EG(A,C) is a Kasparov product of (E1, T1) and (E2, T2) if there is a unitary
equivalence E1⊗B E2

∼= E of graded G-equivariant correspondences and up to this
equivalence, T is a Kasparov product of T1 and T2. We write (E1, T1) #B (E2, T2)

for the set of (unitary equivalence classes of) Kasparov products of (E1, T1) and
(E2, T2).

Remark 3.8. The commutator [T1⊗1, T ] is the graded commutator, and since both
of these operators have degree 1, it is equal to (T1 ⊗ 1)T + T (T1 ⊗ 1). All of
our commutators are graded, but if one of the entries is degree 0 then the graded
commutator agrees with the standard commutator, so this has not previously been
relevant.

Example 3.9. The functoriality of Kasparov cycles is an example of the Kasparov
product. Let A, B and C be G-C*-algebras, let (E, T ) ∈ EG(A,B) and let φ : B →
C a non-degenerate G-equivariant ∗-homomorphism. Then φ∗(E, T ) ∈ (E, T ) #B

(C, 0).

Kasparov products exist and are unique up to homotopy, so it makes sense to talk
of “the” Kasparov product at the level of Kasparov groups.

Theorem 3.10 (Existence and uniqueness of the Kasparov Product (see Chapitre
5 of [45])). Let (E1, T1) ∈ EG(A,B) and (E2, T2) ∈ EG(B,C) be Kasparov cycles.
Then there is a Kasparov product (E, T ) ∈ (E1, T1) #B (E2, T2) which is unique up
to homotopy. Furthermore, this descends to a bilinear operation which we call the
Kasparov product

−⊗B − : KKG(A,B)×KKG(B,C)→ KKG(A,C)
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that sends a pair [E1, T1] ∈ KKG(A,B) and [E2, T2] ∈ KKG(B,C) of Kasparov
classes to the class [E, T ] ∈ KKG(A,C) of their Kasparov product (E, T ). The
Kasparov product is associative and has identities idA = [A, 0] for each G-C*-
algebra A.

Definition 3.11 (The equivariant Kasparov categories). Let G be a second count-
able étale groupoid. The G-equivariant Kasparov category KKG is the category
whose objects are separable G-C*-algebras and whose morphism sets are the Kas-
parov groups KKG(A,B), with composition given by the Kasparov product.

One of the main reasons that we study the equivariant Kasparov categories KKG is
to better understand the crossed product G⋉ A of a G-C*-algebra A. Working in
the equivariant category KKG allows us to effectively deal with G-equivariant data,
which we can then apply to the crossed product through the descent functor KKG →
KK. Consider the crossed product functor G ⋉ − : CorrG → Corr and reduced
crossed product functor G⋉r − : CorrG → Corr between correspondence categories
from Propositions 1.97 and 1.99. Given a Kasparov cycle (E, T ) ∈ EG(A,B),
we aim to construct Kasparov cycles (G ⋉ E,G ⋉ T ) ∈ E(G ⋉ A,G ⋉ B) and
(G⋉r E,G⋉r T ) ∈ E(G⋉r A,G⋉r B). Consider the following map on Γc(G, s

∗E).

Γc(G, s
∗E)→ Γc(G, s

∗E)

ν 7→ (g 7→ (g−1 · Tr(g)) · ν(g))

This extends to an adjointable operator G ⋉ T ∈ L(G ⋉ E) and an adjointable
operator G ⋉r T ∈ L(G ⋉r E). These may be identified with T ⊗ 1 under the
isomorphisms G ⋉ E ∼= E ⊗B G ⋉ B and G ⋉r E ∼= E ⊗B G ⋉r B in Proposition
1.82.

Theorem 3.12 (The descent functors (see Chapitre 7 of [45])). Let G be an étale
groupoid. For each A,B ∈ KKG, the assignment

[E, T ] 7→ [G⋉ E,G⋉ T ] : KKG(A,B)→ KK(G⋉A,G⋉B)

is a well-defined homomorphism of groups. Furthermore, this defines a functor
G⋉− : KKG → KK called the descent functor. Similarly, the assignment

[E, T ] 7→ [G⋉r E,G⋉r T ] : KKG(A,B)→ KK(G⋉r A,G⋉r B)

is a well-defined homomorphism of groups, and defines a functor G⋉r − : KKG →
KK called the reduced descent functor.

After passing from KKG to KK, we may pass further to K-theory. The following
result is due to Kasparov, see also [6, Corollary 18.5.4].

Proposition 3.13 (Relation of KK-theory to K-theory). There is a natural iso-
morphism K0(A) ∼= KK(C, A) for each A ∈ KK.
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We obtain a homomorphism KK(A,B) → Hom(K∗(A),K∗(B)) through the Kas-
parov product, and therefore a K-theory functor K∗ : KK→ Ab∗ which is naturally
isomorphic to (KK(C,−),KK(C, S−)).

Another powerful result in K-theory is Bott periodicity, which says that Kn
∼=

Kn+2. At the level of Kasparov categories, we may say that the suspension functor
A 7→ SA = C0(R, A) is an auto-equivalence.

Theorem 3.14 (Bott periodicity). There are natural KKG-equivalences S2A ∼= A

for A ∈ KKG.

For a proof of this in the non-equivariant setting, see [6, Corollary 19.2.2].

3.2. The KK-theoretic induction functor. We return to the setting of a corre-
spondence Ω: G→ H of étale groupoids. We wish to extend the induction functor
IndΩ : CorrH → CorrG to the KK-theoretic induction functor IndΩ : KKH → KKG.
Again, most of the details for this construction appear already in [8]. We place this
in the framework of groupoid correspondences and describe the compatibility with
composition of correspondences. Given a Kasparov cycle (E, T ) ∈ EH(B,C), we
need to construct an induced Fredholm operator on IndΩE. We use a cutoff func-
tion for Ω to construct an H-equivariant operator on σ∗E related to σ∗T ∈ L(σ∗E).

Definition 3.15 (Cutoff function). Let G be an étale groupoid. A cutoff function
for G is a continuous function c : G0 → R such that:

• for each u ∈ G0, c(u) ≥ 0.

• for each u ∈ G0, we have
∑
g∈Gu

c(r(g)) = 1.

• the map c ◦ r has proper support with respect to s : G→ G0.

Recall that the last condition means that the map s : supp(c ◦ r) → G0 is proper.
A cutoff function for a groupoid correspondence Ω: G→ H is a cutoff function for
Ω⋊H.

We first collect a couple of relevant facts.

Remark 3.16. For any étale groupoid G and continuous function c : G0 → R we
have supp(c ◦ r) = r−1(supp(c)). The ⊆ inclusion holds in general, and the ⊇
inclusion holds because r is open.

Lemma 3.17. Let G be an étale groupoid and let c : G0 → R be continuous. If c◦r
has proper support with respect to s : G → G0 then c : G0 → R has proper support
with respect to q : G0 → G0/G. If G is proper, the converse also holds.
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Proof. First suppose that s : supp(c ◦ r) → G0 is proper, and let K ⊆ G0/G be
compact. Pick K ′ ⊆ G0 compact with q(K ′) = K. Then q−1(K) = K ′G =

r(s−1(K ′)). Therefore

q−1(K) ∩ supp(c) = r(s−1(K ′)) ∩ supp(c)

= r(s−1(K ′) ∩ r−1(supp(c)))

= r(s−1(K ′) ∩ supp(c ◦ r)),

which is compact by the properness of s on supp(c ◦ r). Now suppose that G is
proper and that q : supp(c)→ G0/G is proper, and let K ⊆ G0 be compact. Then
we have the equalities

s−1(K) ∩ supp(c ◦ r) = G
supp(c)
K = G

supp(c)∩KG
K .

The set supp(c) ∩ KG is compact by the properness of q on supp(c), as KG =

q−1(q(K)). Therefore by the properness of G, s−1(K)∩ supp(c ◦ r) is compact. □

Proposition 3.18 (Tu, Propositions 6.10 and 6.11 in [85]). If an étale groupoid G
admits a cutoff function, it is proper. Conversely, if G is proper with a σ-compact
orbit space, then it admits a cutoff function.

Proof. First, suppose G admits a cutoff function c : G0 → R. Then the map
s : supp(c ◦ r) → G0 is proper, and due to the inversion homeomorphism G → G,
the map r : supp(c◦s)→ G0 is also proper. Therefore, given K1,K2 ⊆ G

0 compact,
then both r−1(K1) ∩ supp(c ◦ s) and s−1(K2) ∩ supp(c ◦ r) are compact.

The summation condition implies that c does not vanish on any orbit in G0, and
therefore each g ∈ G can be expressed as g1g2 with g1 ∈ supp(c ◦ s) and g2 ∈
supp(c ◦ r). Therefore we get the equation

G
K1

K2
= (r−1(K1) ∩ supp(c ◦ s)) · (s−1(K2) ∩ supp(c ◦ r)),

which is compact, so G is proper.

Conversely, suppose G is proper with G0/G σ-compact. Then G0/G is locally
compact, Hausdorff and σ-compact and is therefore paracompact, so we may take
a locally finite open cover {Ui} of G0/G such that each Ui comes with a relatively
compact open set Vi ⊆ G

0 with q : Vi → Ui a homeomorphism, and 0 ≤ ψi ∈ Cc(G
0)

with Vi = {x ∈ G0 | ψi(x) ̸= 0}. We can then define a continuous function
f : G0 → R by

f(x) =
∑
i

ψi(x).

It is crucial that {Ui} is locally finite for this to be a pointwise finite sum and
continuous. Given a compact neighbourhood K of a point x ∈ G0, there are finitely
many Ui covering q(K) and only finitely many Uj can intersect each of those, so only
finitely many Vj can intersect K. Therefore on K, f is a finite sum of continuous
functions. By construction, f : G0 → R has proper support with respect to q, so
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by Proposition 1.75, we obtain the continuous function f∗ : G
0/G → R. We may

finally define c : G0 → R by

c(x) :=
f(x)

f∗(q(x))

By construction c is positive and sums to 1 on each orbit. It has proper support
with respect to q and G is proper, so by Lemma 3.17, c ◦ r is proper with respect
to s : G→ G0. □

In particular, if we have a groupoid correspondence Ω: G → H such that Ω/H is
σ-compact, then Ω admits a cutoff function. For the purposes of KK-theory, all
the correspondences we consider are second countable, so this is automatic. This
allows us to define the induced Fredholm operator, see the proof of [8, Proposition
4.7].

Definition 3.19 (Induced Fredholm operator). Let Ω: G → H be a groupoid
correspondence and let (E, T ) ∈ EH(B,C) be a Kasparov cycle. Let c : Ω → R be
a cutoff function. Recall that we may identify L(IndΩE) with the H-equivariant
sections in Γb(Ω, σ

∗L(E)). Under this identification, we define the induced Fredholm
operator IndΩ,c T ∈ L(IndΩE) by

IndΩ,c T : ω 7→
∑

h∈Hσ(ω)

c(ω · h)(h · Ts(h)) ∈ L(Eσ(ω)).

This is H-equivariant by construction, and bounded by the summation condition of
c. To justify continuity, we may by Remark 1.53 check that IndΩ,c T and its adjoint
define continuous maps σ∗E → σ∗E . We may take ξ ∈ Γc(Ω, σ

∗E) to be compactly
supported and consider the continuous section

Ω⋊H → r∗σ∗E

(ω, h) 7→ c(ω · h)(h · Ts(h))(ξ(ω)).

This is compactly supported by the properness condition of c. We may therefore
apply Lemma 1.75 to deduce that ω 7→ IndΩ,c T (ω)(ξ(ω)) : Ω→ σ∗E is continuous.
By Proposition 1.45 the induced map σ∗E → σ∗E is continuous, and similarly for
the adjoint. The induced Fredholm operator IndΩ,c T : Ω → σ∗L(E) is therefore
strictly continuous.

Lemma 3.20. In the above setting, for each ω ∈ Ω, the operator

IndΩ,c T (ω) =
∑

h∈Hσ(ω)

c(ω · h)(h · Ts(h)) ∈ L(Eσ(ω))

is a compact perturbation of Tσ(ω). Furthermore, the compact perturbation is con-
tinuous in ω in the sense that the maps

σ∗B → σ∗K(E) σ∗B → σ∗K(E)

b 7→ φσ(ω)(b)(IndΩ,c T (ω)− Tσ(ω)) b 7→ (IndΩ,c T (ω)− Tσ(ω))φσ(ω)(b)
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are continuous, where φ : B → L(E) is the structure map for the correspondence
E : B → C.

Proof. That IndΩ,c T (ω) is a compact perturbation of Tσ(ω) for each ω ∈ Ω follows
straightforwardly from the Fredholm properties of T and the summation condition
of the cutoff function c. To check then that the above maps are continuous, we
may by Proposition 1.45 check that any ξ ∈ Γc(Ω, σ

∗B) is mapped to a continuous
section Ω→ σ∗K(E). The section

Ω⋊H → r∗σ∗K(E)

(ω, h) 7→ c(ω · h)φσ(ω)(ξ(ω))(h · Ts(h) − Tσ(ω)) ∈ K(Eσ(ω))

is continuous by almost invariance of T and compactly supported by the properness
condition of c. Therefore by Lemma 1.75, the section

Ω→ σ∗K(E)

ω 7→
∑

h∈Hσ(ω)

c(ω · h)φσ(ω)(ξ(ω))(h · Ts(h) − Tσ(ω)) ∈ K(Eσ(ω))

is well-defined, continuous and compactly supported. We may follow the same
argument for the section with the action of ξ from the right. We may conclude that
both maps of Banach bundles are continuous. □

We check that the induced Fredholm operator really does define a Fredholm oper-
ator:

Proposition 3.21 (Induced Fredholm operator). Let Ω: G → H be a groupoid
correspondence, let c : Ω→ R be a cutoff function for Ω and let (E, T ) ∈ EH(B,C)

be a Kasparov cycle. Then (IndΩE, IndΩ,c T ) is a G-equivariant Kasparov IndΩB-
IndΩ C cycle.

Proof. By Proposition 2.4, for an operator on IndΩE (respectively (IndΩE)x) to be
compact, it must have compact fibres at each ω ∈ Ω (respectively Ωx) which vary
continuously and vanish at infinity with respect to Ω/H (respectively Ωx/H). Let
φ : B → L(E) be the structure map for E : B → C, and let φ̂ : IndΩB → L(IndΩE)

be the structure map for IndΩE : IndΩB → IndΩ C. We first check that for each
ξ ∈ IndΩB the following operators in L(IndΩE) are compact:

φ̂(ξ)((IndΩ,c T )
∗ − IndΩ,c T ),

φ̂(ξ)((IndΩ,c T )
∗ IndΩ,c T − 1),

[IndΩ,c T, φ̂(ξ)].

These all vanish at infinity with respect to Ω/H because φ̂(ξ) does. The compact-
ness of each fibre over Ω and the continuity of the associated sections Ω→ σ∗K(E)
follow from combining the Fredholm properties of T , the properness condition of c
and Lemma 1.75 in much the same way as in the proof of Lemma 3.20.
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To check almost invariance of IndΩ,c T , we have to show that for each g ∈ G and
each ξ ∈ IndΩB compactly supported with respect to Ω/H, the operator

(3.1) φ̂s(g)(ξs(g))
(
g−1 · (IndΩ,c T )r(g) − (IndΩ,c T )s(g)

)
∈ L((IndΩE)s(g))

is compact and that it varies continuously in g. This operator vanishes at in-
finity with respect to Ωs(g)/H because φ̂s(g)(ξs(g)) does. We then check that
the evaluation at ω in L(Eσ(ω)) is compact for each ω ∈ Ωs(g). Using that
(g−1 · (IndΩ,c T )r(g))(ω) = (IndΩ,c T )r(g)(g · ω), this evaluation reduces to

(3.2) (φ̂(ξ)(ω))(IndΩ,c T (g · ω)− IndΩ,c T (ω)) ∈ L(Eσ(ω)).

This is compact because by Lemma 3.20, both IndΩ,c T (g · ω) and IndΩ,c T (ω) are
compact perturbations of Tσ(ω). To help us justify continuity, we consider the local
homeomorphisms α : (g, ω, h) 7→ (g, ω) : G ⋉ Ω ⋊ H → G ⋉ Ω and β : (g, ω) 7→
σ(ω) : G ⋉ Ω → H0. Continuity of (3.2) in both g and ω as a function of G ⋉ Ω

follows from applying Lemma 1.75 to the local homeomorphism α and the section

G⋉ Ω⋊H → α∗β∗K(E)

(g, ω, h) 7→ (c(g · ω · h)− c(ω · h))(φ̂(ξ)(ω))(h · Ts(h) − Tσ(ω)),

which is continuous and well-defined by almost invariance of T . It is proper with
respect to α because we chose ξ to be compactly supported with respect to Ω/H

and c : Ω→ R≥0 has proper support with respect to q : Ω→ Ω/H by Lemma 3.17.
With g fixed, continuity in ω shows that the operator (3.1) is compact. By Lemma
2.2, the fact that these compact operators vary continuously in g follows from the
joint continuity of (3.2) with respect to g and ω. The pair (IndΩE, IndΩ,c T ) is
therefore a Kasparov cycle. □

We can now define the KK-theoretic induction functor.

Definition 3.22 (The KK-theoretic induction functor). Let Ω: G→ H be a second
countable correspondence of second countable étale groupoids. The KK-theoretic
induction functor IndΩ : KKH → KKG is given by the following.

• The H-C*-algebra B ∈ KKH is mapped to IndΩB ∈ KKG.

• The class [E, T ] ∈ KKH(B,C) is mapped to the class [IndΩE, IndΩ,c T ] ∈
KKG(IndΩB, IndΩ C), where c : Ω→ R is any cutoff function for Ω.

Recall that by Proposition 3.18, there is at least one cutoff function c. Thankfully,
it does not matter which one we pick.

Proposition 3.23 (Well-definition of the KK-theoretic induction functor). The
above definition is well-defined for each cutoff function and independent of the cutoff
function.
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Proof. Fix a cutoff function c and suppose that (E0, T0) and (E1, T1) are homo-
topic Kasparov cycles via a Kasparov cycle (F, S) ∈ EH(B,C([0, 1], C)). We aim
to find a homotopy from (IndΩE0, IndΩ,c T0) to (IndΩE1, IndΩ,c T1). After identi-
fying IndΩ C([0, 1], C) with C([0, 1], IndΩ C), we can take the homotopy to be the
Kasparov cycle

(IndΩ F, IndΩ,c S) ∈ EG(IndΩB, IndΩ C([0, 1], C)).

Therefore [E, T ] 7→ [IndΩE, IndΩ,c T ] : KKH(B,C) → KKG(IndΩB, IndΩ C) is
well-defined for each cutoff function c.

Now suppose that c0 and c1 are two different cutoff functions. For any ξ ∈ IndΩB,
the operator ξ(ω)·(IndΩ,c0 T (ω)−IndΩ,c1 T (ω)) is compact for each ω ∈ Ω and varies
continuously in ω by Lemma 3.20. By Proposition 2.4 this section defines a compact
operator and so IndΩ,c0 T and IndΩ,c1 T are compact perturbations. Therefore
by Proposition 3.6 (IndΩE, IndΩ,c0 T ) and (IndΩE, IndΩ,c1 T ) are homotopic, so
[IndΩE, IndΩ,c T ] ∈ KKG(IndΩB, IndΩ C) is independent of the cutoff function
c. □

Theorem 3.24 (The KK-theoretic induction functor). The map IndΩ : KKH →
KKG defines a homomorphism of Kasparov groups and respects the Kasparov prod-
uct and identity classes. In other words, IndΩ is an additive functor.

Proof. The assignment (E, T ) 7→ (IndΩE, IndΩ,c T ) preserves direct sums of Kas-
parov cycles, so defines a homomorphism of the Kasparov groups. The identity
class at B ∈ KKH is represented by the Kasparov cycle (B, 0) ∈ EH(B,B), which
is mapped to the identity class [IndΩB, 0] ∈ KKG(IndΩB, IndΩB). To show that
IndΩ respects the Kasparov product, we will show that if (E1, T1) ∈ EH(A,B),
(E2, T2) ∈ EH(B,C) and (E, T ) ∈ (E1, T1) #B (E2, T2), then

(IndΩE, IndΩ,c T ) ∈ (IndΩE1, IndΩ,c T1) #IndΩ B
(IndΩE2, IndΩ,c T2).

Let φ : A → L(E) and φ1 : A → L(E1) be the structure maps for E and E1. We
need to show that:

• for each homogeneous ξ1 ∈ IndΩE1, the operator θξ1 ∈ L(IndΩE2, IndΩE)

given by ξ2 7→ ξ1 ⊗ ξ2 under the identification IndΩE1 ⊗IndΩ B
IndΩE2

∼=
IndΩE satisfies

(3.3)
θξ1(IndΩ,c T2)− (−1)deg(ξ1)(IndΩ,c T )θξ1 ∈ K(IndΩE2, IndΩE),

θξ1(IndΩ,c T2)
∗ − (−1)deg(ξ1)(IndΩ,c T )

∗θξ1 ∈ K(IndΩE2, IndΩE).

• for each η ∈ IndΩA,

(3.4) IndΩ(φ)(η)
[
IndΩ,c T1 ⊗ 1, IndΩ,c T

]
IndΩ(φ)(η

∗) ≥ 0 mod K(IndΩE).
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By Proposition 2.4, in order to show that the operators in (3.3) are compact, we
may show that they vanish at infinity with respect to Ω/H and that their fibres at
ω ∈ Ω are compact and vary continuously in ω. They vanish at infinity because θξ1
does. Using the symbol ∼ to denote two operators differing by a compact operator,
we make the following calculation in L((E2)σ(ω), Eσ(ω)).

(θξ1(IndΩ,c T2))(ω) = θξ1(ω)
∑

h∈Hσ(ω)

c(ω · h)(h · (T2)s(h))

=
∑

h∈Hσ(ω)

c(ω · h)
[
h ·

(
(h−1 · θξ1(ω))(T2)s(h)

)]
=

∑
h∈Hσ(ω)

c(ω · h)
[
h ·

(
θ
h
−1·ξ1(ω)

(T2)s(h)

)]
∼ (−1)deg(ξ1)

∑
h∈Hσ(ω)

c(ω · h)
[
h ·

(
Ts(h)θh−1·ξ1(ω)

)]
= (−1)deg(ξ1)

∑
h∈Hσ(ω)

c(ω · h)
(
h · Ts(h)

)
θξ1(ω)

= (−1)deg(ξ1)((IndΩ,c T )θξ1)(ω).

Here, we are using the fact that T is a T2-connection for E1. To justify continuity of
the section ω 7→ (θξ1(IndΩ,c T2))(ω) − (−1)deg(ξ1)((IndΩ,c T )θξ1)(ω) : Ω → σ∗K(E),
we may assume that ξ1 is compactly supported with respect to Ω/H and then apply
Lemma 1.75 to the local homeomorphism r : Ω⋊H → Ω and the continuous section

Ω⋊H → r∗σ∗K(E)

(ω, h) 7→ c(ω · h)
[
h ·

(
θ
h
−1·ξ1(ω)

(T2)s(h) − Ts(h)θh−1·ξ1(ω)

)]
.

This is compactly supported because c has proper support with respect to q : Ω→
Ω/H by Lemma 3.17. The same calculation holds for the adjoints, so we have
shown (3.3). To prove (3.4), consider the operator

R := IndΩ(φ)(η)
[
IndΩ,c T1 ⊗ 1, IndΩ,c T

]
IndΩ(φ)(η

∗).

To check that R ≳ 0, we claim that it is enough to find bounded continuous sections
kU : U → σ∗K(E) and pU : U → σ∗L(E) for each U in some open cover U of Ω such
that for each U ∈ U and ω ∈ U , we have R(ω) = pU (ω) + kU (ω) and pU (ω) ≥ 0.
This is because by Proposition 2.4, the restrictions L(IndΩE) → Γb(U, σ

∗L(E))
induce an embedding of C*-algebras

C0(Ω/H)L(IndΩE)/K(IndΩE) ↪→
∏
U∈U

Γb(U, σ
∗L(E))/Γb(U, σ

∗K(E)).

Positivity ofR up to the compact operators may be checked in the larger C*-algebra,
which is exactly our claimed sufficient condition. Let U be the open cover of open
sets U ⊆ Ω on which σ is injective and thus a homeomorphism onto its image. Let
a = IndΩ(φ)(η) so that aω = φσ(ω)(η(ω)) for ω ∈ Ω and let U ∈ U . By the positivity
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condition for T and T1, the section R1 := a[σ∗T1 ⊗ 1, σ∗T ]a∗ : Ω→ σ∗L(E)

R1 : Ω→ σ∗L(E)

ω 7→ aω[(T1)σ(ω) ⊗ 1, Tσ(ω)]a
∗
ω

may be written on U as the sum pU + k of a bounded continuous section k : U →
σ∗K(E) and a positive bounded continuous section pU : U → σ∗L(E). Our aim now
is to show that the section R−R1 : Ω→ σ∗L(E) lands in the compacts bundle and
is continuous into it. We will write ∼ to denote that the difference of two sections
in Γb(Ω, σ

∗L(E)) lies in Γb(Ω, σ
∗K(E)). Let

R2 := a[IndΩ,c T1 ⊗ 1, σ∗T ]a∗ : Ω→ σ∗L(E).

By Lemma 3.20, the sections IndΩ,c T and σ∗T are compact perturbations, and
therefore R ∼ R2. By the Fredholm properties of T , we have [a∗, σ∗T ] ∼ 0 and
[a, σ∗T ] ∼ 0. Setting b := IndΩ(φ1)(η), we may then calculate:

R−R1 ∼ R2 −R1

= a
[
(IndΩ,c T1 − σ

∗T1)⊗ 1, σ∗T
]
a∗

∼
[
a((IndΩ,c T1 − σ

∗T1)⊗ 1)a∗, σ∗T
]

=
[
b(IndΩ,c T1 − σ

∗T1)b⊗ 1, σ∗T
]
.

The section b(IndΩ,c T1−σ
∗T1)b : Ω→ σ∗L(E1) is pointwise compact and continuous

into the compact operators bundle σ∗K(E1) again by Lemma 3.20. For any ν ∈
Γb(Ω, σ

∗K(E1)) of degree 1, the graded commutator [η ⊗ 1, σ∗T ] = (ν ⊗ 1)σ∗T +

σ∗T (ν ⊗ 1) satisfies [ν ⊗ 1, σ∗T ] ∼ 0. This holds because for any homogeneous
e, f ∈ σ∗E1 of opposite degree, it follows from T being a T2 connection for E1 that

(Θe,f ⊗ 1)σ∗T = θeθ
∗
f (σ

∗T )

∼ (−1)deg(f)θe(σ
∗T2)θ

∗
f

∼ (−1)deg(e)+deg(f)(σ∗T )θeθ
∗
f

= −σ∗T (Θe,f ⊗ 1).

As a result, R − R1 ∼ 0, and so R may be written as the required sum pU + kU

on U , with pU : U → σ∗L(E) positive and kU : U → σ∗K(E) continuously compact.
We may conclude that R ≳ 0 and therefore that IndΩ,c T is a Kasparov product of
IndΩ,c T1 and IndΩ,c T2. □

Proposition 3.25 (Cutoff function for the composition of correspondences). Sup-
pose we have groupoid correspondences Ω: G → H and Λ: H → K with cutoff
functions cΩ : Ω→ R and cΛ : Λ→ R for Ω⋊H and Λ⋊K. Define c : Λ ◦ Ω→ R
by

c([ω, λ]H) :=
∑

h∈Hσ(ω)

cΩ(ω · h)cΛ(h
−1 · λ)



K-THEORY FOR ÉTALE GROUPOID C*-ALGEBRAS 93

Then c is a cutoff function for Λ ◦ Ω, which we may refer to as the product cutoff
function.

Proof. We must check that c is well-defined, continuous and satisfies the summation
properness conditions. The summation condition is clear and well-definition follows.

To check continuity, we first check that cΩ×cΛ : Ω×Y Λ→ R has proper support with
respect to the local homeomorphism q : Ω×Y Λ→ Λ◦Ω. Let V ⊆ Λ◦Ω be compact,
and let W ⊆ Ω×Y Λ be a compact set with q(W ) = V . Then we must check that
q−1(V )∩supp(cΩ×cΛ) is compact. Noting that supp(cΩ×cΛ) = supp cΩ×Y supp cΛ,
we have q−1(V )∩supp(cΩ×cΛ) =W ·H∩(supp(cΩ)×Y supp(cΛ)). The compactness
of this space follows from the following equality

W ·H ∩ (supp(cΩ)×Y supp(cΛ)) =
(
W · (Ω⋊H)

πΩ(W )
supp(cΩ)

)
∩ Ω×Y supp(cΛ),

noting that W · (Ω ⋊ H)
πΛ(W )
supp(cΩ) is compact because cΩ is a cutoff function and

Ω ×Y supp(cΛ) is closed. Therefore cΩ × cΛ has proper support with respect to
q : Ω×Y Λ→ Λ ◦Ω. The function c : Λ ◦Ω→ R is obtained by summing the values
of cΩ × cΛ over the fibres of the local homeomorphism q : Ω×Y Λ → Λ ◦ Ω, and is
therefore continuous by Lemma 1.75.

Now we need to check that c : Λ◦Ω→ R has proper support with respect to the local
homeomorphism qK : Λ ◦ Ω → (Λ ◦ Ω)/K. Again we consider V ⊆ Λ ◦ Ω compact.
Our aim is to show that V K ∩ supp(c) is compact. As q−1(V K) = WHK and
q(supp(cΩ × cΛ)) = supp(c), we have the following equality.

V K ∩ supp(c) = q (WHK ∩ supp(cΩ × cΛ))

Let W ′ =WH∩(supp(cΩ)×Y Λ), which is compact because cΩ is a cutoff function.
We then have the following equality

W ′′ :=WHK ∩ supp(cΩ ×Y cΛ) =W ′ · (Λ⋊K)
πΛ(W

′
)

supp(cΛ),

which is compact because cΛ is a cutoff function. Finally, V K ∩ supp(c) = q(W ′′)

is compact, so we are done. □

This allows us to show that the KK-theoretic induction functors are compatible with
composition of correspondences in that there is a natural isomorphism IndΩ IndΛ ∼=
IndΛ◦Ω for composable correspondences Ω and Λ:

Proposition 3.26 (Compatibility of the induction functor with composition of cor-
respondences). Let Ω: G → H and Λ: H → K be correspondences, and consider
for each K-C*-algebra C the G-equivariant ∗-isomorphism φC : IndΩ IndΛ C ∼=
IndΛ◦Ω C from Proposition 2.7. This induces a KKG-equivalence which is natu-
ral in C with respect to KKK .
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Proof. The map φC : IndΩ IndΛ C → IndΛ◦Ω C is defined for ξ ∈ IndΩ IndΛ C by
φC(ξ) : [ω, λ]H 7→ ξ(ω)(λ). Consider an element [E, T ] ∈ KKK(C,D). We aim to
show that the following diagram in KKG commutes.

(3.5)
IndΩ IndΛ C IndΩ IndΛD

IndΛ◦Ω C IndΛ◦ΩD

IndΩ IndΛ[E,T ]

KK
G
(φC) KK

G
(φD)

IndΛ◦Ω[E,T ]

Let cΩ and cΛ be cutoff functions for Ω and Λ and let c : Λ ◦Ω→ R be the product
cutoff function, defined as

c([ω, λ]H) :=
∑

h∈Hσ(ω)

cΩ(ω · h)cΛ(h
−1 · λ).

Then the induced elements of KK are given by

IndΩ IndΛ[E, T ] = [IndΩ IndΛE, IndΩ,cΩ IndΛ,cΛ T ],

IndΛ◦Ω[E, T ] = [IndΛ◦ΩE, IndΛ◦Ω,c T ].

Adjusting the left action on IndΛ◦ΩE via φC and the Hilbert module structure
on IndΩ IndΛE via φD, the respective Kasparov products in (3.5) are represented
by [IndΩ IndΛE, IndΩ,cΩ IndΛ,cΛ T ] and [IndΛ◦ΩE, IndΛ◦Ω,c T ]. By Proposition 2.7,
there is a G-equivariant unitary isomorphism φE : IndΩ IndΛE ∼= IndΛ◦ΩE of the
underlying correspondences. We will show that under this isomorphism we can
identify the Fredholm operators, in that the following diagram commutes:

IndΩ IndΛE IndΩ IndΛE

IndΛ◦ΩE IndΛ◦ΩE

IndΩ,cΩ
IndΛ,cΛ

T

φE φE

IndΛ◦Ω,c T

To check this, let ξ ∈ IndΩ IndΛE. Then φE(ξ) ∈ IndΛ◦ΩE ⊆ Γb(Λ ◦ Ω, σ
∗E) is

given by
φE(ξ) : [ω, λ]H 7→ ξ(ω)(λ),

and therefore IndΛ◦Ω,c TφE(ξ) ∈ IndΛ◦ΩE ⊆ Γb(Λ ◦ Ω, σ
∗E) is given by

IndΛ◦Ω,c TφE(ξ) : [ω, λ]H 7→
∑

k∈Kσ(λ)

c([ω, λ]H · k)(k · Ts(k))(ξ(ω)(λ)).

On the other hand, φE((IndΩ,cΩ IndΛ,cΛ T )(ξ)) ∈ IndΛ◦ΩE ⊆ Γb(Λ◦Ω, σ
∗E) is given

by

[ω, λ]H 7→ IndΩ,cΩ IndΛ,cΛ T (ξ)(ω)(λ)

=
∑

h∈Hσ(ω)

cΩ(ω · h)(h · (IndΛ,cΛ T )s(h))(ξ(ω))(λ)

=
∑

h∈Hσ(ω)

cΩ(ω · h)
(
h · ((IndΛ,cΛ T )s(h)(h

−1 · ξ(ω)))
)
(λ)
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=
∑

h∈Hσ(ω)

cΩ(ω · h)
(
(IndΛ,cΛ T )s(h)(h

−1 · ξ(ω))(h−1 · λ)
)

=
∑

h∈Hσ(ω)
,

k∈Kσ(λ)
.

cΩ(ω · h)
(
cΛ(h

−1 · λ · k)(k · Ts(k))
(
(h−1 · ξ(ω))(h−1 · λ)

))

=
∑

k∈Kσ(λ)

c([ω, λ]H · k)(k · Ts(k))(ξ(ω)(λ)).

This demonstrates that φE : IndΩ IndΛE ∼= IndΛ◦ΩE identifies the Fredholm op-
erators IndΩ,cΩ IndΛ,cΛ T and IndΛ◦Ω,c T . It follows that (3.5) commutes. □

The KK-theoretic induction functor of an identity correspondence G : G → G is
naturally isomorphic to the identity functor on KKG:

Proposition 3.27 (The identification of the identity correspondence induction
functor with the identity). Let G be an étale groupoid. Consider the functor
IndG : KKG → KKG associated to the identity correspondence G : G → G and
for each A ∈ KKG the G-equivariant ∗-isomorphism ψA : IndGA ∼= A from Propo-
sition 2.8. This induces a KKG-equivalence which is natural in A with respect to
KKG.

Proof. The map ψA is defined by restricting elements of IndGA ⊆ Γb(G, s
∗A) to

the unit space G0. Let (E, T ) ∈ EG(A,B) be a G-equivariant Kasparov A-B cycle.
We aim to show that the following diagram in KKG commutes.

(3.6)
IndGA IndGB

A B

KK
G
(ψA)

IndG[E,T ]

KK
G
(ψB)

[E,T ]

The characteristic function of the unit space cG = χ
G

0 : G → R is a cutoff func-
tion for the identity correspondence, so the induced Kasparov element is given by
IndG([E, T ]) = [IndGE, IndG,cG T ] ∈ KKG(IndGA, IndGB). The induced Fred-
holm operator is given by IndG,cG T : g 7→ g−1 · Tr(g).

Adjusting the left action on E via ψA and the Hilbert module structure on IndGE

via ψB , the respective Kasparov products in (3.6) are represented by [E, T ] and
[IndGE, IndG,cG T ]. By Proposition 2.8, there is a G-equivariant unitary isomor-
phism ψE : IndGE ∼= E of the underlying correspondences also given by restriction
to the unit space. The restriction of IndG,cG T to the unit space G0 is just T , so
these Kasparov products agree. □

3.3. The induction natural transformation. Let Ω: G → H be a correspon-
dence of étale groupoids. The induction functor IndΩ : KKH → KKG gives us a re-
lation between the equivariant Kasparov categories. Our aim is to complement this
by relating the functors K∗(G⋉−) : KKG → Ab∗ and K∗(H ⋉−) : KKH → Ab∗.
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This takes the form of the induction natural transformation

αΩ : K∗(G⋉ IndΩ−)⇒ K∗(H ⋉−) : KKH ⇒ Ab∗.

For each separable H-C*-algebra B ∈ KKH we consider again the crossed product
Ω⋉ΘΩ,B : G⋉ IndΩB → H ⋉B of the evaluation correspondence. This is proper
(see the discussion after (2.7)) and so induces a map

(3.7) αΩ(B) := K∗(Ω⋉ΘΩ,B) : K∗(G⋉ IndΩB)→ K∗(H ⋉B)

in K-theory. The assignment B 7→ αΩ(B) defines the induction natural transfor-
mation αΩ. Proposition 2.29 tells us that ΘΩ,B is natural in B with respect to
H-equivariant correspondences. Our aim now is to show that αΩ is indeed natural
with respect to morphisms in KKH , justifying its name.

Proposition 3.28 (The induction natural transformation). Let Ω: G → H be
a correspondence of étale groupoids. Then the induction natural transformation
αΩ : B 7→ αΩ(B) is natural with respect to KKH .

αΩ : K∗(G⋉ IndΩ−)⇒ K∗(H ⋉−) : KKH ⇒ Ab∗

Proof. Let (E, T ) ∈ EH(B,C) be a Kasparov cycle, and let c : Ω→ [0, 1] be a cutoff
function for Ω: G→ H. We will show that the diagram of Kasparov cycles

G⋉ IndΩB G⋉ IndΩ C

H ⋉B H ⋉ C

(G⋉IndΩ E,G⋉IndΩ,c T )

(Ω⋉ΘΩ,B ,0) (Ω⋉ΘΩ,C ,0)

(H⋉E,H⋉T )

commutes at the level of KK, from which it follows that αΩ is a natural transfor-
mation.

By the naturality of the transformation ΘΩ of the functors between the correspon-
dence categories (Proposition 2.29) and the functoriality of the crossed product
functor on correspondences with C*-coefficients (Proposition 2.26), we may iden-
tify the G⋉ IndΩB-H ⋉ C correspondences

G⋉ IndΩE ⊗G⋉IndΩ C
Ω⋉ΘΩ,C

∼= Ω⋉ΘΩ,B ⊗H⋉B H ⋉ E ∼= Ω⋉ σ∗E.

The isomorphism Φ: G⋉ IndΩE⊗G⋉IndΩ C
Ω⋉ΘΩ,C

∼= Ω⋉σ∗E is induced by the
map

Γc(G, s
∗ IndΩ E)× Γc(Ω, σ

∗C)→ Γc(Ω, σ
∗E)

(ξ, η) 7→ Φ(ξ ⊗ η)

ω 7→
∑

g∈Gρ(ω)

((g−1 · ξ(g−1))(ω)) · (η(g · ω)) ,

and the isomorphism Ψ: Ω⋉ΘΩ,B ⊗H⋉B H ⋉E ∼= Ω⋉ σ∗E is induced by the map

Γc(Ω, σ
∗B)× Γc(H, s

∗E)→ Γc(Ω, σ
∗E)
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(µ, ν) 7→ Ψ(µ⊗ ν)

ω 7→
∑

h∈Hσ(ω)

(h · µ(ω · h)) · ν(h−1).

We can immediately see that (Ω ⋉ σ∗E,Φ(G ⋉ IndΩ,c T ⊗ 1)Φ−1) is a Kasparov
product for (G⋉ IndΩE,G⋉ IndΩ,c T ) and (Ω⋉ΘΩ,C , 0). Therefore it remains to
show that

(Ω⋉ σ∗E,Φ(G⋉ IndΩ,c T ⊗ 1)Φ−1) ∈ (Ω⋉ΘΩ,B , 0) #H⋉B (H ⋉ E,H ⋉ T ).

This boils down to checking that Φ(G⋉ IndΩ,c T ⊗ 1)Φ−1 is an H ⋉ T -connection.
For each µ ∈ Ω ⋉ ΘΩ,B let Tµ ∈ L(H ⋉ E,Ω ⋉ σ∗E) be given by ν 7→ Ψ(µ ⊗ ν).
Ultimately, we need to check that the operators

Sµ := Tµ(H ⋉ T )− Φ(G⋉ IndΩ,c T ⊗ 1)Φ−1Tµ ∈ L(H ⋉ E,Ω⋉ σ∗E)

S′
µ := Tµ(H ⋉ T )∗ − Φ(G⋉ IndΩ,c T ⊗ 1)∗Φ−1Tµ ∈ L(H ⋉ E,Ω⋉ σ∗E)

are compact. To help us compute Sµ, we claim that for each R ∈ L(IndΩE),
λ ∈ Γc(Ω, σ

∗E) and ω ∈ Ω, we have

Φ(G⋉R⊗ 1)Φ−1(λ)(ω) = R(ω)λ(ω).

We may first define a ∗-homomorphism ψ : L(IndΩE) → L(Ω ⋉ σ∗E) by defining
ψ(R)(λ)(ω) = R(ω)λ(ω) for each R ∈ L(IndΩE), λ ∈ Γc(Ω, σ

∗E) and ω ∈ Ω. To
justify that ∥ψ(R)(λ)∥ ≤ ∥R∥∥λ∥, we may apply Lemma 1.83, or calculate:

⟨ψ(R)λ, ψ(R)λ⟩ = ⟨λ, ψ(R∗R)λ⟩

= ∥R∥2⟨λ, λ⟩ − ⟨λ, ψ(∥R∥2 −R∗R)λ⟩

= ∥R∥2⟨λ, λ⟩ −
〈
ψ
(
(∥R∥2 −R∗R)

1
2

)
λ, ψ

(
(∥R∥2 −R∗R)

1
2

)
λ
〉

≤ ∥R∥2⟨λ, λ⟩.

It is straightforward to verify that Φ ◦ (G⋉R⊗ 1) agrees with ψ(R) ◦Φ on simple
tensors ξ ⊗ η ∈ G ⋉ IndΩE ⊗G⋉IndΩ C

Ω ⋉ ΘΩ,C with ξ ∈ Γc(G, s
∗ IndΩ E) and

η ∈ Γc(Ω, σ
∗C), and therefore Φ(G⋉R ⊗ 1)Φ−1 = ψ(R) as claimed. We will show

that
Sµ = Tµ(H ⋉ T )− ψ(IndΩ,c T )Tµ

is compact by showing that S∗
µSµ ∈ L(H ⋉ E) is compact. To simplify notation

we set bω := φσ(ω)(µ(ω)) for ω ∈ Ω, where φ : B → L(E) is the structure map for
E : B → C. Assume for now that µ ∈ Γc(Ω, σ

∗B) ⊆ Ω ⋉ ΘΩ,B , and consider the
following.

• the element ζ ∈ Γc(Ω, σ
∗K(E)) of the Hilbert H⋉K(E)-module Ω⋉ΘΩ,K(E)

given by

ζ(ω) := bωTσ(ω) − IndΩ,c T (ω)bω ∈ K(Eσ(ω)),

• the ∗-homomorphism β : H ⋉K(E)→ K(H ⋉ E) from Corollary 1.98.
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Note that ζ is continuous by Lemma 3.20 and the Fredholm property of T which
implies that ω 7→ [bω, Tσ(ω)] : Ω→ σ∗K(E) is continuous. We claim that

β(⟨ζ, ζ⟩) = S∗
µSµ.

While we may directly compute Sµ and β(⟨ζ, ζ⟩) on an element ν ∈ Γc(H, s
∗E) ⊆

H ⋉E, we do not have such a closed form expression for S∗
µ. Instead we will show

that for each ν1, ν2 ∈ Γc(H, s
∗E) we have

⟨Sµ(ν1), Sµ(ν2)⟩ = ⟨β(⟨ζ, ζ⟩)(ν1), ν2⟩ ∈ Γc(H, s
∗B),

both sides of which we may directly compute. In order to compute ⟨Sµ(ν1), Sµ(ν2)⟩,
we first compute for ν ∈ Γc(H, s

∗E) and ω ∈ Ω:

(Tµ(H ⋉ T )(ν))(ω) =
∑

h∈Hσ(ω)

(h · bω·h)
(
((H ⋉ T )(ν))(h−1)

)
=

∑
h∈Hσ(ω)

(h · bω·h) (h · Ts(h))ν(h
−1)

=
∑

h∈Hσ(ω)

(
h ·

(
bω·hTs(h)

))
ν(h−1),

(ψ(IndΩ,c T )Tµ(ν))(ω) = (IndΩ,c T )(ω)(Tµ(ν))(ω)

=
∑

h∈Hσ(ω)

IndΩ,c T (ω)(h · bω·h)ν(h
−1).

For each h ∈ H, the element ⟨Sµ(ν1), Sµ(ν2)⟩(h) breaks down into four terms which
we will compute separately.〈

Tµ(H ⋉ T )(ν1), Tµ(H ⋉ T )(ν2)
〉
(h)

=
∑

ω∈Ωr(h)

〈
h−1 ·

(
(Tµ(H ⋉ T )(ν1))(ω)

)
,
(
Tµ(H ⋉ T )(ν2)

)
(ω · h)

〉
=

∑
ω∈Ωr(h),

h1∈H
r(h)

,

h2∈H
s(h)

〈
h−1 ·

((
h1 ·

(
bω·h1

Ts(h1)

))
ν1(h

−1
1 )

)
,
(
h2 ·

(
bω·hh2

Ts(h2)

))
ν2(h

−1
2 )

〉
,

〈
Tµ(H ⋉ T )(ν1), ψ(IndΩ,c T )Tµ(ν2)

〉
(h)

=
∑

ω∈Ωr(h)

〈
h−1 ·

(
(Tµ(H ⋉ T )(ν1))(ω)

)
,
(
ψ(IndΩ,c T )Tµ(ν2)

)
(ω · h)

〉
=

∑
ω∈Ωr(h),

h1∈H
r(h)

,

h2∈H
s(h)

〈
h−1 ·

((
h1 ·

(
bω·h1

Ts(h1)

))
ν1(h

−1
1 )

)
,

IndΩ,c T (ω · h)(h2 · bω·hh2
)ν2(h

−1
2 )

〉
,

〈
ψ(IndΩ,c T )Tµ(ν1), Tµ(H ⋉ T )(ν2)

〉
(h)

=
∑

ω∈Ωr(h)

〈
h−1 ·

(
(ψ(IndΩ,c T )Tµ(ν1))(ω)

)
,
(
Tµ(H ⋉ T )(ν2)

)
(ω · h)

〉
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=
∑

ω∈Ωr(h),

h1∈H
r(h)

,

h2∈H
s(h)

〈
h−1 ·

(
IndΩ,c T (ω)(h1 · bω·h1

)ν1(h
−1
1 )

)
,(
h2 ·

(
bω·hh2

Ts(h2)

))
ν2(h

−1
2 )

〉
,

〈
ψ(IndΩ,c T )Tµ(ν1), ψ(IndΩ,c T )Tµ(ν2)

〉
(h)

=
∑

ω∈Ωr(h)

〈
h−1 ·

(
(ψ(IndΩ,c T )Tµ(ν1))(ω)

)
,
(
ψ(IndΩ,c T )Tµ(ν2)

)
(ω · h)

〉
=

∑
ω∈Ωr(h),

h1∈H
r(h)

,

h2∈H
s(h)

〈
h−1 ·

(
IndΩ,c T (ω)(h1 · bω·h1

)ν1(h
−1
1 )

)
,

IndΩ,c T (ω · h)(h2 · bω·hh2
)ν2(h

−1
2 )

〉
.

For h ∈ H, we may calculate:

β(⟨ζ, ζ⟩)(ν)(h)

=
∑

h2∈H
s(h)

(h2 · (⟨ζ, ζ⟩(hh2)))ν(h
−1
2 )

=
∑

h2∈H
s(h)

,
ω∈Ωr(h)

(
h2 ·

(
((hh2)

−1 · ζ(ω)∗)(ζ(ω · hh2)
))

ν(h−1
2 )

=
∑

h2∈H
s(h)

,
ω∈Ωr(h)

(
h−1 · ζ(ω)∗

)
(h2 · ζ(ω · hh2)) ν(h

−1
2 ),

and therefore

⟨ν1, β(⟨ζ, ζ⟩)(ν2)⟩ (h)

=
∑

h1∈H
r(h)

〈
h−1 · ν1(h

−1
1 ), β(⟨ζ, ζ⟩)(ν2)(h

−1
1 h)

〉
=

∑
h1∈H

r(h)
,

h2∈H
s(h)

,
ω∈Ωs(h1)

〈
h−1 · ν1(h

−1
1 ),

(
h−1h1 · ζ(ω)

∗
)(

h2 · ζ(ω · h−1
1 hh2)

)
ν2(h

−1
2 )

〉

=
∑

h1∈H
r(h)

,

h2∈H
s(h)

,
ω∈Ωr(h)

〈
h−1 · ν1(h

−1
1 ),

(
h−1h1 · ζ(ω · h1)

∗
)
(h2 · ζ(ω · hh2)) ν2(h

−1
2 )

〉

=
∑

h1∈H
r(h)

,

h2∈H
s(h)

,
ω∈Ωr(h)

〈
h−1 ·

(
(h1 · ζ(ω · h1)) ν1(h

−1
1 )

)
, (h2 · ζ(ω · hh2)) ν2(h

−1
2 )

〉
.

Expanding out ζ(ω) = bωTσ(ω) − IndΩ,c T (ω)bω and using the H-invariance of
IndΩ,c T , this expression is identical to the expression for ⟨Sµ(ν1), Sµ(µ2)⟩(h) we
have already computed in four steps. We conclude that S∗

µSµ = β(⟨ζ, ζ⟩) and Sµ

is therefore compact. As Sµ varies continuously in µ, it follows that Sµ is com-
pact for all µ ∈ Ω ⋉ ΘΩ,B . Similarly, S′

µ is compact, and so we have verified that
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G⋉ IndΩ,c T ⊗1 is an H⋉T -connection. Our original diagram therefore commutes
at the level of KK. □
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4. Ample groupoid homology and proper correspondences

An ample groupoid is an étale groupoid with a totally disconnected unit space. In
this document, we assume it is locally compact and Hausdorff, although Hausdorff-
ness is not essential for much of what follows. In this chapter we aim to construct
as explicit a map as possible in groupoid homology from a proper correspondence
of ample groupoids. This provides new perspective on the preservation of homology
under Morita equivalences of ample groupoids.

4.1. Ample groupoid modules. We take a module-theoretic approach to the
homology of an ample groupoid, as described in [10] for groupoids with σ-compact
unit spaces. We remove this condition by emphasizing flat modules rather than
projective modules. This involves incorporating some standard arguments which
appear in homological algebra over unital rings, which we justify by introducing the
multiplier ring of a locally unital ring. The bar resolution is then used to equate
our definition of groupoid homology with Matui’s concrete definition [54] and the
definition appearing in [71].

Definition 4.1 (Groupoid ring). Let G be an ample groupoid. The groupoid
ring Z[G] is the convolution ring Cc(G,Z) of compactly supported integer valued
continuous functions on G. The convolution ξ ∗ η of elements ξ and η in Z[G] is
given at g ∈ G by

ξ ∗ η(g) =
∑

g1g2=g

ξ(g1)η(g2).

In this document, a ring need not be commutative nor even unital. In place of
unitality, Z[G] is locally unital. This means that for any finite collection ξ1, · · · , ξn
of elements in Z[G], there is an idempotent e ∈ Z[G] such that eξi = ξie = ξi for
each i. In this case the idempotent may be taken to be the indicator function χU

on a compact open set U ⊆ G0. For a locally unital ring R, we require our (left)
R-modules M to be non-degenerate or unitary in the sense that RM = M . The
categories of left and right R-modules are written R-Mod and Mod-R respectively.
These are both abelian categories, and there is an isomorphism Mod-R ∼= Rop-Mod
so any result for left modules will also hold for right modules. When R = Z[G],
we refer to R-modules as G-modules and write G-Mod and Mod-G for the left and
right module categories.

Example 4.2 (G-space module). LetX be aG-space with anchor map τ : X → G0.
Then the abelian group Z[X] := Cc(X,Z) is a G-module with Z[G]-action given by

Z[G]× Z[X]→ Z[X]

ξ,m 7→ ξ ·m

x 7→
∑

g∈Gτ(x)

ξ(g−1)m(g · x).
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Similarly, for a right G-space Z with anchor map π : Z → G0 , the abelian group
Z[Z] is a right G-module via the map

Z[Z]× Z[G]→ Z[Z]

m, ξ 7→ m · ξ

z 7→
∑

g∈Gπ(z)

m(z · g)ξ(g−1).

Given a G-equivariant local homeomorphism f : X → Y of (left) G-spaces, we
obtain a G-module homomorphism f∗ : Z[X] → Z[Y ] which for ξ ∈ Z[X] is given
by

f∗(ξ)(y) =
∑

x∈f−1
(y)

ξ(x).

This defines a functor Z[−] : LCHGloc → G-Mod.

The following lemma will help us to work with the abelian groups Z[X] for totally
disconnected locally compact Hausdorff spaces X, and will be key for constructing
G-modules.

Lemma 4.3. Let X be a totally disconnected locally compact Hausdorff space and
let A be an abelian group. Suppose that U is a basis of compact opens for X that
is closed under compact open subsets. Let φ : U → A be a function such that
φ(U1) + φ(U2) = φ(U) whenever U1 ⊔ U2 = U with U1, U2 and U in U .

Then φ : U → A extends uniquely to a group homomorphism φ̂ : Z[X] → A such
that φ̂(χU ) = φ(U) for each U ∈ U .

Proof. The group Z[X] is generated by the indicator functions χU for U ∈ U , so
if φ has an extension it is unique. It suffices to check that the obvious extension∑
i aiχUi

7→
∑
i aiφ(Ui) is well-defined. Suppose that

∑
i aiχUi

=
∑
j bjχVj

. Let
W1, . . . ,WN be the “smallest pieces” that can be made out of the Ui and Vj , which
means that they are intersections over all i and all j of either Ui or U ci (Vj or
V cj ), taking at least one to not be a complement. As U is closed under compact
open subsets, each Wk is in U , and they are disjoint. There are ck ∈ Z such that∑
i aiχUi

=
∑
k ckχWk

, and from the condition on φ it follows that
∑
i aiφ(Ui) =∑

k ckφ(Wk) =
∑
j bjφ(Vj). □

For each G-C*-algebra A, its K-theory groups K∗(A) can be canonically equipped
with the structure of a G-module. To do this we first note that the K-theory of a
C0(X)-algebra A over a totally disconnected space X can be understood in terms of
restrictions to clopen subsets U ⊆ X. For each clopen set U ⊆ X, we have UA :=

C0(U)A = Γ0(U,A). The inclusion and restriction maps UA → A → UA induce
inclusion and restriction maps K∗(UA) → K∗(A) → K∗(UA), so in particular
we can consider K∗(UA) as a subgroup of K∗(A). Moreover, by additivity and
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continuity of K-theory, the groups K∗(UA) over U in a clopen cover of X will
generate K∗(A).

Example 4.4 (K-theory groups as groupoid modules). Let G be an ample groupoid
and let A be a G-C*-algebra. Then for i = 0, 1 the K-theory group Ki(A) is a G-
module. For each compact open bisection U ⊆ G, consider the ∗-isomorphism
αU : s(U)A → r(U)A induced by the action map α : G↷ A (Remark 1.72). By
abuse of notation we may also write αU : A → A for the composition with the
restriction A → s(U)A and the inclusion r(U)A → A. This induces a homomor-
phism Ki(αU ) : Ki(A) → Ki(A). By Lemma 4.3, the assignment χU 7→ K∗(αU )

extends to a ring homomorphism Z[G] → HomAb(Ki(A),Ki(A)). The unitarity of
Z[G]↷Ki(A) follows from the fact that Ki(A) is generated by Ki(V A) for compact
open V ⊆ G0.

If X is a totally disconnected G-space, the K-theory group K0(C0(X)) is given by
Z[X] and we recover Example 4.2.

Proposition 4.5. Let G be an ample groupoid. Then the induced map in K-theory
K∗(E) : K∗(A) → K∗(B) from a G-equivariant proper correspondence E : A →
B is G-equivariant. If G is second countable, A and B are separable and E is
countably generated, the induced map in K-theory K∗([E, T ]) : K∗(A) → K∗(B)

from a morphism [E, T ] ∈ KKG(A,B) is G-equivariant.

Proof. Let (E,ψ) : A → B be a G-equivariant correspondence, and let α : G↷ A,
β : G↷B and γ : G↷ E be the respective actions of G. Let U ⊆ G be a compact
open bisection, inducing ∗-homomorphisms αU : A → A and βU : B → B. The
G-equivariance of E : A → B implies that the following diagram commutes in the
correspondence category Corr.

A B

A B

E

Corr(αU ) Corr(βU )

E

The composition is given by (r(U)E,ψ ◦ αU ). When (E,ψ) is proper, this im-
plies that K∗(E) ◦ K∗(αU ) = K∗(βU ) ◦ K∗(E), and so K∗(E) is G-equivariant.
Now suppose that G is second countable, A and B are separable, E is countably
generated and graded and that there is a Fredholm operator T ∈ L(E) so that
[E, T ] ∈ KKG(A,B). Consider the following diagram in KK.

A B

A B

[E,T ]

KK(αU ) KK(βU )

[E,T ]

The Kasparov product is represented by (r(U)E, T ↾r(U)E), while the product
is represented by (r(U)E, γU (T ↾s(U)E)γ

−1
U ). These Fredholm operators are compact
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perturbations by the almost invariance of T , so these define the same KK element.
By taking K-theory, we conclude that K∗([E, T ]) is G-equivariant. □

In analogy to the G-C*-bundle associated to each G-C*-algebra, there is a G-sheaf
associated to any G-module. We will not formally use this picture of G-modules,
but it provides good intuition. A G-sheaf p : E → G0 is similar to a G-bundle,
but each fibre is an abelian group. The section space Γc(G

0, E) is naturally a G-
module. For each G-module M there is a G-sheaf of abelian groups (E , p) such
that M ∼= Γc(G

0, E). This defines an equivalence of categories between G-Mod and
the category of G-sheaves of abelian groups. See [82] for more details. A takeaway
from this perspective is that we can understand the structure of G-modules locally.
Given a G-module M and an open set U ⊆ G0, we write MU for the subgroup
Z[U ]M of M . For a G-C*-algebra A and a compact open set U ⊆ G0, we have
Ki(A)U = Ki(UA).

Lemma 4.6. Let G be an ample groupoid, let f : M → N be a map of G-modules
and let U be an open cover of G0. Then f is injective/surjective if and only if the
restriction fU : MU → NU is injective/surjective for each U in U .

Proof. It is clear that if f is injective/surjective then for each U ∈ U the restriction
fU is injective/surjective. For the other direction, consider the open cover V of
G0 of compact open sets contained in some element of the open cover U . Each
ξ ∈ Z[G0] can be written as a sum of elements supported on disjoint elements of
V. It follows that N is generated by NU for U ∈ U and surjectivity of f follows
from surjectivity of fU for each U ∈ U . If m =

∑n
i=1mi is in the kernel of f with

mi ∈MVi
for pairwise disjoint Vi ∈ V, then f(mi) ∈ NVi

must vanish for each i. If
fU is injective for each U ∈ U , then each mi is zero and so f must be injective. □

The tensor product M ⊗R N of a right R-module M and a left R-module N over
a locally unital ring R is an abelian group equipped with a bilinear map M ×
N → M ⊗R N sending (m,n) to m ⊗ n. This map is balanced in the sense that
(m · r) ⊗ n = m ⊗ (r · n) for each m ∈ M , n ∈ N and r ∈ R. The tensor product
satisfies the following universal property. For any abelian group A and balanced
bilinear map f : M × N → A, there is a unique homomorphism g : M ⊗R N → A

such that g(m⊗ n) = f(m,n) for each m ∈M and n ∈ N .

M ×N A

M ⊗R N

f

g

Let S be another locally unital ring. An R-S-bimodule X is an abelian group
equipped with a left R-module structure and a right S-module structure that com-
mute in the sense that r · (x · s) = (r · x) · s for each r ∈ R, x ∈ X and s ∈ S. Let
Q be another locally unital ring. The tensor product M ⊗R N of a Q-R-bimodule
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M and an R-S-bimodule N inherits the structure of a Q-S-bimodule. The ten-
sor product is associative up to canonical isomorphisms and for each locally unital
ring R the R-R-bimodule R acts as an identity (up to canonical isomorphisms) for
the tensor product ⊗R. We obtain a category Bimod of locally unital rings whose
morphisms are (isomorphism classes of) bimodules with composition given by the
tensor product. Note that any left R-module can be viewed as an R-Z-bimodule,
so left and right modules also fit into the bimodule picture.

For any R-module N , we obtain a functor −⊗R N : Mod-R→ Ab. This functor is
right-exact in the sense that given an exact sequence 0→ A→ B → C → 0 of right
R-modules, the chain complex 0→ A⊗RN → B⊗RN → C ⊗RN → 0 is exact at
B⊗RN and C⊗RN . If N is an R-S-bimodule, this is a functor Mod-R→ Mod-S.

We now wish to do homological algebra. We have to be slightly careful working
with modules over locally unital rings, and some concepts such as free modules
don’t have obvious analogues in this setting. However, with the right approach
much goes through in exactly the same way as for unital rings.

Definition 4.7 (Projective module). Let R be a locally unital ring. An R-module
P is projective if whenever there are homomorphisms of R-modules f : P → B and
π : A → B with π surjective, f lifts through π to an R-module homomorphism
f̃ : P → A.

A

P B

π
f̃

f

Example 4.8. For any idempotent e ∈ R, the left R-module Re is projective. To
pick a lift of f : Re → B through a surjective R-module map π : A → B, take any
a ∈ A such that π(a) = f(e), and define f̃ : Re→ A by f̃(r) = r · a.

This is one of the places where we have to be careful about the fact that our ring
R only has local units. As a module over itself, R may fail to be projective. As
discussed in [10], this can happen with Z[X] for totally disconnected spaces X
which are not σ-compact. However, we may still say that R is a flat module over
itself.

Definition 4.9 (Flat module). Let R be a locally unital ring. An R-module F is
flat if the tensor product functor

−⊗R F : Mod-R→ Ab

is exact. This means that it preserves the exactness of exact sequences. Equiva-
lently, for any injective right R-module map i : A→ B, the map i⊗ id : A⊗R F →
B ⊗R F is injective.
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Example 4.10. Clearly R is flat as a module over itself as A ⊗R R ∼= A. Fur-
thermore, for any idempotent e ∈ R, the left R-module Re is flat. For each right
R-module N , there is an isomorphism n ⊗ r 7→ n · r : N ⊗R Re ∼= Ne. Given an
injective right R-module map i : A → B, the map i ⊗ id : A ⊗R Re → B ⊗R Re
corresponds to the restriction i : Ae→ Be, which is injective.

A direct limit of flat modules is flat, and using this we can construct many flat
G-modules.

Proposition 4.11. Let X be a free, proper, étale G-space. Then Z[X] is a flat
Z[G]-module.

Proof. Let U be the basis of compact open sets U ⊆ X on which the quotient map
q : U → G\X and the anchor map τ : U → G0 are injective. For each U ∈ U , the
map g · u 7→ g : G · U → Gτ(U) is an isomorphism of G-spaces. The G-module
Z[X] is the sum over U ∈ U of its submodules Z[G · U ], each of which is flat as
Z[G · U ] ∼= Z[Gτ(U)] ∼= Z[G]χτ(U). For any finite collection U1, . . . , Un ∈ U , we
may write the union

⋃n
i=1G · Ui as a (topological) disjoint union

⊔n
i=1G · U ′

i for
sets U ′

i ∈ U by setting U ′
i := Ui ∩ q

−1(q(Ui) \ ∪j<iq(Uj)). The sum
∑n
i=1 Z[G · Ui]

inside Z[X] is therefore a direct sum
⊕n

i=1 Z[G ·U ′
i ] of flat modules, hence flat. The

G-module Z[X] is the direct limit of the finite sums
∑n
i=1 Z[G · Ui], so is flat. □

In order to do homological algebra in R-Mod, we need to introduce projective
resolutions.

Definition 4.12 (Projective resolution). A resolution P• →M of an R-module M
is an exact sequence of R-modules

· · ·
dn+1−−−→ Pn

dn−→ · · · d2−→ P1
d1−→ P0

d0−→M → 0.

It is a projective resolution if each Pn is projective.

The notions of projective modules and resolutions are categorical - they make sense
for any abelian category C. One of the fundamental ideas in homological algebra
is that projective resolutions are unique up to chain homotopy equivalence. This
means that given two projective resolutions P• →M and Q• →M , there are chain
maps f : P• → Q• and g : Q• → P• and chain homotopies fg ≃ id and gf ≃ id. This
follows from the fundamental lemma of homological algebra (see [88, Comparison
Theorem 2.2.6]).

Lemma 4.13 (Fundamental lemma of homological algebra). Let C be an abelian
category and let f : A→ B be a map in C. Suppose P• → A is a projective resolution
and suppose Q• → B is a resolution of B in C. Then there is a chain map P• → Q•

over f : A→ B, and it is unique up to chain homotopy.
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To build projective resolutions of R-modules, it is useful to know that there are
enough projectives in the sense that for every R-module M , there is a projective
R-module P with a surjective homomorphism π : P → M . It follows that every
R-module has a projective resolution.

Proposition 4.14 (Module categories have enough projectives). Let R be a locally
unital ring. Then the category of R-modules has enough projectives.

Proof. Let M be an R-module and let M0 ⊆ M generate M as an R-module. For
each m ∈ M0, pick an idempotent em ∈ R such that em ·m = m. Then there is a
surjective homomorphism given by⊕

m∈M0

Rem →M

rem 7→ r ·m

This module is projective because it is a direct sum of projective modules. □

Our proof shows further that this statement remains true if we restrict attention
to countably generated R-modules. To define groupoid homology, we introduce the
following analogue of taking the quotient of a G-module by an ample groupoid G:

Definition 4.15 (Coinvariants functor). Let G be an ample groupoid and let M
be a G-module. The coinvariants MG of M is the abelian group

MG := Z[G0]⊗GM.

This gives us a functor CoinvG : G-Mod→ Ab. We often think of MG as a quotient
of M via the surjective homomorphism πG : m 7→ [m] : M → MG that sends m to
e ⊗ m for any idempotent e ∈ Z[G0] such that e · m = m. The kernel of πG is
generated by elements of the form ξ ·m− (s∗ξ) ·m for ξ ∈ Z[G] and m ∈M .

Example 4.16. The coinvariants of the G-module Z[Gn+1] is isomorphic to Z[Gn].
The quotient map Z[Gn+1] → Z[Gn] is induced by the local homeomorphism
(g0, . . . , gn) 7→ (g1, . . . , gn) : G

n+1 → Gn.

The coinvariants quotient map πG : M → MG can be thought of as the universal
G-invariant map out of M . Given a G-module M and an abelian group N , we
may call a homomorphism f : M → N G-invariant if f(ξ · m) = f(s∗ξ · m) for
each ξ ∈ Z[G] and m ∈ M . If X is a G-space and φ : X → Y is a G-invariant
local homeomorphism, then φ∗ : Z[X] → Z[Y ] is G-invariant. We now introduce
the module-theoretic definition of ample groupoid homology.

Definition 4.17 (Groupoid homology groups). Let G be an ample groupoid and
let M be a G-module. Consider any projective resolution P• →M .

· · ·
dn+1−−−→ Pn

dn−→ · · · d2−→ P1
d1−→ P0

d0−→M → 0
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We apply the coinvariants functor to obtain a chain complex of abelian groups.

· · ·
(dn+1)G−−−−−→ (Pn)G

(dn)G−−−−→ · · · (d2)G−−−→ (P1)G
(d1)G−−−→ (P0)G → 0

The groupoid homology H•(G;M) with coefficients in M is the homology of this
chain complex, so that H0(G;M) ∼= (P0)G/ im((d1)G) ∼= MG and Hn(G;M) ∼=
ker((dn)G)/ im((dn+1)G) for n > 0. This is independent of the choice of projective
resolution because projective resolutions are unique up to chain homotopy equiva-
lence. The groupoid homology without coefficients is Hn(G) := Hn(G;Z[G

0]).

The functors Hn(G;−) : G-Mod→ Ab are an example of left derived functors.

Definition 4.18 (Left derived functors). Let C be an abelian category with enough
projectives (e.g. R-Mod or Mod-R), and let F : C → Ab be a right exact functor.
For an object A, let P• → A be a projective resolution. For n ≥ 0, the nth left
derived functor LnF (A) of F at A is the homology group Hn(F (P•)) given by the
chain complex

· · · → F (Pn)→ · · · → F (P1)→ F (P0)→ 0.

By the fundamental lemma of homological algebra, this is independent the choice
of projective resolutions up to canonical isomorphisms and a morphism A → B

induces a canonical map LnF (A)→ LnF (B).

By right exactness of F we have L0F (A) ∼= F (A), and if F is exact then LnF (A) = 0

for each n > 0. The left derived functors are in some sense a measure of the failure
of exactness of a right exact functor.

The groupoid homology groups Hn(G;M) are therefore the left derived functors
LnCoinvG(M) of the coinvariants functor CoinvG : G-Mod → Ab. For each right
R-module M , the functor TM = M ⊗R − : R-Mod → Ab is right exact, and its
left derived functors are the Tor groups TorRn (M,N) = LnTM (N). Our definition
of groupoid homology can be summarised as Hn(G;M) := TorGn (Z[G

0],M) and
Hn(G) := TorGn (Z[G

0],Z[G0]).

There are many facts of homological algebra that are well-known for unital rings
that we would like to draw upon for locally unital rings. For example, in the
setting of unital rings it suffices to use flat resolutions to calculate Tor, rather than
projective resolutions. In the setting of locally unital rings this result is especially
useful, because many modules we might expect to be projective (such as R itself)
may not be projective, but are still flat. It should be possible to prove this result,
along with many others, by adapting the proofs from the unital setting. However,
there is a way to deduce results in the locally unital setting from their (known)
specialisations to the unital setting. For a locally unital ring R, we introduce the
multiplier ring M(R) which is a unital ring in which R embeds, inspired by the
multiplier algebra of a C*-algebra.
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Definition 4.19 (Multiplier ring). Let R be a locally unital ring. The multiplier
ring M(R) := HomMod-R(R,R) is the endomorphism ring of the right R-module R.
This contains a copy of the locally unital ring R which acts by left multiplication
on R.

We can now view each R-module A as an M(R)-module by defining m · (r · a) =
m(r) · a for m ∈ M(R) and r · a ∈ RA = A. Conversely, for each M(R)-module
B, RB is an R-module. Through this we can view R-modules as precisely those
M(R)-modules B for which RB = B.

Proposition 4.20. Let R be a locally unital ring and let P be an R-module. Then
P is projective/flat as an R-module if and only if it is projective/flat as an M(R)-
module.

Proof. We first remark that for a right R-module A and a left R-module B, there
is a canonical isomorphism A⊗R B ∼= A⊗M(R) B of the tensor products over each
ring. Therefore it is clear that if A is flat as an M(R)-module then it is flat as
an R-module. Now suppose that P is flat as an R-module and let i : A → B be
an injective right M(R)-module map. Then i ⊗ id : A ⊗M(R) P → B ⊗M(R) P is
isomorphic to i⊗ id : AR⊗R P → BR⊗R P , which is injective by flatness of P .

It is clear that if P is projective as an M(R)-module then it is projective as an R-
module. Conversely, suppose P is projective as an R-module and consider M(R)-
module maps f : P → B and π : A → B with π surjective. Then f lands in the
R-moduleRB and we may lift this through the (surjective) restriction π : RA→ RB

of π to RA. □

From this we can deduce that projective R-modules are flat. We may also deduce
the following fact about Tor which is well-known in the unital case [88, Lemma
3.2.8]. This says both that Tor is balanced in that we may consider resolutions of
either entry and that it suffices to consider flat resolutions.

Proposition 4.21. For a locally unital ring R, a right R-module A and a left R-
module B, the group TorRn (A,B) can be computed as follows. Let P• → A and Q• →
B be flat resolutions of right and left R-modules respectively. Then TorRn (A,B) ∼=
Hn(P• ⊗R B) ∼= Hn(A ⊗R Q•). Furthermore, the isomorphism is induced by the
unique (up to chain homotopy) chain map from any projective resolution of A to
P•, and similarly for Q• → B.

Proof. We know that R-projective resolutions are M(R)-projective resolutions and
always exist by Proposition 4.14, and that the tensor products over R and M(R)

coincide. It follows that TorRn (A,B) ∼= TorM(R)
n (A,B). This proposition follows

from the unital version because flat resolutions of R-modules are flat resolutions of
M(R)-modules. □
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Example 4.22 (Bar resolution). Let G be an ample groupoid. There is an explicit
flat resolution (Z[G•+1], ∂•) of the (left) G-module Z[G0]

(4.1) · · ·
∂n+1−−−→ Z[Gn+1]

∂n−→ · · · ∂2−→ Z[G2]
∂1−→ Z[G1]

∂0−→ Z[G0]→ 0

called the bar resolution. For n ≥ 0 we consider the space Gn+1 of composable
n + 1-tuples as a left G-space. The G-module Z[Gn+1] is flat because Gn+1 is a
free, proper, étale G-space. We set ∂0 := s∗ : Z[G

1] → Z[G0]. For n > 0 and
0 ≤ i ≤ n we define face maps ∂ni : G

n+1 → Gn by

∂ni : (g0, . . . , gn) 7→

(g0, . . . , gigi+1, . . . , gn) if i < n,

(g0, . . . , gn−1) if i = n.

The face maps are G-equivariant local homeomorphisms and therefore induce G-
module maps (∂ni )∗ : Z[G

n+1]→ Z[Gn]. The boundary maps ∂n : Z[G
n+1]→ Z[Gn]

are given for n > 0 by

∂n :=

n∑
i=0

(−1)i(∂ni )∗.

The exactness of the bar resolution (4.1) is witnessed by a chain homotopy induced
by local homeomorphisms hn : G

n → Gn+1. These are defined for n > 0 by

hn : (g0, . . . , gn−1) 7→ (r(g0), g0, . . . , gn−1)

and h0 is the inclusion G0 ⊆ G1. By Proposition 4.21, we can use the bar resolution
to compute the groupoid homology H∗(G). Taking the coinvariants of the bar
resolution, we obtain the chain complex

(4.2) · · ·
(∂n+1)G−−−−−→ Z[Gn] (∂n)G−−−−→ · · · (∂2)G−−−→ Z[G1]

(∂1)G−−−→ Z[G0]→ 0.

The boundary maps are given by (∂n)G =
∑n
i=0(−1)

i(ϵni )∗, where for n > 0, the
face map ϵni : G

n → Gn−1 is defined by

ϵni : (g1, . . . , gn) 7→


(g2, . . . , gn) if i = 0

(g1, . . . , gigi+1, . . . , gn) if 0 < i < n

(g1, . . . , gn−1) if i = n

The homology of the chain complex (Z[G•], (∂•)G) computes the groupoid homology
H∗(G) = TorG∗ (Z[G

0],Z[G0]). To compute the groupoid homology H∗(G;M) =

TorG∗ (Z[G
0],M) with coefficients in a G-module M , we may use a symmetric bar

resolution of right G-modules

· · ·
∂
′
n+1−−−→ Z[Gn+1]

∂
′
n−→ · · · ∂

′
2−→ Z[G2]

∂
′
1−→ Z[G1]

∂
′
0−→ Z[G0]→ 0

and take the homology of the complex (Z[G•+1]⊗GM,∂′•⊗ id). This chain complex
is isomorphic to the complex defining H∗(G;M) in [71].

There are resolutions even more general than flat resolutions that can be used
to compute groupoid homology in particular. A well-known characterisation of
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flatness for a left R-module F is that TorRn (M,F ) = 0 for each right R-module
M and n > 0. For the purposes of groupoid homology, the only right G-module
we are interested in is Z[G0]. We call a left G-module A left CoinvG-acyclic if
TorGn (Z[G

0], A) = Ln CoinvG(A) = 0 for each n > 0. It turns out that left CoinvG-
acyclic resolutions are good enough to compute groupoid homology:

Theorem 4.23 (Acyclic resolutions for derived functors). Let C be an abelian cat-
egory with enough projectives and let F : C → Ab be a right exact functor. Then
for any left F -acyclic resolution Q• → M of an object M and any projective res-
olution P• → M , the unique (up to homotopy) chain map P• → Q• induces an
isomorphism LnF (M) ∼= Hn(F (Q•)).

Proof. For unital rings, see [88, 2.4.3], including the linked exercise. The dual
version of this theorem is covered in the full generality of abelian categories in
several lecture notes, see [77, Theorem 3.60] and [76, Theorem 4.6.7]. □

4.2. The induced map in homology from a groupoid correspondence.
Given a correspondence Ω: G → H of ample groupoids, we construct a module-
theoretic induction functor IndΩ : H-Mod → G-Mod. As Ω is a G-H-bispace, the
abelian group Z[Ω] is a G-H-bimodule. The tensor product by Z[Ω] yields the
induction functor IndΩ.

IndΩ := Z[Ω]⊗H − : H-Mod→ G-Mod

The right H-space Ω is free, proper and étale, so by Proposition 4.11, Z[Ω] is a flat
right H-module. It follows that IndΩ is exact.

Remark 4.24. If we were to consider the H-sheaf M associated to an H-module
M , it is possible to identify Z[Ω] ⊗H M with the abelian group of H-equivariant
sections in Γb(Ω, σ

∗M) that are compactly supported with respect to Ω/H. This
makes the analogy with the C*-algebraic induction functor much more explicit.

The G-H-bimodule Z[Ω] is compatible with composition of groupoid correspon-
dences in the following sense.

Proposition 4.25. Let G, H and K be ample groupoids and let Ω: G → H and
Λ: H → K be correspondences. Then there is an isomorphism κΩ,Λ : Z[Ω]⊗HZ[Λ] ∼=
Z[Λ ◦ Ω] of G-K-bimodules given as follows.

κΩ,Λ : Z[Ω]⊗H Z[Λ] ∼= Z[Λ ◦ Ω]

ξ ⊗ η 7→ κΩ,Λ(ξ ⊗ η)

[ω, λ]H 7→
∑

h∈Hσ(ω)

ξ(ω · h)η(h−1 · λ)
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Proof. Checking that the above bilinear map is balanced is straightforward. We
therefore obtain a well-defined map κΩ,Λ : Z[Ω]⊗H Z[Λ]→ Z[Λ ◦ Ω], which we can
further check is a homomorphism of G-K bimodules. Now, let S be the set of
pairs (U, V ) of compact open subsets U ⊆ Ω and V ⊆ Λ such that U is a bisection
and ρ(V ) ⊆ σ(U). The sets U ×Y V with (U, V ) ∈ S form a basis of compact
opens in Ω ×Y Λ, so their images q(U ×Y V ) under the local homeomorphism
q : Ω ×Y Λ → Λ ◦ Ω form a basis of compact opens in Λ ◦ Ω. By construction,
κΩ,Λ(χU ⊗ χV ) = χq(U×Y V ), and surjectivity of κΩ,Λ follows.

Now, let R = {q(U ×Y V ) | (U, V ) ∈ S}. This is a basis of compact opens in Λ ◦Ω
that is closed under compact open subsets. Using Lemma 4.3, we define an inverse
ψ : Z[Λ ◦ Ω]→ Z[Ω]⊗H Z[Λ] to κΩ,Λ by setting

ψ(χq(U×Y V )) := χU ⊗ χV .

We need to check that this is well-defined and respects disjoint unions within R.
First, suppose that (U1, V1), (U2, V2) ∈ S with q(U1 ×Y V1) = q(U2 ×Y V2). Define

W := {h ∈ H | there are u1 ∈ U1 and u2 ∈ U2 such that u1 · h = u2} .

The action Ω↶H is free and proper and σ restricts to homeomorphisms on U1 and
U2, from which it follows that W is a compact open bisection in H. Furthermore,
because q(U1 ×Y V1) = q(U2 ×Y V2) we obtain that ρ(V1) ⊆ r(W ), ρ(V2) ⊆ s(W )

and W · V2 = V1. We may then calculate

χU1
⊗ χV1

= χU1
⊗ χW · χV2

= χU1
· χW ⊗ χV2

= χU2
· χr(W ) ⊗ χV2

= χU2
⊗ χV2

.

Now suppose that q(U1×Y V1)⊔q(U2×Y V2) = q(U ×Y V ). By the above argument
we may assume that U1 ×Y V1 ⊔ U2 ×Y V2 = U ×Y V , so V1 ⊔ V2 = V and we
can write χU ⊗ χV = χU ⊗ χV1

+ χU ⊗ χV2
= χU1

⊗ χV1
+ χU2

⊗ χV2
. By Lemma

4.3, ψ extends uniquely to a homomorphism ψ : Z[Λ ◦ Ω] → Z[Ω] ⊗Z[H] Z[Λ] such
that κΩ,Λ ◦ ψ = 1 by construction. The elements χU ⊗ χV for (U, V ) ∈ S generate
Z[Ω]⊗H Z[Λ], so therefore ψ is an inverse to κΩ,Λ. □

The assignment GpdCorr→ Bimod sending the groupoid G to the ring Z[G] and the
correspondence Ω: G → H to the G-H-bimodule Z[Ω] is therefore functorial. We
can conclude that the induction functor is compatible with composition of corre-
spondences in that IndΩ ◦ IndΛ ∼= IndΛ◦Ω. Next we want to relate the coinvariants
functors CoinvG and CoinvH via the induction functor IndΩ. We do this by relating
the trivial right modules Z[G0] and Z[H0] via Z[Ω].

Proposition 4.26. Let Ω: G→ H be a correspondence of ample groupoids. There
is a map δΩ : Z[Ω]G → Z[H0] of right H-modules such that the following diagram
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commutes.
Z[Ω] Z[H0]

Z[Ω]G

σ∗

πG
δΩ

The assignment Ω 7→ δΩ respects composition of groupoid correspondences in that
for any additional correspondence Λ: H → K, the following diagram commutes.

Z[G0]⊗Z[G] Z[Ω]⊗Z[H] Z[Λ] Z[H0]⊗Z[H] Z[Λ]

Z[G0]⊗Z[G] Z[Λ ◦ Ω] Z[K0]

δΩ⊗id

id⊗κΩ,Λ δΛ

δΛ◦Ω

It also respects identities in that for the identity correspondence G : G → G, the
map δG : Z[G0]⊗G Z[G]→ Z[G0] is the canonical isomorphism induced by the right
action of Z[G] on Z[G0].

Proof. We define δΩ : Z[G0]⊗G Z[Ω]→ Z[H0] on simple tensors by

δΩ : Z[G0]⊗G Z[Ω]→ Z[H0]

η ⊗ ξ 7→ σ∗(η · ξ).

The balancedness of the bilinear map Z[G0] × Z[Ω] → Z[H0] follows from the G-
invariance of σ : Ω→ H0. It follows that δΩ : Z[G0]⊗GZ[Ω]→ Z[H0] is well-defined.
It is a map of right H-modules because σ is H-equivariant.

Compatibility with composition can be checked on simple tensors. For η ∈ Z[G0],
ξ ∈ Z[Ω] and ν ∈ Z[Λ], the simple tensor η ⊗ ξ ⊗ ν is sent to the following element
of Z[K0] under both the and routes round the diagram.

z 7→
∑
λ∈Λz

∑
ω∈Ωρ(λ)

η(ρ(ω))ξ(ω)ν(λ)

To avoid ambiguity, let ⋆ refer to the right action Z[G0]↶Z[G] to distinguish it from
the left action Z[G0]↷Z[G]. The canonical isomorphism Z[G0]⊗G Z[G] → Z[G0]

sends η ⊗ ξ to η ⋆ ξ, and this is indeed equal to δΩ(η ⊗ ξ) = s∗(η · ξ). □

Given a proper correspondence Ω: G → H of ample groupoids, the exact functor
IndΩ : H-Mod → G-Mod and the H-equivariant map δΩ : Z[Ω]G → Z[H0] are the
ingredients we need to construct a map in homology H∗(Ω): H∗(G) → H∗(H).
The compatibility of IndΩ and δΩ with composition of correspondences and identity
correspondences lead to compatibility for H∗(Ω). Now suppose that on top of that
we have C*-coefficients in the form of a proper correspondence (E,Ω): (A,G) →
(B,H). In order to build a map H∗,i(E,Ω): H∗(G;Ki(A)) → H∗(H;Ki(B)) we
will need the further ingredient of a G-equivariant map Ki(A)→ IndΩKi(B). We
obtain this through an isomorphism IndΩK∗(B) ∼= K∗(IndΩB). Recall that for
each open bisection U ⊆ Ω there is a ∗-isomorphism evU : IndUH B ∼= σ(U)B (see
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(2.1)). When U is clopen, we can view K∗(IndUH B) and K∗(σ(U)B) as subgroups
of K∗(IndΩB) and K∗(B) respectively.

Proposition 4.27 (K-theory intertwines the induction functors). For every H-
C*-algebra B, there is an isomorphism of G-modules

ζΩ,B : K∗(IndΩB) ∼= IndΩK∗(B)

such that ζΩ,B(y) = χU ⊗K∗(evU )(y) for each compact open bisection U ⊆ Ω and
y ∈ K∗(IndUH B).

Proof. It will be slightly more straightforward to define the inverse of ζΩ,B . For
each compact open bisection U ⊆ Ω, let ϵU : B → IndΩB be the composition of the
following ∗-homomorphisms.

ϵU : B → σ(U)B
ev

−1
U−−−→ IndUH B → IndΩB

Consider the assignment (χU , x) 7→ K∗(ϵU )(x) for a compact open bisection U ⊆ Ω

and an element x ∈ K∗(B). By Lemma 4.3, this extends to a bilinear map ψ : Z[Ω]×
K∗(B)→ K∗(IndΩB). Consider the actions β : H↷B and α : G↷ IndΩB. Given
compact open bisections V ⊆ H and W ⊆ G we have induced ∗-homomorphisms
βV : B → B and αW : IndΩB → IndΩB (see Example 4.4). Consider the following
diagram given a compact open bisection U ⊆ Ω.

B IndΩB

B IndΩB

ϵU·V

βV αW

ϵW ·U

ϵU

Both triangles in the above diagram commute. This is because βV ◦ evU·V =

evU on their common domain and similarly evU·W ◦αW = evU . It follows that
K∗(ϵU·V )(x) = K∗(ϵU )K∗(βV )(x) for each x ∈ K∗(B), and therefore ψ is balanced
and induces a homomorphism ψ̃ : IndΩK∗(B)→ K∗(IndΩB) such that ψ̃(χU⊗x) =
K∗(ϵU )(x) for each compact open bisection U ⊆ Ω and x ∈ K∗(B). We also get
that K∗(ϵW ·U )(x) = K∗(αW )K∗(ϵU )(x) from which we can conclude that ψ̃ is G-
equivariant.

As the construction of ψ̃ is independent of G, we may replace G by Ω/H and
apply Lemma 4.6, so that we need only check injectivity and surjectivity by re-
stricting to q(U) ⊆ Ω/H for compact open bisections U ⊆ Ω. The elements
of q(U)Z[Ω] ⊗H K∗(B) can be written as χU ⊗ x for x ∈ K∗(σ(U)B). Apply-
ing ψ̃, we get K∗(ev

−1
U )(x). The map evU : σ(U)B → IndUH B is an isomor-

phism, so if K∗(ev
−1
U )(x) = 0 then x = 0, and we also hit all of K∗(IndUH B) =

q(U)K∗(IndΩB). It follows that ψ̃ is an isomorphism. We set ζΩ,B : K∗(IndΩB)→
IndΩK∗(B) to be the inverse of ψ̃. This satisfies ζΩ,B(y) = χU ⊗K∗(evU )(y) for
each compact open bisection U ⊆ Ω and y ∈ K∗(IndUH B) by construction. □
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Proposition 4.28 (Naturality of ζΩ,B). Let Ω: G → H be a correspondence of
ample groupoids. Then the isomorphism ζΩ,B : K∗(IndΩB) ∼= IndΩK∗(B) is natu-
ral in B with respect to proper H-equivariant correspondences, and when H, G and
Ω are second countable it is natural with respect to morphisms in KKH .

Proof. Let E : B → C be an H-equivariant correspondence. For each compact
open bisection U ⊆ Ω we obtain a commutative diagram of C*-correspondences,
with horizontal maps defined by ∗-homomorphisms.

IndΩB IndUH B σ(U)B B

IndΩ C IndUH C σ(U)C C

IndΩ E

evU

IndUH E σ(U)E E

evU

When E is a proper correspondence, this is a diagram of proper correspondences
which induces a diagram of K-theory groups. It follows that for y ∈ K∗(IndUH B),
we have K∗(evU )K∗(IndΩE)(y) = K∗(E)K∗(evU )(y). Now consider the following
diagram, whose commutativity describes the naturality of ζΩ,− with respect to
proper H-equivariant correspondences.

K∗(IndΩB) K∗(IndΩ C)

IndΩK∗(B) IndΩK∗(C)

ζΩ,B

K∗(IndΩ E)

ζΩ,C

IndΩK∗(E)

Applying to y yields χU ⊗K∗(evU )K∗(IndΩE)(y) and applying yields χU ⊗
K∗(E)K∗(evU )(y). These are equal and such y generate K∗(IndΩB), so the dia-
gram commutes. Now suppose that G, H and Ω are second countable, B and C are
separable, E is countably generated and we have a Fredholm operator T ∈ L(E) so
that [E, T ] ∈ KKH(B,C). We apply the same strategy to show that ζΩ,− is natural
with respect to [E, T ], and so we consider the following diagram in KK.

IndΩB IndUH B σ(U)B B

IndΩ C IndUH C σ(U)C C

IndΩ[E,T ]

KK(evU )

IndUH [E,T ] σ(U)[E,T ] [E,T ]

KK(evU )

The left hand square commutes because any cutoff function c : Ω → R restricts
to a cutoff function on UH. The right hand square commutes because the re-
striction σ(U)[E, T ] = [σ(U)E, T ↾σ(U)E ] of the element [E, T ] ∈ KKH(B,C) in-
duces the same map K∗(σ(U)B) → K∗(σ(U)C) in K-theory as the restriction of
K∗([E, T ]) : K∗(B)→ K∗(C). The middle square commutes because up to the iso-
morphism σ(U)E ∼= IndUH E, the Fredholm operators T ↾σ(U)E and IndUH,c T are
compact perturbations. This can be checked by viewing our algebras and modules
over U and checking compactness fibre-wise. Similarly, the commutativity of this
diagram shows that for y ∈ K∗(IndUH B) we have K∗(evU )K∗(IndΩ[E, T ])(y) =

K∗([E, T ])K∗(evU )(y) and we can conclude that ζΩ,− is natural with respect to
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morphisms in KKH .

K∗(IndΩB) K∗(IndΩ C)

IndΩK∗(B) IndΩK∗(C)

ζΩ,B

K∗(IndΩ[E,T ])

ζΩ,C

IndΩK∗([E,T ])

□

Now that we have shown that the K-theory functorsK∗ : KKG → G-Mod intertwine
the induction functors IndΩ naturally, there are some features of these induction
functors that we want to check are compatible under K∗.

Proposition 4.29 (Compatibility of ζ with composition). Let Ω: G → H and
Λ: H → K be correspondences of ample groupoids and let C be a K-C*-algebra.
Consider the G-equivariant ∗-isomorphism φC : IndΩ IndΛ C → IndΛ◦Ω C intro-
duced in Proposition 2.7 and the isomorphism κΩ,Λ : Z[Ω] ⊗H Z[Λ] ∼= Z[Λ ◦ Ω] of
G-K-bimodules introduced in Proposition 4.25. Then the following diagram com-
mutes.

(4.3)
K∗(IndΩ IndΛ C) IndΩK∗(IndΛ C) IndΩ IndΛK∗(C)

K∗(IndΛ◦Ω C) IndΛ◦ΩK∗(C)

K∗(φC)

ζΩ,IndΛ C IndΩ(ζΛ,C)

κΩ,Λ⊗id

ζΛ◦Ω,C

Proof. The crux of this is the following diagram for each pair of compact open
bisections U ⊆ Ω and V ⊆ Λ with ρ(V ) ⊆ σ(U).

(4.4)
q(V ◦ U) IndΩ IndΛ C q(V ) IndΛ C

q(V ◦ U) IndΛ◦Ω C σ(V )C

evU

φC evV

evV ◦U

This is commutative because by definition, for ξ ∈ q(V ◦ U) IndΩ IndΛ C and
[u, v]H ∈ V ◦ U , we have φC(ξ)([u, v]H) = ξ(u)(v). Now consider an element
x ∈ K∗(Ind(V ◦U)K C) ⊆ K∗(IndΛ◦Ω C). This is mapped along the bottom of the
diagram (4.3) to χV ◦U ⊗K∗(evV ◦U )(x). Following along the other route round the
diagram, we can see that it is mapped to κΩ,Λ(χU ⊗χV )⊗K∗(evV ◦ evU ◦φ

−1
C )(x).

By construction of κΩ,Λ and by the commutativity of (4.4), this is equal to χV ◦U ⊗
K∗(evV ◦U )(x). Such x generate K∗(IndΛ◦Ω C) and K∗(φC) is an isomorphism, we
can conclude that (4.3) commutes. □

Proposition 4.30 (Compatibility of ζ with identity). Let G be an ample groupoid
and let A be a G-C*-algebra. Consider the canonical isomorphism φ : Z[G] ⊗G
K∗(A) ∼= K∗(A) and the G-equivariant ∗-isomorphism ψA : IndGA → A from
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Proposition 2.8. Then the following diagram commutes.

K∗(IndGA) IndGK∗(A)

K∗(A)

ζG,A

K∗(ψA)
φ

Proof. For each x ∈ K∗(A), there is a compact open set U ⊆ G0 such that x ∈
K∗(UA). The ∗-isomorphism ψA : IndGA → A restricts to the ∗-isomorphism
evU : U(IndGA)→ UA, and therefore ζG,A(K∗(ψA)

−1(x)) = χU ⊗ x. This is equal
to φ−1(x), so the diagram commutes. □

We are now able to introduce the final ingredient that enables us to induce a map in
homology with coefficients from a proper groupoid correspondence with coefficients.

Definition 4.31. Let (E,Ω): (A,G) → (B,H) be a proper correspondence. We
define the map φE : K∗(A)→ IndΩK∗(B) of G-modules to be the composition

φE : K∗(A)
K∗(∆(E))−−−−−−→ K∗(IndΩB)

ζΩ,B−−−→ IndΩK∗(B).

This respects composition of correspondences in that the following diagram com-
mutes.

K∗(A) IndΛ◦Ω(K∗(C))

IndΩ(K∗(B)) IndΩ IndΛ(K∗(C))

φF◦E

φE

IndΩ(φF )

κΩ,Λ⊗id∼=

This follows directly from Propositions 4.29 and 2.33. In the case of trivial coef-
ficients with A = C0(G

0), B = C0(H
0) and E = C0(Ω), the map φE : K∗(A) →

IndΩK∗(B) is given by ρ∗ : Z[G0]→ Z[Ω/H].

Given a proper correspondence (E,Ω): (A,G) → (B,H) of ample groupoids with
C*-coefficients, we have the following three ingredients.

• an exact functor IndΩ : H-Mod→ G-Mod,

• an H-equivariant map δΩ : Z[G0]⊗G Z[Ω]→ Z[H0] of right H-modules,

• and a G-equivariant map φE : Kj(A)→ Z[Ω]⊗H Kj(B) of left G-modules.

We use these to build a map Hi,j(E,Ω): Hi(G;Kj(A))→ Hi(H;Kj(B)) in homol-
ogy, which is a map TorGi (Z[G

0],Kj(A))→ TorHi (Z[H0],Kj(B)). By Theorem 4.23,
the groupoid homology of an ample groupoid G can be computed using left CoinvG-
acyclic resolutions, of which flat (and projective) resolutions are a special case.
In this generality we construct a map in homology Hi,j(E,Ω): Hi(G;Kj(A)) →
Hi(H;Kj(B)).
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Theorem 4.32 (Induced map in homology from a proper correspondence). Let
(E,Ω): (A,G)→ (B,H) be a proper correspondence. Then there are maps

Hi,j(E,Ω): Hi(G;Kj(A))→ Hi(H;Kj(B))

such that for any

• left CoinvG-acyclic resolution P• → Kj(A),

• left CoinvH-acyclic resolution Q• → Kj(B),

• and chain map f : P• → IndΩQ• lifting φE : Kj(A)→ IndΩKj(B),

· · · Pn · · · P0 Kj(A) 0

· · · IndΩQn · · · IndΩQ0 IndΩKj(B) 0

fn f0 φE

the chain map (δΩ ⊗ id) ◦ fG : (P•)G → (Q•)H shown below induces Hi,j(E,Ω) in
homology.

· · · (Pn)G · · · (P0)G

· · · (IndΩQn)G · · · (IndΩQ0)G

· · · (Qn)H · · · (Q0)H

(fn)G (f0)G

δΩ⊗id δΩ⊗id

Proof. To construct the map Hi,j(E,Ω), we may consider arbitrary projective
resolutions P ′

• → Kj(A) and Q′
• → Kj(B), which exist because the categories

have enough projectives. We obtain a resolution IndΩQ
′
• → IndΩKj(B). A

chain map f ′ : P ′
• → IndΩQ

′
• lifting φE : Kj(A) → IndΩKj(B) exists by the

fundamental lemma of homological algebra (Lemma 4.13). We may then define
Hi,j(E,Ω) as Hi((δΩ ⊗ id) ◦ f ′) : Hi((P

′
•)G) → Hi((Q

′
•)H) after identifying these

with Hi(G;Kj(A)) and Hi(H;Kj(B)).

Now given P• → Kj(A), Q• → Kj(B) and f ′ : P• → IndΩQ• as in the statement
of the theorem, there are chain maps π : P ′

• → P• and τ : Q′
• → Q•. By the

fundamental lemma of homological algebra, f ◦ π is chain homotopic to τ ◦ f ′, and
therefore (δ ⊗ id) ◦ f ′ and (δΩ ⊗ id) ◦ f induce the same map in homology. □

This map respects the composition of correspondences: if (F,Λ) is another proper
correspondence of ample groupoids with C*-coefficients which is composable with
(E,Ω), then Hi,j(F,Λ) ◦Hi,j(E,Ω) = Hi,j(F ◦E,Λ ◦Ω) and if (E,Ω) is an identity
correspondence then Hi,j(E,Ω) is the identity. This follows from the compatibil-
ity of IndΩ, δΩ and φE with composition and identities. We recover the Morita
invariance of ample groupoid homology.
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Example 4.33 (Induced map in homology from an étale homomorphism). Let
φ : G → H be an étale homomorphism of ample groupoids. Recall from Example
4.1 that the chain complex (Z[G•], (∂•)G) (4.2) computes the homology of G. For
each n ≥ 0 the local homeomorphism φn : Gn → Hn induces a homomorphism
(φn)∗ : Z[G

n]→ Z[Hn]. These form a chain map which induces a map in homology
H∗(φ) : H∗(G)→ H∗(H).

The associated correspondence Ωφ : G → H is the space G0 ×
H

0 H. Consider
the bar resolutions Z[G•+1] → Z[G0] and Z[H•+1] → Z[H0]. For each n ≥ 0 the
induced module IndΩφ

Z[Hn+1] has underlying abelian group Z[G0×
H

0Hn+1], with
the G-module structure coming from the action G↷G0 ×

H
0 Hn+1. Consider the

following local homeomorphisms.

ψn : G
n+1 → G0 ×

H
0 Hn+1 µn : G

0 ×
H

0 Hn+1 → Hn

(g0, . . . , gn) 7→ (r(g), φ(g0), . . . , φ(gn)) (x, h0, . . . , hn) 7→ (h1, . . . , hn)

ϵG,n : G
n+1 → Gn ϵH,n : H

n+1 → Hn

(g0, . . . , gn) 7→ (g1, . . . , gn) (h0, . . . , hn) 7→ (h1, . . . , hn)

The map ψn is G-equivariant, while µn and ϵG,n are G-invariant and ϵH,n is H-
invariant. We obtain a chain map

f := (ψ•)∗ : Z[G
•+1]→ IndΩφ

Z[H•+1]

over the identity Z[G0] → Z[G0] = IndΩφ
Z[H0]. By Theorem 4.32, H∗(Ωφ) is in-

duced by the chain map (δΩφ
⊗ id) ◦ fG : Z[G•+1]G → Z[H•+1]H . The coinvariants

Z[Gn+1]G and Z[Hn+1]H are given by Z[Gn] and Z[Hn] with quotient maps in-
duced by ϵG,n and ϵH,n. Under these identifications, δΩφ

⊗ id : (IndΩφ
Z[Hn+1])G →

Z[Hn+1]H is induced by the G-invariant map µn.

Z[Gn+1] Z[G0 ×
H

0 Hn+1]

Z[Gn] (Z[G0 ×
H

0 Hn+1])G

Z[Hn]

(ψn)∗

(ϵG,n)∗πG πG (µn)∗

fG

(φ
n
)∗

δΩφ
⊗id

The equality µn◦ψn = φn◦ϵG,n : G
n+1 → Hn of local homeomorphisms implies that

(δΩφ
⊗ id) ◦ ((ψn)∗)G = (φn)∗ : Z[G

n] → Z[Hn]. It follows that H∗(Ωφ) = H∗(φ),
so Theorem 4.32 recovers the standard functoriality of groupoid homology with
respect to étale homomorphisms.

Example 4.34 (Induced map in homology from an action correspondence). Let
G be an ample groupoid, let X be a totally disconnected G-space with a proper
anchor map τ : X → G0 and let H = G⋉X be the action groupoid. For each n the
map τn : H

n → Gn picking out the elements of G is proper and therefore induces
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a map (τn)
∗ : Z[Gn] → Z[Hn]. This gives us a chain map (τ•)

∗ : Z[G•] → Z[H•]

which induces a map in homology H∗(τ) : H∗(G)→ H∗(H).

The associated correspondence Ω: G → H is the space H = G ×
G

0 X. We again
consider the bar resolutions Z[G•+1]→ Z[G0] and Z[H•+1]→ Z[X]. For each n ≥ 0

the induced module IndΩ Z[Hn+1] has underlying abelian group Z[Hn+1], with the
G-module structure coming from the action G↷Hn+1. The proper G-equivariant
maps τn : G

n+1 → Hn+1 induce a chain map

f := (τ•+1)
∗ : Z[G•+1]→ IndΩ Z[H•+1]

over τ∗ : Z[G0] → Z[X] = IndΩ Z[X]. By Theorem 4.32, H∗(Ω) is induced by the
chain map (δΩ⊗id)◦fG : Z[G•+1]G → Z[H•+1]H . The coinvariants (IndΩ Z[Hn+1])G

is given by Z[Hn], and δΩ ⊗ id : Z[Hn] → Z[Hn] is simply the identity. The chain
map fG : (Z[G•+1])G → (IndΩ Z[H•+1])G is given at n by (τn)

∗ : Z[Gn] → Z[Hn].
Therefore (δΩ ⊗ id) ◦ fG is simply (τn)

∗ : Z[Gn] → Z[Hn], and we obtain that
H∗(Ω) = H∗(τ).

4.3. Interaction between the coinvariants and C*-algebras. In module the-
ory, the coinvariants CoinvG of an ample groupoid is an analogue of taking the
quotient by an action. In C*-theory, the crossed product G⋉ is also an analogue
of the quotient. Given a G-C*-algebra A, we may relate the coinvariants of the K-
theory K∗(A)G with the K-theory of the crossed product K∗(G⋉A). This will be
useful later when we want to recover groupoid homology from a purely C*-algebraic
context, see Proposition 7.27.

Proposition 4.35 (Comparison between the coinvariants and the crossed product).
Let G be an ample groupoid and let A be a G-C*-algebra. Then the inclusion
A ⊆ G ⋉ A induces a map γA : K∗(A)G → K∗(G ⋉ A). Furthermore, this is
natural with respect to proper G-equivariant correspondences and (when G is second
countable and A is separable) morphisms in KKG.

Proof. Let ιA : A → G ⋉ A be the inclusion and let α : G↷ A be the action of G
on A. We first check that K∗(ιA) : K∗(A) → K∗(G ⋉ A) vanishes on the kernel
of πG : K∗(A) → K∗(A)G. To see this, let U ⊆ G be an open bisection, and
consider x ∈ K∗(A). We need to check that K∗(ιA)(χU · x) = K∗(ιA)(χs(U) · x).
Consider the ∗-homomorphisms αU : A → A and αs(U) : A → A induced by the
action. The two maps ιA ◦ αs(U), ιA ◦ αU : A ⇒ G ⋉ A induce unitarily equivalent

(proper) correspondences. These are s(U)G⋉A = Γc(G
s(U), s∗A) and r(U)G⋉A =

Γc(G
r(U), s∗A) respectively. Then s(U)G⋉A is unitarily equivalent to r(U)G⋉A

via precomposition with the canonical homeomorphism Gr(U) ∼= Gs(U). It follows
that K∗(i ◦ αU ) = K∗(ιA ◦ αs(U)), and so K∗(ιA)(χU · x) = K∗(ιA)(χs(U) · x).
Therefore γA : K∗(A)G → K∗(G⋉A) given by [x] 7→ K∗(ιA)(x) is well-defined.
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Naturality of γA reduces to naturality of K∗(ιA) : K∗(A) → K∗(G ⋉ A). Now let
E : A → B be a G-equivariant correspondence. There is a unitary equivalence
G⋉ E ∼= E ⊗B G⋉B from which we obtain a commutative diagram in the corre-
spondence category.

A G⋉A

B G⋉B

Corr(ιA)

E G⋉E
Corr(ιB)

This implies naturality for proper correspondences. To see that this is natural with
respect to KKG, we assume G is second countable and A is separable, that E is
countably generated and graded, and that we have a Fredholm operator T ∈ L(E)

such that (E, T ) ∈ EG(A,B). Under the identification of G⋉E with E ⊗B G⋉B,
the operators G ⋉ T and T ⊗ 1 are the same. The Kasparov A-G ⋉ B cycles
(G ⋉ E,G ⋉ T ) and (E ⊗B G ⋉ B, T ⊗ 1) are therefore unitarily equivalent. We
deduce naturality of KK(ιA) with respect to KKG and hence naturality of γA. □

The comparison map γA : K∗(A)G → K∗(G ⋉ A) is compatible with the maps
K∗(Ω ⋉ ΘΩ,B) : K∗(G ⋉ IndΩB) → K∗(H ⋉ B) and δΩ ⊗ id : (IndΩK∗(B))G →
K∗(B)H in the following way.

Proposition 4.36. Let Ω: G→ H be a correspondence of ample groupoids and let
B be an H-C*-algebra. Then the following diagram commutes.

K∗(IndΩB)G K∗(G⋉ IndΩB)

(IndΩK∗(B))G K∗(B)H K∗(H ⋉B)

(ζΩ,B)G∼=

γIndΩ B

K∗(Ω⋉ΘΩ,B)

δΩ⊗id γB

Proof. We may start with an element [χU ⊗x] ∈ (IndΩK∗(B))G, where U ⊆ Ω is a
compact open bisection and x ∈ K∗(σ(U)B). Consider the inclusions ι : σ(U)B →
H⋉B and ϵ : IndUH B → G⋉IndΩB. We may calculate that (δΩ⊗ id)([χU⊗x]) =
[x] and that γB([x]) = K∗(ι)(x). Going the other way, our element is mapped to
K∗(Ω⋉ΘΩ,B)◦K∗(ϵ)◦K∗(ev

−1
U )(x). By Lemma 2.27, Corr(ϵ)⊗G⋉IndΩ B

Ω⋉ΘΩ,B
∼=

Corr(evU )⊗σ(U)BCorr(ι), so we can conclude thatK∗(ι)(x) = K∗(Ω⋉ΘΩ,B)◦K∗(ϵ)◦
K∗(ev

−1
U )(x). □

The groupoid correspondence G : G→ G0 gives us a way to induce a G-C*-algebra
IndG

G
0 B = IndGB from a C0(G

0)-algebra B. For these induced algebras, the
comparison map is an isomorphism.

Proposition 4.37. Let B be a C0(G
0)-algebra and let A = IndG

G
0 B be the induced

G-C*-algebra. Then the induced map γA : K∗(A)G → K∗(G⋉A) is an isomorphism.
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Proof. Applying Proposition 4.36 we obtain the following commutative diagram.

K∗(IndGB)G K∗(G⋉ IndGB)

(IndGK∗(B))G K∗(B)
G

0 K∗(B)

(ζG,B)G∼=

γA

K∗(G⋉ΘG,B)

δG⊗id γB

It suffices to check that each of the maps other than γA is an isomorphism. The
map δG : Z[G0]⊗GZ[G]→ Z[G0] is the canonical isomorphism induced by the right
action of Z[G] on Z[G0], and therefore δG ⊗ id is an isomorphism. The comparison
map γB : K∗(B)

G
0 → K∗(B) is the inverse of the coinvariants quotient map π

G
0 .

Finally, we claim thatG⋉ΘG,B is a Morita equivalence, and thereforeK∗(G⋉ΘG,B)

is an isomorphism. It can be checked directly that G⋉ΘG,B ∼= L2(G,B) and that
the structure map is an isomorphism G ⋉ IndGB ∼= K(L

2(G,B)), witnessing the
Morita equivalence.

Alternatively, we can view G ⋉ ΘG,B as the crossed product of the evaluation
correspondence (IndGB,G⋉G)→ (B,G0) for the Morita equivalence G : G⋉G→
G0. By the compatibility of the evaluation natural transformation and the induction
functor with composition and identities (Propositions 2.30, 2.31, 2.7 and 2.8), this
is a Morita equivalence. □

The homology of modules induced by subgroupoids is also very tractable. This
follows from a version of Shapiro’s lemma, which is usually stated for subgroups.

Lemma 4.38 (Shapiro’s Lemma). Let G be an ample groupoid and let H ⊆ G be
a closed subgroupoid containing G0. Let IndGH = Z[G] ⊗H − : H-Mod → G-Mod
be the subgroupoid induction functor, with the bimodule Z[G] constructed from the
actions G↷ G↶H by left and right multiplication. Then for any H-module M ,
we have an isomorphism

H∗(G; Ind
G
HM) ∼= H∗(H;M)

in homology. In particular, if H = G0 then Hn(G; Ind
G
G

0 M) ∼= 0 for n > 0, because
Coinv

G
0 : G0-Mod→ Ab is just the forgetful functor, which is exact.

Proof. The right action G↶H is proper because H is closed, and so G↷G↶H

is a groupoid correspondence, and in particular IndGH : H-Mod → G-Mod is the
exact induction functor of this groupoid correspondence. Let F• → Z[G0] be a
flat resolution of right G-modules. We obtain a resolution of right H-modules
F•⊗GZ[G]→ Z[G0]. Moreover, these are flat, as Fi⊗GZ[G]⊗H− is the composition
of two exact functors. By Proposition 4.21, the homology of the chain complex

F• ⊗G (Z[G]⊗H M) ∼= (F• ⊗G Z[G])⊗H M

computes both H∗(G; Ind
G
HM) and H∗(H;M). □
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5. Spectral sequences

Spectral sequences are a key part of the topologist’s toolkit, but may be unfamiliar
to an operator algebraist. We cover the basics of spectral sequences in this short
chapter, so that we may later deal with the ABC spectral sequence. We refer to
Weibel [88] for a more detailed account.

5.1. Spectral sequences. Spectral sequences organise together lots of homological
objects in a powerful way. For us, they will be systems of abelian groups which
are sorted into sheets or pages, each of which consists of a two dimensional array
of abelian groups called a bigraded abelian group.

Definition 5.1 (Graded abelian group). A graded abelian group G is a collection
of abelian groups Gn indexed by integers n. A bigraded abelian group H is a
collection of abelian groups Hp,q indexed by integers p, q.

Many of the abelian groups we are interested in fit into the context of graded abelian
groups naturally, for example K-theory groups K∗ and homology groups H∗.

Definition 5.2 (Morphisms of graded abelian groups). A morphism f : G→ G′ of
graded abelian groups with degree d is a morphism fn : Gn → G′

n+d for each integer
n. Similarly, a morphism g : H → H ′ of bigraded groups with bidegree (m,n) is a
morphism gp,q : Hp,q → H ′

p+m,q+n for each p, q. If we do not mention a degree or a
bidegree, we mean that the (bi)degree is 0 or (0, 0).

We can now introduce the notion of a spectral sequence.

Definition 5.3 (Spectral sequence). Let r0 be a non-negative integer. A spectral
sequence starting at the r0th sheet is a pair (E, d) = (Er, dr)r≥r0 consisting of:

• bigraded abelian groups Er called sheets or pages. This means we have an
abelian group Erp,q for each p, q ∈ Z.

• maps dr : Er → Er with bidegree (−r, r − 1) satisfying dr ◦ dr = 0 called
differentials. This means that we have maps drp,q : E

r
p,q → Erp−r,q+r−1 such

that drp−r,q+r−1 ◦ d
r
p,q = 0.

along with specified isomorphisms Er+1 ∼= H(Er, dr) which consist of isomorphisms
Er+1
p,q
∼= ker drp,q/ im drp+r,q−r+1 for each p, q ∈ Z.

Definition 5.4 (Morphism of spectral sequences). A morphism f : (E, d)→ (E′, d′)

of spectral sequences that start at the r0th sheet is a collection of maps fr : Er →
E′r respecting the bigraded structure such that

• fr is compatible with the differentials, i.e. fr ◦ dr = d′
r ◦ fr.
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• fr+1 : Er+1 → E′r+1 coincides with the map fr∗ : H(Er, dr)→ H(E′r, d′
r
)

that fr induces in homology under the isomorphisms Er+1 ∼= H(Er, dr)

and E′r+1 ∼= H(E′r, d′
r
).

Note that the second bullet point implies that a morphism of spectral sequences
is determined by its morphism of the r0th sheets fr0 : Er0 → E′r0 . This has the
following important consequence (see [88, Mapping Lemma 5.2.4]):

Proposition 5.5 (Mapping lemma). Suppose f : (E, d)→ (E′, d′) is a morphism of
spectral sequences such that fr1 : Er1 → E′r1 is an isomorphism for some r1 ≥ r0.
Then fr : Er → E′r is an isomorphism for every r ≥ r1.

We can form the category SpecSeq≥r0 of spectral sequences starting at the r0th
sheet. Technically, we should specify that these are homological spectral sequences
in the category of abelian groups. Other authors might consider cohomological
spectral sequences or alternative abelian categories. Usually, r0 will be either 1 or
2.

5.2. Cycles, boundaries and limit sheets. Given a spectral sequence (E, d)

starting at r0, we are interested in the behavour of (Er, dr) as r grows larger.
It can be useful to think of these later pages in terms of groups of cycles and
boundaries which live in Er0 . We can construct (bigraded abelian) groups Br and
Zr of boundaries and cycles as subgroups of Er0 , such that

im dr0 = Br0 ⊆ Br0+1 ⊆ · · · ⊆ Br ⊆ · · · ⊆ Zr ⊆ · · · ⊆ Zr0+1 ⊆ Zr0 = ker dr0 ,

Er+1 ∼= Zr/Br.

Assuming we have already constructed Zr and Br with an isomorphism Er+1 ∼=
Zr/Br, we define Br+1 and Zr+1 to be the preimages of im dr+1 and ker dr+1 under
the map Zr → Er+1:

Zr+1 ker dr+1

Zr Zr/Br Er+1

Br+1 im dr+1

∼=

We can then check that

Zr+1/Br ∼= ker dr+1,

Br+1/Br ∼= im dr+1,

Zr+1/Br+1 ∼= ker dr+1/ im dr+1 ∼= Er+2.

We can then define

Z∞ := ∩r≥r0Z
r the group of infinite cycles,

B∞ := ∪r≥r0B
r the group of infinite boundaries,
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E∞ := Z∞/B∞ the limit sheet .

If we truncate (E, d) to start at a later sheet r1 > r0, we would obtain different
groups of cycles and boundaries Z ′r and B′r as subgroups of Er1 . However, we can
check that

Z ′r ∼= Zr/Br1−1, B′r ∼= Br/Br1−1, and so Z ′∞/B′∞ ∼= Z∞/B∞.

This means that the limit sheet is independent of the starting sheet, up to canonical
isomorphism. The limit sheet is also functorial with respect to spectral sequence
morphisms (see [88, Exercise 5.2.3]):

Proposition 5.6 (Mapping lemma at infinity). Suppose f : (E, d) → (E′, d′) is
a morphism of spectral sequences. Then we obtain a morphism f∞ : E∞ → E′∞

of the limit sheets. Furthermore, if fr1 : Er1 → E′r1 is an isomorphism for some
r1 ≥ r0, then f∞ : E∞ → E′∞ is an isomorphism.

5.3. Convergence of spectral sequences. When discussing the convergence of
a spectral sequence (E, d) to a graded abelian group G, we need a filtration (FkG)k
of the graded group, as the limit sheet E∞ of the spectral sequence is a bigraded
object. The filtration lets us break the graded group down into a bigraded ob-
ject Fp+1Gp+q/FpGp+q which we can compare with the limit sheet E∞

p,q. Extra
properties of the filtration can then help us to reconstruct G from this bigraded
object.

Definition 5.7 (Filtration). An ascending filtration (FkG)k on a (graded) abelian
group G is a nested series of (graded) subgroups of G indexed by Z.

0 ⊆ · · · ⊆ F−1G ⊆ F0G ⊆ F1G ⊆ · · · ⊆ G

We say G is a filtered (graded) abelian group.

• The filtration is exhaustive, or exhausts G, if ∪kFkG = G.

• The filtration is Hausdorff if ∩kFkG = ∅.

• The filtration is complete if every Cauchy sequence (xn)n∈N in G converges.

A sequence (xn)n∈N in G is Cauchy if for any k, xn−xm ∈ FkG for sufficiently large
n,m. It converges to x ∈ G if for any k, we have xn−x ∈ FkG for sufficiently large
n. Note that if FkG = 0 for any k, then the filtration is automatically complete
and Hausdorff.

When considering the convergence of a spectral sequence (E, d) to a filtered graded
abelian group G, we may write

Er0p,q ⇒ G
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to indicate that the target group being considered is G, without implying that
any convergence is actually achieved. Convergence is usually stated alongside this
notation.

Definition 5.8 (Convergence of a spectral sequence). Given a spectral sequence
(E, d) and a target filtered graded group G, we say that the spectral sequence:

• converges weakly to G if the filtration exhausts G and we have isomorphisms

E∞
p,q
∼= Fp+1Gp+q/FpGp+q

for each p, q ∈ Z.

• converges to G if furthermore the filtration is Hausdorff.

• converges strongly to G if again further the filtration is complete.

The reason we ask for these conditions on the filtration is so that we can rebuild
the group from subquotients coming from the filtration. This is demonstrated by
the following proposition.

Proposition 5.9. Let G be a (graded) group with an ascending filtration (FkG)k
that is exhaustive, complete and Hausdorff. Then

G ∼= lim
s→−∞

G

FsG
= lim
s→−∞

⋃
t≥s

FtG
FsG

Proof. The isomorphism on the left is due to the filtration being complete and
Hausdorff, and the equality on the right is from exhaustiveness. □

Reconstructing FtG/FsG for t > s from subquotients of the form Fk+1G/FkG
comes down to solving several extension problems. For example, we have an exact
sequence

0 Fs+1G/FsG FtG/FsG FtG/Fs+1G 0.

Given only the isomorphism classes of Fs+1G/FsG and FtG/Fs+1G, there may be
multiple groups which fit as the middle term of a short exact sequence with them.
However, given a morphism of short exact sequences

0 Fs+1G/FsG FtG/FsG FtG/Fs+1G 0

0 Fs+1G
′/FsG

′ FtG
′/FsG

′ FtG
′/Fs+1G

′ 0,

α β γ

then if α and γ are isomorphisms then so is β. Using this idea, we obtain the
following.

Proposition 5.10. Suppose f : G→ G′ is a morphism of filtered (graded) groups,
such that
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• The filtrations on G and G′ are exhaustive.

• The filtrations on G and G′ are Hausdorff.

• The filtration on G is complete.

• The maps Fk+1G/FkG → Fk+1G
′/FkG

′ induced by f are isomorphisms
for each k.

Then f : G→ G′ is an isomorphism.

To relate this to convergence of spectral sequences, we need to relate morphisms of
spectral sequences with morphisms of the target filtered graded abelian groups.

Definition 5.11 (Compatibility of spectral sequence morphisms with target group
homomorphisms). Suppose that f : (E, d) → (E′, d′) is a morphism of spectral
sequences, g : G → G′ is a morphism of filtered graded abelian groups, (E, d) con-
verges weakly to G and (E′, d′) converges weakly to G′. Then g : G → G′ is
compatible with f : (E, d) → (E′, d′) if the following diagram commutes for each
p, q:

E∞
p,q

Fp+1Gp+q

FpGp+q

E′∞
p,q

Fp+1G
′
p+q

FpG
′
p+q

∼=

f
∞
p,q

gp,q

∼=

Here the horizontal maps are the isomorphisms from the weak convergence of the
spectral sequences to the groups, and gp,q is the map of the subquotients induced
by g.

Combining Proposition 5.6 and Proposition 5.10, we obtain the following useful
consequence of convergence with respect to morphisms of spectral sequences (see
[88, Comparison Theorem 5.2.12]):

Theorem 5.12. Suppose that f : (E, d) → (E′, d′) is a morphism of spectral se-
quences and g : G→ G′ is a morphism of filtered graded abelian groups, such that:

• (E, d) converges strongly to G.

• (E′, d′) converges to G′.

• g : G→ G′ is compatible with f : (E, d)→ (E′, d′).

• fr1 : Er1 → E′r1 is an isomorphism for some r1 ≥ r0.

Then g : G→ G′ is an isomorphism.

5.4. The spectral sequence of an exact couple. An important source of spec-
tral sequences is the construction of a spectral sequence from an exact couple. The
groups of boundaries and cycles are reasonably explicit in this picture.
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Definition 5.13 (Exact couple). An exact couple (C,D, i, j, k) is a diagram of the
following form, where C and D are bigraded abelian groups.

D D deg i = (1,−1) ker i = im k

deg j = (0, 0) ker j = im i

C deg k = (−1, 0) ker k = im j

i

jk

A morphism of exact couples (C,D, i, j, k)→ (C ′, D′, i′, j′, k′) is a pair of bidegree
(0, 0) morphisms C → C ′ and D → D′ intertwining the maps i, j, k with i′, j′, k′

respectively.

From an exact couple (C,D, i, j, k) we will construct a spectral sequence (E, d) =

(Er, dr)r≥1 with (E1, d1) = (C, jk). For each r ≥ 0, we consider the r-fold compo-
sition i(r) : D → D, and define

Zr := k−1(im i(r)) ⊆ C the subgroup of r-cycles,

Br := j(ker i(r)) ⊆ C the subgroup of r-boundaries,

Er+1 := Zr/Br the r + 1th sheet of the spectral sequence.

Note that we have

0 = B0 ⊆ B1 ⊆ B2 ⊆ · · · ⊆ im j = ker k ⊆ · · · ⊆ Z2 ⊆ Z1 ⊆ Z0 = C.

To construct the r+1th differential dr+1 : Er+1 → Er+1, we can chase the following
diagram.

Zr = k−1(im i(r)) im i(r) D

Z
r

B
r = k

−1
(im i

(r)
)

j(ker i
(r)

)

Z
r

B
r = k

−1
(im i

(r)
)

j(ker i
(r)

)
k−1(im i(r))

k i
(r)

q

d
r+1

j◦i(−r)
j

q

The map j◦i(−r) is induced by the vanishing of q◦j on ker i(r). The differential dr+1

is induced by the vanishing of j ◦ i(−r) ◦ k on j(ker i(r)). The differential satisfies

dr+1 ◦ dr+1 = 0, ker dr+1 = Zr+1/Br, im dr+1 = Br+1/Br,

and so Er+2 ∼= ker dr+1/ im dr+1. We can do this for each r ≥ 0, so we obtain a
spectral sequence (E, d). This process is functorial: a morphism of exact couples
induces a morphism of their spectral sequences.
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6. Relative homological algebra in triangulated categories

This is a summary of the relative homological algebra in triangulated categories
that we will need. Most of the material in this section is from [57–59], with some
developments in the context of groupoid equivariant KK-theory from [11,71].

6.1. Triangulated categories. To do homology in equivariant Kasparov cate-
gories, we want to view them as triangulated categories. We collect some basic
definitions:

Definition 6.1 (Additive category/functor). An additive category is a category
whose morphism sets are abelian groups such that composition is bilinear and finite
coproducts exist (which we then call direct sums). Such a category automatically
has a zero object, the empty coproduct, which we call 0. A functor F : C → D

between additive categories is additive if it is a homomorphism of abelian groups
on each morphism set.

Definition 6.2 (Stable additive category). A stable additive category is an additive
category C with an additive auto-equivalence Σ: C→ C, called the suspension.

We may write Σ−1 to refer to an inverse to the equivalence Σ, and although Σ−1Σ

and ΣΣ−1 are only naturally isomorphic to the identity, we often pretend that they
are identical for convenience.

Example 6.3. The category AbZ/2Z of pairs of abelian groups is a stable additive
category, with a suspension that swaps the groups. The category Ab∗ of Z-graded
abelian groups is also stable, with a suspension that shifts the groups.

Definition 6.4 (Triangulated category). A triangulated category is a stable addi-
tive category T with suspension Σ: T→ T equipped with a class of exact triangles
subject to a collection of axioms. Each exact triangle is a diagram A→ B → C →
ΣA in T, which we call a triangle.

A B

C

The circled arrow C A signifies a degree 1 map, i.e. a map C → ΣA. There are
a number of ways to formulate the axioms of a triangulated category, here is one:

TR0: The class of exact triangles is closed under isomorphism of triangles.

A B C ΣA

A′ B′ C ′ ΣA′

f∼= g∼= h∼= Σf∼=
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TR1: Every morphism f : A → B is the first map in an exact triangle A → B →
C → ΣA. The object C is called a cone for the morphism f , and this exact
triangle is determined up to isomorphism by the other axioms. The cone
of an identity morphism is the 0 object.

A A A B

0 C

1A f

TR2: A triangle A f−→ B
g−→ C

h−→ ΣA is exact if and only if its rotation B g−→ C
h−→

ΣA
−Σf−−−→ ΣB is exact.

A B B C

C ΣA

f

g

g

hh −Σf

TR3: Given a commutative diagram

A B C ΣA

A′ B′ C ′ ΣA′

f g

whose rows are exact triangles, there exists a morphism h : C → C ′ such
that the following diagram commutes.

A B C ΣA

A′ B′ C ′ ΣA′

f g h Σf

TR4: Given exact triangles

A B B C A C

Z X Y

u

i

v

k

vu

jl n m

there exists an exact triangle Z f−→ Y
g−→ X

h−→ ΣZ such that the following
diagram commutes.

A C X ΣZ

B Y ΣB

Z ΣA

vu

u v

i

l

f

j

k

g

m Σu

n Σi

h
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This is called the octahedral axiom, because in a certain form the diagram
can be viewed as an octahedron. If we think of cones as like quotients, this
is analogous to the third isomorphism theorem: (C/A)/(B/A) ∼= C/B.

Although a triangulated category involves the data of an additive category T, a sus-
pension Σ and a class of exact triangles, we will commonly refer to the triangulated
category as (T,Σ) or simply as T.

Here are some basics about triangulated categories that we may use.

• For any consecutive morphisms A u−→ B
v−→ C in an exact triangle, vu = 0.

This uses the following diagram with TR1 and TR3, with TR2 and TR0 to
rotate the triangle if necessary.

A A 0 ΣA

A B C ΣA

1A

1A u 1ΣA

u v

• The two-out-of-three property: given a morphism of exact triangles with
two out of three vertical maps isomorphisms, f and g in this diagram,

A B C ΣA

A′ B′ C ′ ΣA′

f∼= g∼= h Σf∼=

the third map h is also an isomorphism.

• The uniqueness of cones up to isomorphism, which follows from the two-
out-of-three property.

• Given an exact triangle A f−→ B
g−→ C

h−→ ΣA and a morphism i : D → B

such that gi = 0, there is a lift of i through f to a morphism k : D → A.
This follows from applying a rotated version of TR3 to the diagram on the
left. Dually, given a morphism l : B → D such that lf = 0, there is a
morphism m : C → D such that l = mg.

D D 0 ΣD A B C ΣA

A B C ΣA 0 D D 0

1D

k i Σk

f g

l

h

m

f g h 1D

The first describes a way in which A acts like ker g, and the second describes
a way in which C acts like B/ ker g.

Example 6.5 (Equivariant Kasparov category). Let G be a second countable étale
groupoid and consider its equivariant Kasparov category KKG. The abelian group
structures on the morphism sets and bilinearity of the Kasparov product turn KKG

into an additive category. We take the functor S : KKG → KKG mapping a C*-
algebra A to its suspension SA = C0(R, A) as our suspension functor, and it is its
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own inverse (up to natural isomorphism, by Bott periodicity). We take the class of
exact triangles to be the triangles isomorphic to mapping cone triangles:

SB → cone(f)→ A
f−→ B.

Here f : A→ B is a G-equivariant ∗-homomorphism and the mapping cone of f is

cone(f) := {(a, b) ∈ A⊕ C0((0, 1], B) | f(a) = b(1)},

which contains SB and quotients onto A. This defines a triangulated category
structure on KKG.

In the setting of group action groupoids, this is proved in [58, Appendix A]. The
general case largely follows the same procedure and is discussed in [11, Section 1.1].

Definition 6.6 (Triangulated functor). A morphism of triangulated categories
from (T,Σ) to (T′,Σ′) is called a triangulated functor or an exact functor, and is
an additive functor Φ: T → T′ with a natural isomorphism Φ ◦ Σ ⇒ Σ′ ◦ Φ such
that every exact triangle is mapped to an exact triangle.

Example 6.7 (The restriction functor). Let G be an étale groupoid and let H ⊆ G
be a subgroupoid. Then each G-C*-algebra naturally restricts to an H-C*-algebra,
giving rise to a triangulated functor ResHG : KKG → KKH called the restriction
functor.

Example 6.8 (The descent functors). Let G be an étale groupoid. Then the
descent functor G ⋉ − : KKG → KK is triangulated, as is the reduced descent
functor G⋉r − : KKG → KK.

Proposition 6.9 (The induction functor is triangulated). Let Ω : G → H be
a groupoid correspondence. Then the induction functor IndΩ : KKH → KKG is
triangulated.

Proof. It is additive because it is a group homomorphism on each KKH(B,C) by
Theorem 3.24. It is straightforward to see that IndΩ is compatible with suspensions.
For each H-equivariant ∗-homomorphism f : A → B, we have a G-equivariant ∗-
isomorphism

IndΩ(cone(f)) ∼= cone(IndΩ f)

ξ 7→ (ξ1, ξ2),

where ξ1 ∈ IndΩA maps ω ∈ Ω to πAσ(ω)
(ξ(ω)) and ξ2 ∈ C0((0, 1], IndΩB) maps

t ∈ (0, 1] to the section ω 7→ πBσ(ω)
(ξ(ω))(t) : Ω → σ∗B. The induction functor

therefore sends mapping cone triangles to mapping cone triangles up to equivariant
∗-isomorphism. □
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We note that restriction functors of open subgroupoids are special cases of (corre-
spondence) induction functors. Given an open subgroupoid H ⊆ G, the space GH

0

forms a correspondence from H to G, with actions by left and right multiplication
respectively.

6.2. Homological ideals. The price for doing homological algebra in a triangu-
lated category is that it has to be relative to something called a homological ideal.
These are defined using homological functors on the category.

Definition 6.10 (Homological functor). Let T be a triangulated category and let
C be an abelian category. A homological functor is an additive functor F : T → C

such that for every exact triangle A f−→ B
g−→ C

h−→ ΣA, the sequence F (A)
F (f)−−−→

F (B)
F (g)−−−→ F (C) is exact at F (B).

A B

F (A) F (B) F (C)

C

f

g

F (f) F (g)

h

We typically will only use the abelian category Ab of abelian groups and the abelian
category AbI of collections of abelian groups indexed by a set I.

Remark 6.11. Using TR2 to rotate the exact triangle A f−→ B
g−→ C

h−→ ΣA, we can
see that if F is homological then F (B)

F (g)−−−→ F (C)
F (h)−−−→ F (ΣA) is exact at F (C),

and by rotating repeatedly we get a long exact sequence

· · · → F (Σ−1C)
F (Σ

−1
h)−−−−−−→ F (A)

F (f)−−−→ F (B)
F (g)−−−→ F (C)

F (h)−−−→ F (ΣA)→ · · ·

Example 6.12. For any object A ∈ T, the functor Hom(A,−) : T → Ab is a
homological functor. In particular, when T = KK is the Kasparov category and
A = C is the complex numbers, Hom(A,−) is naturally isomorphic to the K-theory
functor K0 : KK→ Ab, which is therefore a homological functor.

Remark 6.13. The composition of a homological functor with a triangulated functor
is again homological.

Example 6.14. Let T = KKG. Then the functor FG := K0(G⋉−) : KKG → Ab
is homological.

Definition 6.15 (Stable homological functor). Let T be a triangulated category
with suspension ΣT and C a stable abelian category with suspension ΣC. A stable
homological functor is an additive functor F : T → C with a natural isomorphism
F ◦ ΣT ⇒ ΣC ◦ F .

Definition 6.16 (Stabilisation). Given any homological functor F : T→ C, there is
a stable homological functor F∗ : T→ C∗ given by F∗(A) = (Fn(A))n∈Z where Fn :=



134 ALISTAIR MILLER

F ◦Σ−n. The target of this is the stable abelian category C∗ of Z-indexed sequences
in C, with suspension given by the (right) shift map (An)n∈Z 7→ (An−1)n∈Z. We
call F∗ the stabilisation of F .

Also note that the precomposition of a (stable) homological functor with a trian-
gulated functor is again a (stable) homological functor.

Example 6.17. The stabilisation of K0 : KK→ Ab is the functor K∗ : KK→ Ab∗
which is given by A 7→ (Kn(A))n∈Z. Similarly, the stabilisation of FG : KKG → Ab
is given by A 7→ (Kn(G⋉A))n∈Z.

If we have a stable homological functor F : T→ C, we can naïvely define homolog-
ical properties in T relative to F by mapping through F to C and asking for the
relevant homological property in the stable abelian category C. Often, this naïve
definition will depend only on the kernel kerF of morphisms which vanish under
F , although this notably fails for projectivity. The approach we take ensures that
relative homological properties depend only on kerF , which we call a homological
ideal.

Definition 6.18 (Homological ideal). A homological ideal I ◁ T in a triangulated
category T is the kernel I = kerF of a stable homological functor F : T→ C.

Remark 6.19 (Kernels of triangulated functors are homological ideals). It is noted
in [58, Remark 2.21] that the kernel of a triangulated functor between triangulated
categories is exact, due to Freyd’s theorem which constructs a universal homological
functor associated to a triangulated category.

Example 6.20 (Homological ideal from a subgroupoid). LetG be an étale groupoid
and let H ≤ G be a subgroupoid. Then the kernel IH := kerResHG of the restriction
functor ResHG : KKG → KKH is a homological ideal.

Remark 6.21 (Intersections of homological ideals are homological). The intersec-
tion of a family of homological ideals is homological, because we may consider the
collection of stable homological functors as a single functor to the product of the
stable abelian categories. This means that given a family F of subgroupoids of an
étale groupoid G, the ideal IF :=

⋂
F∈F IF is homological.

Definition 6.22 (Homological notions relative to a homological ideal). Let I be a
homological ideal in a triangulated category T, the kernel of a stable homological
functor F : T→ C. Let f : A→ B be a morphism and embed it in an exact triangle
A

f−→ B
g−→ C

h−→ ΣA.

• We say the morphism f is
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– I-phantom if f ∈ I, or equivalently F (f) = 0,

– I-monic if h ∈ I, or equivalently F (f) is monic,

– I-epic if g ∈ I, or equivalently F (f) is epic,

– an I-equivalence if it is both I-monic and I-epic, or equivalently F (f)
is an isomorphism.

There are equivalent versions of these definitions based on rotating the
position of f in the exact triangle.

• We say the object A is

– I-contractible if 1A ∈ I, or equivalently F (A) = 0,

– I-projective if I(A,D) = 0 for every D ∈ T.

• We say the exact triangle A f−→ B
g−→ C

h−→ ΣA is I-exact if h ∈ I. Equiva-
lently, f is I-monic, g is I-epic, or

0 F (A) F (B) F (C) 0
F (f) F (g)

is a short exact sequence.

• We say a chain complex C• = (Cn, dn)n∈Z (i.e. a diagram = · · · → Cn
dn−→

Cn−1 → · · · with dndn+1 = 0 for each n) is

– I-exact in degree n or I-exact at Cn if when we embed dn and dn+1 in
exact triangles (which are unique up to isomorphism of triangles)

Cn Cn−1 Xn ΣCn Cn+1 Cn Xn+1 ΣCn,
dn fn gn dn+1 fn+1 gn+1

the mapXn
gn−→ ΣCn

Σfn+1−−−−→ ΣXn+1 belongs to I(Xn,ΣXn+1). Equiv-
alently,

F (Cn+1) F (Cn) F (Cn−1)
F (dn+1) F (dn)

is exact at F (Cn).

– an I-exact sequence if it is I-exact in degree n for each n. Equivalently,
F (C•) = (F (Cn), F (dn))n∈Z is an exact sequence.

Monomorphisms (monic morphisms) and epimorphisms (epic morphisms) are cat-
egorical versions of injections and surjections. They are left-cancellative and right-
cancellative morphisms respectively, and coincide with injections/surjections in
many categories whose morphisms are functions.



136 ALISTAIR MILLER

Remark 6.23. Given an I-projective object P , a morphism f : P → A and an
I-epimorphism π : B → A, there is a lift of f through π to a morphism g : P → B.

B

P A

π

f

g

This lifting property is closer to the standard definition of being projective, and is
in fact equivalent to being I-projective. Note also that P is I-projective if and only
if ΣP is.

Remark 6.24. Another equivalent definition of I-projectivity is that Hom(P,−)
maps I-exact sequences to exact sequences of abelian groups - we call such functors
I-exact functors. This means that given an I-exact sequence · · · → A

f−→ B
g−→ C →

· · · and a morphism p : P → B such that pg = 0, the morphism p lifts through f

to a morphism q : P → A.

P

· · · A B C · · ·

p 0
q
f g

Example 6.25 (Projective objects from an adjoint). A standard source of I-
projective objects is from adjointness. A left adjoint of a triangulated functor
F : T→ T′ is a triangulated functor E : T′ → T with natural isomorphisms

T(EA,B) ∼= T′(A,FB), A ∈ T′, B ∈ T.

In this setting, each object EA is kerF -projective.

We are particularly interested in ideals constructed from restriction functors for
subgroupoids, and will make heavy use of the induction-restriction adjunction [11,
Theorem 2.3]:

Theorem 6.26 (Induction-restriction adjunction). Let H ⊆ G be a proper open
subgroupoid of a second countable étale groupoid G. Then there is a left adjoint

IndGH : KKH → KKG

to the restriction functor ResHG : KKG → KKH .

6.3. Projective resolutions relative to a homological ideal. In order to con-
struct derived functors and the ABC spectral sequence we need projective resolu-
tions.

Definition 6.27 (Projective resolutions). Given a homological ideal I in a tri-
angulated category, an I-resolution P• → A of an object A is a chain complex
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· · · δ3−→ P2
δ2−→ P1

δ1−→ P0 with a map π0 : P0 → A such that the combined sequence
is I-exact:

· · · P2 P1 P0 A 0.
δ3 δ2 δ1 π0

If each Pn is I-projective, we call this an I-projective resolution. I-exactness at A
is equivalent to π0 being I-epic, and we call a map π : P → A a 1-step I-projective
resolution of A if P is projective and π is I-epic. We say that I has enough
projectives or T has enough I-projectives if every object has a 1-step I-projective
resolution.

It is extremely useful for a homological ideal to have enough projectives. This will
allow us to define derived functors, but it also ensures that products of homological
ideals are again homological.

Proposition 6.28 (Proposition 2.2 in [57], Proposition 3.3 in [18]). Let I and J be
homological ideals with enough projectives in a triangulated category T. Then the
product I ◦ J = {fg | f ∈ I, g ∈ J} is a homological ideal with enough projectives.

We refer to the n-fold product I ◦ I ◦ · · · ◦ I as In.

The existence of I-projective resolutions for each object could alternatively be taken
as the definition of having enough I-projectives, but the construction of I-projective
resolutions from 1-step I-projective resolutions is illuminating, so we present it as
a proposition rather than as a definition.

Proposition 6.29 (See Proposition 3.26 in [59]). If I has enough projectives, then
every object has a I-projective resolution.

Proof. We can build a projective resolution of A by inductively building the follow-
ing diagram.

A N0 N1 N2 · · ·

P0 P1 P2 · · ·

ι0

ϵ0

ι1

ϵ1π0

δ1

π1

δ2

π2

We start by finding a 1-step I-projective resolution π0 : P0 → N0 of N0 = A. We
can then embed π0 in an exact triangle N1

ϵ0−→ P0
π0−→ N0

ι0−→ ΣN1, which is I-exact
because π0 is I-epic. We can then find a 1-step I-projective resolution π1 : P1 → N1

of N1 and continue this process inductively, defining δn+1 = ϵnπn+1, so that the
top triangles are exact and the bottom triangles commute. Finally, the sequence

· · · P2 P1 P0 A 0
δ3 δ2 δ1 π0
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is I-exact, because if we apply a stable homological functor F with kernel I, the
chain complex F (P•) decomposes into the short exact sequences

0 F (Nn+1) F (Pn) F (Nn) 0.
F (ϵn) F (πn)

□

Note that we have constructed more than just an I-projective resolution here. The
extra structure is related to what we call an I-phantom tower over A.

Definition 6.30 (Phantom tower). A pre-I-phantom tower over A is a diagram

A N0 N1 N2 · · ·

P0 P1 P2 · · ·

ι
1
0

ϵ0

ι
2
1

ϵ1π0

δ1

π1

δ2

π2

such that:

• The top triangles are exact, i.e. Pn
πn−−→ Nn

ι
n+1
n−−−→ Nn+1

ϵn−→ ΣPn is an exact
triangle for each n.

• The bottom triangles commute, i.e. δn = ϵn−1 ◦ πn for each n.

• The top maps are I-phantom, i.e. ιn+1
n ∈ I for each n.

• The sequence · · ·
δ2

P1

δ1
P0

π0−→ N0 → 0 is I-exact.

It is worth noting that the last two conditions are equivalent in the presence of the
other conditions. We say that the tower is I-phantom if Pn is I-projective for each
n. We may refer to the (pre)-I-phantom tower as P = (P•, N•, δ, π, ι, ϵ) or just
(P•, N•).

Remark 6.31. This differs from the construction in Proposition 6.29 only in the
degrees of the maps involved. In particular, if T has enough I-projectives, we can
construct a phantom tower over any object by a similar construction. We may also

identify the sequence · · ·
δ2

P1

δ1
P0

π0−→ N0 → 0 with the equivalent sequence

· · · Σ
−2
δ2−−−−→ Σ−1P1

Σ
−1
δ1−−−−→ P0

π0−→ N0 → 0, which is a genuine I-projective resolution.
This is what we mean when we say the former is I-exact. The reason for this degree
change is that it will be convenient later on for the top arrows in an I-phantom
tower to be degree 0 morphisms.

Definition 6.32 (Tower map). A tower map P → Q of pre-I-phantom towers
P = (P•,M•) and Q = (Q•, N•) is a collection of morphisms shown in red such
that the following diagram commutes. We call this a tower map over, or a lift of
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the morphism A→ B.

A M0 M1 M2 · · ·

P0 P1 P2 · · ·

B N0 N1 N2 · · ·

Q0 Q1 Q2 · · ·

The fundamental lemma of homological algebra also has a version for homological
algebra in a triangulated category relative to a homological ideal:

Lemma 6.33 (The fundamental lemma of homological algebra, see Proposition
3.26 in [59]). Let T be a triangulated category and I be a homological ideal. If A
and B are objects of T, P• → A is an I-projective resolution of A and Q• → B is an
I-resolution of B, then any morphism f : A→ B lifts to a chain map f̃ : P• → Q•

that is unique up to chain homotopy. In particular, any two I-projective resolutions
of an object are chain homotopy equivalent.

Proof. We wish to fill in the dashed arrows to make the following diagram commu-
tative.

· · · P2 P1 P0 A 0

· · · Q2 Q1 Q0 B 0

f̃2

d
P
2

f̃1

d
P
1

f̃0

d
P
0

f

d
Q
2 d

Q
1 d

Q
0

First we may lift f ◦ dP0 through dQ0 to f̃0 because P0 is I-projective and dQ0 is

I-epic. Next we may lift f̃0 ◦ d
P
1 through dQ1 to obtain f̃1 because · · · → Q1

d
Q
1−−→

Q0
d
Q
0−−→ B → 0 is I-exact and dQ0 ◦ f̃0 ◦ d

P
1 = 0, by Remark 6.24. We can continue

this process by induction. Next, given two lifts of f to chain maps g, h : P• → Q•,
we wish to construct a chain homotopy ψ : g ≃ h.

· · · P2 P1 P0 A 0

· · · Q2 Q1 Q0 B 0

g2 h2

d
P
2

ψ2

g1 h1

d
P
1

ψ1

g0 h0

d
P
0

ψ0

f

d
Q
2 d

Q
1 d

Q
0

First we may lift g0 − h0 through dQ1 to obtain ψ0 because dQ0 ◦ (g0 − h0) = 0. We
need ψ1 to satisfy

g1 − h1 = dQ2 ◦ ψ1 + ψ0 ◦ d
P
1
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so we lift g1 − h1 − ψ0 ◦ d
P
1 through dQ2 , which is possible because dQ1 ◦ (g1 − h1 −

ψ0 ◦ d
P
1 ) = 0. Again, we can continue this process by induction, constructing the

required chain homotopy ψ : g ≃ h.

Any two I-projective resolutions P•, Q• → A of an object are homotopy equivalent,
as we can lift the identity 1A : A→ A to chain maps g : P• → Q•, h : Q• → P•, and
we get hg ≃ 1P•

and gh ≃ 1Q•
by uniqueness of lifts up to chain homotopy. □

This allows us to make sense of derived functors in the setting of a homological
ideal in a triangulated category. Let I be a homological ideal in a triangulated
category T with enough projective objects. Let F : T → C be an additive functor
with values in an abelian category C and let A be an object of T. Let P• → A and
Q• → A be I-projective resolutions. Then there is a lift ĩd : P• → Q• of id : A →
A which is unique up to chain homotopy, and induces a canonical isomorphism
Hn(F (ĩd)) : Hn(F (P•)) ∼= Hn(F (Q•)).

Definition 6.34 (Left derived functors). In this setting, we define the left derived
functor LnF (A) to be Hn(F (P•)) for any I-projective resolution P• → A, noting
that it is only defined up to canonical isomorphism. Given a morphism f : A→ A′

in T and I-projective resolutions P• → A and P ′
• → A′, there is a lift f̃ : P• → P ′

• of
f . This induces a map Hn(F (f̃)) : Hn(F (P•))→ Hn(F (P

′
•)) in homology. To check

this is well-defined, suppose we have I-projective resolutions Q• → A and Q′
• → A′,

a lift f̂ : Q• → Q′
• and lifts ĩd : P• → Q• and ĩd

′
: P ′

• → Q′
•. By Lemma 6.33, ĩd

′
◦ f̃

is chain homotopic to f̂ ◦ ĩd, and therefore the following diagram commutes.

Hn(F (P•)) Hn(F (P
′
•))

Hn(F (Q•)) Hn(F (Q
′
•))

Hn(F (f̃))

Hn(F (ĩd))∼= Hn(F (ĩd
′
))∼=

Hn(F (f̂))

This shows that Hn(F (f̃)) gives us a morphism from LnF (A) to LnF (B) that is
independent of the choice of I-projective resolutions and lift of f , which we may call
LnF (f). This is functorial, and we call LnF : T→ C the nth left I-derived functor
of F . If we want to stress the homological ideal I we may write LI

nF instead of LnF .
If f : A → A′ is an I-equivalence, we may use the same I-projective resolution for
A and A′, and therefore Ln(f) is an isomorphism.

For the ABC spectral sequence, which is in a sense built on top of the left derived
functors, we will need to work with phantom towers.

Lemma 6.35 (see Lemma 3.3 in [57]). Any I-projective resolution P• → A can be
embedded in an I-phantom tower, which is unique up to non-canonical isomorphism.

Furthermore, if P is a pre-I-phantom tower over A, Q is a pre-I-phantom tower
over B, and P• and Q• are the I-resolutions of A and B embedded in P and Q
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respectively, then any chain map from P• to Q• over a map f : A → B extends to
a tower map P → Q. In particular, if P is I-phantom, any map f : A → B lifts
(non-canonically) to a tower map P → Q.

Proof. We wish to find Nn and fill in the dashed arrows to construct the following
I-phantom tower.

A N0 N1 N2 · · ·

P0 P1 P2 · · ·

ι
1
0

ϵ0

ι
2
1

ϵ1π0

δ1

π1

δ2

π2

First, we let N0 = A and embed π0 : P0 → N0 in an exact triangle P0
π0−→ N0

ι
1
0−→

N1
ϵ0−→ ΣP0. Using exactness of this triangle and that Σπ0 ◦ δ1 = 0, we can lift δ1

through ϵ0 to obtain π1.

P1

N1 ΣP0 ΣN0

δ1π1

0

ϵ0 Σπ0

Similarly, we can use exactness of the triangle and the vanishing of Σϵ0 ◦Σπ1 ◦ δ2 =

Σδ1 ◦ δ2 to lift Σπ1 ◦ δ2 through ι10.

P2

N0 N1 ΣP0

Σπ1◦δ2

0

ι
1
0

ϵ0

The morphism ι10 is I-phantom because π0 is I-epic, so Σπ1 ◦ δ2 is I-phantom and
therefore 0 by I-projectivity of P2. To show that π1 is I-epic, let F : T → C be a
homological functor with kerF = I.

F (ΣN0) F (N1)

F (ΣP0) F (P1)

F (ϵ0)F (Σπ0)

F (δ1)

F (π1)

By exactness at F (ΣP0), the image of F (δ1) is the kernel of F (Σπ0), which is
F (N1). This means that F (π1) is epic, so π1 is I-epic. Finally, the sequence

P2
δ2−→ ΣP1

Σπ1−−→ ΣN1 is I-exact at ΣP1 because ϵ0 is I-monic, so kerF (π1) =

kerF (δ1) = imF (δ2).

We may now continue the construction of the I-phantom tower inductively, noting
that the top triangles are exact and the bottom triangles commutative by construc-
tion, and ιn+1

n is I-phantom because πn is I-epic.

Now let P = (P•,M•) be a pre-I-phantom tower over A, and let Q = (Q•, N•) be
a pre-I-phantom tower over B. Let f̃ : P• → Q• be a chain map over f : A → B.
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We wish to construct a tower map from P to Q by filling in the dashed arrows gn.

A M0 M1 M2 · · ·

P0 P1 P2 · · ·

B N0 N1 N2 · · ·

Q0 Q1 Q2 · · ·

f f

g1 g2

f̃0 f̃1 f̃2

This is possible by repeated use of TR3, first finding g1, and then g2, and so on.

If P and Q are pre-I-phantom towers over the same object A with embeddings
of the same I-resolution P•, we may let f̃ : P• → P• be the identity chain map.
By the two-out-of-three property, each gn is an isomorphism. This means that P
and Q are isomorphic, so we obtain uniqueness of pre-I-phantom towers that a
I-resolution embeds in.

Finally, if P = (P•,M•) is an I-phantom tower over A and Q = (Q•, N•) is a pre-I-
phantom tower over B and f : A→ B is a morphism, we may first lift f to a chain
map f̃ : P• → Q• by Lemma 6.33 and then lift f̃ to a map of towers P → Q. □

Definition 6.36 (Phantom filtration). Let I be a homological ideal in a triangu-
lated category T, let F : T→ C be a functor with C = Ab or C = Ab∗ and let A be
an object of T. For each k ≥ 0, we define a subgroup F : Ik(A) of F (A) by

F : Ik(A) :=
{
x ∈ F (A)

∣∣∣ F (f)(x) = 0 for all f ∈ Ik(A,B), B ∈ T
}

This gives us an ascending filtration of F (A) called the I-phantom filtration of F
at A.

0 = F : I0(A) ⊆ F : I1(A) ⊆ F : I2(A) ⊆ · · · ⊆ F (A)

This is related to I-phantom towers over A in the following way.

Lemma 6.37 (see 3.4-3.7 in [57]). Let T be a triangulated category with a homo-
logical ideal I and an object A, let F : T→ C be a functor with C = Ab or C = Ab∗,
and let the following diagram be an I-phantom tower over A.

A N0 N1 N2 · · ·

P0 P1 P2 · · ·

ι
1
0

ϵ0

ι
2
1

ϵ1π0

δ1

π1

δ2

π2

Then kerF (ιnm) = F : In−m(Nm) for every n ≥ m ≥ 0, where ιnm := ιnn−1 ◦ ι
n−1
n−2 ◦

· · · ◦ ιm+1
m .
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Proof. Let x ∈ F : In−m(Nm). Then because ιnm ∈ In−m(Nm, Nn), we know
F (ιnm)(x) = 0. Therefore kerF (ιnm) ⊇ F : In−m(Nm).

Conversely, let x ∈ kerF (ιnm). Let f ∈ In−m(Nm, B). Then there are morphisms
fs ∈ I(Bs, Bs+1) for m ≤ s < n with Bm = Nm and Bn = B that compose to form
f . We will inductively build morphisms gs from Ns to Bs such that the following
diagram commutes, starting with the identity Nm → Bm.

Nm Nm+1 · · · Nn

Bm Bm+1 · · · Bn

ι
m+1
m

ι
m+1
m+1 ι

n
n−1

fm fm+1 fn−1

gm gm+1 gn

Supposing we have found gs : Ns → Bs, consider the following diagram.

Ps Ns Ns+1

Bs Bs+1

ι
s+1
s

fs

gs gs+1

πs

Since fs ∈ I, we know the morphism fsgsπs is in I(Ps, Bs+1) and is therefore
equal to 0 by the I-projectivity of Ps. By exactness of the triangle (Ps, Ns, Ns+1),
fsgs factorises as gs+1ι

s+1
s for some morphism gs+1 : Ns+1 → Bs+1. We can then

inductively build the whole commutative diagram. In particular, f = gnι
n
m. As x ∈

kerF (ιnm), we have F (f)(x) = 0. Therefore x ∈ F : In−m(Nm), and so kerF (ιnm) ⊆
F : In−m(Nm). □

6.4. Localisation. One of the key features of the theory of triangulated categories
we will make use of is the concept of localisation with respect to a complementary
pair of subcategories.

Definition 6.38 (Complementary pair of subcategories). Let P and N be thick
(i.e. closed under direct summands) full triangulated subcategories of a triangulated
category T. We call the pair (P,N) complementary if

• T(P,N) = 0 for each P ∈ P, N ∈ N,

• for each A ∈ T there is an exact triangle P → A→ N → ΣP with P ∈ P,
N ∈ N.

Proposition 6.39 (Basic results on complementary subcategories, see Proposition
2.9 in [58]). Let (P,N) be a complementary pair of subcategories of a triangulated
category T.

• We have N0 ∈ N if and only if T(P,N0) = 0 for each P ∈ P, and P0 ∈ P if
and only if T(P0, N) = 0 for each N ∈ N. Thus P and N determine each
other.
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• For each A, the exact triangle ∆A = PA → A→ NA → ΣPA with PA ∈ P

and NA ∈ N is uniquely determined up to isomorphism and furthermore
the triangle depends functorially on A. In particular, we get functors A 7→
PA : T→ P, A 7→ NA : T→ N.

• The functors A 7→ PA : T→ P, A 7→ NA : T→ N are triangulated.

• PP ∼= P and NN ∼= N for P ∈ P, N ∈ N.

• Any triangulated functor Φ: T→ T′ vanishing on N factors uniquely up to
natural isomorphism through the functor A 7→ PA : T→ P.

This final property of the functor A 7→ PA is the defining feature of the localisation
of T at N.

Definition 6.40 (Localisation). Let (P,N) be a complementary pair of subcate-
gories of a triangulated category T. The functor A 7→ PA is called the localisation
functor L : T → T. Furthermore, by the naturality of the exact triangle ∆A, it
comes with a natural transformation µ : L⇒ idT which we call the localisation nat-
ural transformation. For any functor F : T → C, the functor LF := F ◦ L : T → C

is called the localisation of F at N, and the natural transformation LF ⇒ F is the
assembly map.

Definition 6.41 (Localising subcategory). Let T be a triangulated category with
countable direct sums. A subcategory P is localising (more precisely, ℵ0-localising)
if it is a triangulated subcategory and closed under countable direct sums.

Definition 6.42. Let I be a homological ideal in a triangulated category T with
countable direct sums. We write PI for the class of I-projective objects, and
⟨PI⟩ for the localising subcategory generated by PI. We write NI for the full
subcategory of I-contractible objects.

For each I-projective object P and each I-contractible objectN , we have T(P,N) =

0 because 1N ∈ I and I(P,N) = 0. This extends to each P in the localising
subcategory ⟨PI⟩ generated by the I-projectives. We want (⟨PI⟩,NI) to be a
complementary pair, and for this we have the following theorem.

Theorem 6.43 (Theorem 3.21 in [57]). Let T be a triangulated category with count-
able direct sums, and let I be a homological ideal of T compatible with countable
direct sums. Suppose T has enough I-projectives. Then (⟨PI⟩,NI) is a comple-
mentary pair of subcategories of T.

In this setting we write LI : T → ⟨PI⟩ for the localisation functor, NI : T → NI

for the functor A 7→ NA and µI : LI ⇒ 1T : T → T for the localisation natural
transformation. We write LIF for the localisation F ◦ LI of a functor F .
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In concrete situations we can aim to ensure that I has enough projectives with
the help of an adjunction. Everything becomes nicer with the right adjunction:
we can construct I-projective resolutions concretely and better understand the
complementary pair (⟨PI⟩,NI).

Theorem 6.44 (See Section 3.6 in [59] and Section 2.1 in [71]). Let T and T′ be tri-
angulated categories with countable direct sums and let F : T→ T′ be a triangulated
functor with a left adjoint E : T′ → T both compatible with countable direct sums.
Then I = kerF has enough projectives, and the I-projective objects are precisely the
direct summands of EA for A ∈ T′, so that ⟨ET′⟩ = ⟨PI⟩ is (left) complementary
to NI. Furthermore, each object B ∈ T has an I-projective resolution

· · · (EF )n+1B · · · (EF )2B EFB B,
δn+1 δn δ2 δ1 π0

where π0 := ϵB : EFB → B is given by the counit ϵ of the adjunction at B and

δn :=

n∑
i=0

(−EF )i(ϵ
(EF )

n−i
B
) : (EF )n+1B → (EF )nB.

In many examples of complementary pairs (P,N), we think of the objects in N as
contractible, they vanish in some sense with respect to a family that we care about.

Definition 6.45. Let T be a triangulated category and let N be a localising sub-
category of T. Let N be an object and f : A → B a morphism in T. We say that
N is N-contractible if N ∈ N and we say that f is an N-equivalence if its cone is
in N.

When we have a homological ideal I in T, the notions of NI-equivalence and NI-
contractibility coincide with I-equivalence and I-contractibility. We collect some
more useful facts about complementary pairs.

Remark 6.46. Given a complementary pair of subcategories (P,N) of a triangulated
category T, the localisation functor L : T → T vanishes on N, and so maps N-
equivalences to isomorphisms. The localisation natural transformation µ applied
to any object A gives us an N-equivalence µA : LA→ A.

Proposition 6.47. Let (P,N) be a complementary pair of subcategories of a tri-
angulated category T, and let L : T→ T and µ : L⇒ idT be the localisation functor
and natural transformation, and let A be an object of T.

Then we have an equality of morphisms µLA = L(µA) : LLA→ LA.
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Proof. Apply the naturality of µ to L(µA) and µLA and the naturality of Lµ to µA
to obtain the following commutative diagrams.

LLLA LLA LLLA LLA LLLA LLA

LLA LA LLA LA LLA LA

µLLA

LL(µA) L(µA)

µLLA

L(µLA) µLA

L(µLA)

LL(µA) L(µA)

µLA µLA L(µA)

As each morphism is invertible, we can deduce from right to left that LL(µA) =

L(µLA) = µLLA and therefore µLA = L(µA). □

Proposition 6.48 (see Proposition 3.28 in [57]). Let T be a triangulated category
with countable direct sums, let I be a homological ideal of T with enough projectives
and compatible with countable direct sums. Then, for each k ≥ 0 and each morphism
f ∈ T(A,B), LI(f) ∈ Ik if and only if f ∈ Ik.

Proof. Let F : T→ C be a stable homological functor such that kerF = Ik. From
the morphism of exact triangles ∆A → ∆B induced by f : A → B, we obtain the
following chain map of long exact sequences in C.

· · · FΣ−1NI(A) FLI(A) F (A) FNI(A) · · ·

· · · FΣ−1NI(B) FLI(B) F (B) FNI(B) · · ·

F ((µI)A)

F ((µI)B)

F (LIf) F (f)

Every I-contractible object N ∈ NI has 1N ∈ I and so 1N ∈ Ik. Therefore
F vanishes on NI, so the above diagram shows that F ((µI)A) and F ((µI)B) are
isomorphisms, so F (LIf) = 0 if and only if F (f) = 0. □

6.5. The categorical approach to the Baum-Connes conjecture. The Baum-
Connes conjecture for a (Hausdorff) second countable étale groupoid G with coeffi-
cients in a separable G-C*-algebra A states that a particular homomorphism called
the Baum-Connes assembly map

µG,A : Ktop
∗ (G;A)→ K∗(G⋉r A)

is an isomorphism of abelian groups. This has been verified whenever G satisfies
the Haagerup property [84, Théorèma 9.3], which in particular covers all amenable
groupoids. There are known counterexamples [34] to the conjecture even with
trivial coefficients A = C0(G

0), for which the failure of the isomorphism is derived
from a failure of exactness.

The topological K-theoryKtop
∗ (G;A) is typically defined as a direct limit of the Kas-

parov groups KKG∗ (C0(X), A) over all second countable G-compact locally compact
subspaces X ⊆ E(G) of a universal proper G-space E(G). The assembly map µG,A
is then defined by constructing compatible maps KKG∗ (C0(X), A) → K∗(G ⋉r A)
for each X. Instead of working directly with these definitions, we make use of the
“categorical” or “localisation” reformulation of the Baum-Connes conjecture. This
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is developed in [58] for groups and then in [11] for étale groupoids. The idea of
this approach is to describe the topological K-theory Ktop

∗ (G;A) as a localisation
of the operator K-theory K∗(G⋉r A) with respect to some complementary pair in
the sense of Definition 6.40. The Baum-Connes assembly map is then given by the
assembly map associated to this localisation.

Bönicke and Proietti describe the Baum-Connes assembly map µG,A in [11] as the
assembly map associated to a complementary pair (⟨Pr⟩,Np) of subcategories of
KKG. Here, ⟨Pr⟩ is the localising subcategory generated by the proper G-C*-
algebras and Np is the full subcategory of G-C*-algebras B such that ResHG B = 0

for each proper open subgroupoidH ⊆ G. More precisely, [11, Theorem B] says that
(⟨Pr⟩,Np) is a complementary pair, while [11, Theorem C] identifies the associated
assembly map LK∗(G⋉r A)→ K∗(G⋉r A) with the Baum-Connes assembly map
µG,A : Ktop

∗ (G;A)→ K∗(G⋉r A).

Theorem 6.49 (Identification of the Baum-Connes assembly map (Theorems B
and C in [11])). Let G be a second countable étale groupoid. Then (⟨Pr⟩,Np) is a
complementary pair of subcategories of KKG and the assembly map

LK∗(G⋉r −)⇒ K∗(G⋉r −)

for the associated localisation of the reduced K-theory functor K∗(G ⋉r −) can be
identified with the Baum-Connes assembly map

µG,− : Ktop
∗ (G;−)⇒ K∗(G⋉r −).

The pair (⟨Pr⟩,Np) is shown to be complementary by proving that it is equal to
the complementary pair (⟨PI⟩,NI) constructed from a homological ideal I with
enough projectives as in Theorem 6.43. Furthermore, I is constructed as the kernel
of a triangulated functor F with a left adjoint E. Theorem 6.44 ensures that on
top of having enough I-projectives there are explicit I-projective resolutions, and
that I-projective objects are direct summands of objects in the image of E. The
objects in the image of E therefore generate ⟨Pr⟩ as a localising subcategory.

As Np is the subcategory of G-C*-algebras B such that ResHG B = 0 for each
proper open subgroupoid H ⊆ G, the natural triangulated functor F to consider
is the product of the restriction functors ResHG : KKG → KKH . The problem is
that there are almost always uncountably many proper open subgroupoids, and for
the adjoint to exist we would need uncountable direct sums, which do not exist in
KKG. Bönicke and Proietti’s solution to this problem is to consider a countable
subfamily F of proper open subgroupoids, to obtain the following adjunction:

IndF :
∏
H∈F

KKH → KKG ⊣ ResF : KKG →
∏
H∈F

KKH

(BH)H∈F 7→
⊕
H∈F

IndGH BH A 7→ (ResHG (A))H∈F .
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It follows from Theorem 6.44 that the localising subcategory ⟨FI⟩ generated by
the G-C*-algebras IndF ((BH)H∈F ) induced from F is left complementary to the
thick subcategory NF of G-C*-algebras N ∈ KKG such that ResHG N = 0 for each
H ∈ F . For any choice of F we have an inclusion Np ⊆ NF , and we can achieve
equality with a condition on F which roughly says that it sees enough of G.

Condition (P). We say that a family F of proper open subgroupoids of an étale
groupoid G satisfies condition (P) if for any proper G-space Z with anchor map
ρ : Z → G0 and any element z ∈ Z, there is a subgroupoid H ∈ F and an open
neighbourhood U of z such that (G⋉ Z)UU ⊆ H ⋉ ρ−1(H0).

The following theorem is implicit from [11, Theorem 3.10, Lemma 3.15], as condition
(P) is the only property of the countable family of “compact actions” that is used
in the proof. A compact action (see [11, Section 3]) around a point x ∈ G0 is an
open subgroupoid of G that is the union of a finite group of pairwise disjoint open
bisections with a common range and domain containing x such that each bisection
fixes x.

Theorem 6.50. Let G be a second countable étale groupoid and let F be a family
of proper open subgroupoids of G satisfying condition (P). Then we have equalities

⟨FI⟩ = ⟨Pr⟩, NF = Np,

which express that the G-C*-algebras induced from F generate the localising sub-
category ⟨Pr⟩ generated by proper G-C*-algebras and that given N ∈ KKG with
ResHG N = 0 for all H ∈ F , we have ResHG N = 0 for all proper open subgroupoids
H. Furthermore, there is a countable family F satisfying condition (P) consisting
of compact actions.

The existence of a countable family of proper open subgroupoids of G satisfying
condition (P) therefore ensures that (⟨Pr⟩,Np) is a complementary pair. In many
situations we can construct a concrete countable family F satisfying (P). The de-
scription of compact actions is somewhat technical, but it is very natural from an
inverse semigroup perspective. The open bisections of G form an inverse semigroup
S which acts on X = G0 such that G ∼= S ⋉ X. A compact action is then the
transformation groupoid T ⋉X of a finite inverse subsemigroup T ≤ S consisting
of pairwise disjoint open bisections with a common domain and range fixing some
element x ∈ X.

Suppose that S is a countable inverse semigroup and G = S⋉X is the transforma-
tion groupoid of an inverse semigroup action S↷X. Given an inverse subsemigroup
T ≤ S, there is an étale homomorphism ιT : T⋉X → S⋉X given by [t, x] 7→ [t, x] for
t ∈ T and x ∈ dom t. This may fail to be injective because the equivalence relation
defining S⋉X stems from the idempotent semilattice E of S, which may be larger
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than that of T . If we take the inverse semigroup ⟨T,E⟩ = {te | t ∈ T, e ∈ E} ∪ E
generated in S by T and E, then we may identify ⟨T,E⟩⋉X as an open subgroupoid
of S ⋉X, which also contains the image of ιT . We will show that the family

F = {⟨F,E⟩⋉X | F ≤ S finite inverse subsemigroup}

satisfies condition (P). In fact, it is enough to consider only the finite subgroups
of stabiliser groups Se = {s ∈ S | s∗s = ss∗ = e} for idempotents e ∈ E. For the
transformation groupoid Γ⋉X of an action Γ↷X of a countable group Γ, this is
the family {F ⋉X | F ≤ Γ finite} of transformations groupoids of finite subgroups.
The following two results are essentially a modification of [11, Proposition 3.2],
with the aim of a more explicit description of a family F to which we may apply
Theorem 6.50.

Lemma 6.51. Let S↷X be an inverse semigroup action. Let x ∈ X and suppose
that Γ ≤ (S ⋉ X)xx is a finite subgroup of the isotropy group at x. Then there is
an idempotent e ∈ E(S) with x ∈ domX e and a finite subgroup T ≤ Se such that
Γ = {[t, x] | t ∈ T}.

Proof. For each g ∈ Γ, let sg ∈ S represent g in the sense that g = [sg, x], with
an idempotent representing the identity element of Γ. For each pair g, h ∈ Γ let
eg,h ∈ E(S) be an idempotent with x ∈ dom eg,h, such that sgsheg,h = sgheg,h,
eg,h ≤ dom sh, eg,h ≤ dom sgh and sh · eg,h ≤ dom sg. Let e0 =

∏
g,h∈Γ eg,h and let

e =
∏
g∈Γ sg · e0. For each g ∈ Γ, the element tg = sge is an element of Se because

sg · e = e. Setting T = {tg | g ∈ Γ} completes the proof. □

Proposition 6.52. Let S↷X be an inverse semigroup action, suppose that G =

S ⋉X is Hausdorff and let G↷Z be a proper action with anchor map ρ : Z → X.
Then for each z ∈ Z there is an idempotent e ∈ E = E(S), a finite subgroup T ≤ Se
fixing z and an open neighbourhood U of z such that (G⋉Z)UU ⊆ (⟨T,E⟩⋉X)⋉Z.
In particular, the family

{⟨T,E⟩⋉X | e ∈ E, T ≤ Se finite subgroup}

of proper open subgroupoids of S ⋉X satisfies condition (P).

Proof. The action G↷ Z induces an action S ↷ Z and we may identify G ⋉ Z

with S ⋉ Z. By properness, the isotropy group (S ⋉ Z)zz at z is finite, and so by
Lemma 6.51 there is an idempotent e ∈ E and a finite subgroup T ≤ Se such that
(S ⋉Z)zz = {[t, z] | t ∈ T}. It also follows from properness that because ⟨T,E⟩⋉Z

is an open subspace of S ⋉ Z containing the fibre (S ⋉ Z)zz, it also contains the
restriction of S ⋉ Z to some open neighbourhood U of z. Under the identification
(⟨T,E⟩⋉X)⋉ Z = ⟨T,E⟩⋉ Z we are done. □
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An important special case is when the étale groupoid G has torsion-free isotropy
groups. In this setting, the family F = {G0} satisfies condition (P), and much
analysis is considerably simplified.
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7. The ABC spectral sequence as a functor

Meyer introduced the ABC spectral sequence in [57], with the following set-up. Let
T be a triangulated category with countable direct sums, and let I be a homological
ideal which has enough projectives and is compatible with countable direct sums.
Let F : T → Ab∗ be a stable homological functor that commutes with countable
direct sums and let A be an object in T. Recall that LIF is the localisation at NI of
F . Meyer describes the second sheet and convergence of the ABC spectral sequence
in Proposition 4.8 and Theorem 5.1, summarized in the following theorem.

Theorem 7.1 (The ABC spectral sequence). There is a spectral sequence (E, d) =

(Er, dr)r≥2 which we call the ABC spectral sequence for (T, I, F,A) that strongly
converges towards LIF (A) with the filtration (LIF : Ik(A))k≥0. The second sheet is
described by the I-derived functors LpF of F with canonical isomorphisms E2

p,q
∼=

LpFq(A).
E2
p,q
∼= LpFq(A)⇒ LIF (A)

7.1. The ABC category. Our aim is to describe how to make this theorem func-
torial in the variables (T, I, F,A). Let us call such a quadruple an ABC tuple. We
construct a category of ABC tuples called the ABC category.

Definition 7.2 (ABC tuple). An ABC tuple is a tuple (T, I, F,A) consisting of

• a triangulated category T,

• a homological ideal I ◁ T,

• a stable homological functor F : T→ Ab∗,

• and an object A ∈ T,

such that T has enough I-projectives and countable direct sums which are com-
patible with I and F in the sense that I is closed under countable direct sums of
morphisms and F commutes with countable direct sums.

Example 7.3. Let G be an étale groupoid and let A be a G-C*-algebra. Then for
any homological ideal I ◁ KKG with enough projectives which is compatible with
countable direct sums, we have an ABC tuple

(KKG, I,K∗(G⋉−), A).

One choice for the ideal I is the kernel of the restriction functor ResG
0

G : KKG →
KKG

0

.
I = kerResG

0

G

Another choice is the intersection of such kernels over the family Fp of proper open
subgroupoids of G.

I =
⋂

H∈Fp

kerResHG
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In order to work with morphisms of ABC tuples, we will often have to combine
natural transformations with functors in various ways, so we set the following nota-
tion. Suppose we have functors F,G : C→ D, a natural transformation α : F ⇒ G

and further functors H : B → C and K : D → E. We write αH for the nat-
ural transformation FH ⇒ GH that sends an object B ∈ B to the morphism
αH(B) : FH(B)→ GH(B).

B C D C D EH

F

G

FH

GH

ααH
K

F

G

KF

KG

α Kα

Similarly, we write Kα : KF ⇒ KG for the natural transformation that sends an
object C ∈ C to the morphism K(αC) : KF (C)→ KG(C).

Definition 7.4 (Morphism of ABC tuples). Given ABC tuples M = (T, I, F,A)

and M′ = (T′, I′, F ′, A′), an ABC cycle from M to M′ is given by a triple (Φ, α, f):

• a triangulated functor Φ: T′ → T mapping I′ into I,

• a natural transformation α : F ◦ Φ⇒ F ′,

• and a morphism f : A→ Φ(A′) in T.

We say that two cycles (Φ1, α1, f1) and (Φ2, α2, f2) from M to M′ are equivalent
if there is a natural isomorphism η : Φ1

∼= Φ2 which identifies f1 with f2 and α1

with α2 in the sense that ηA′f1 = f2 and α1 = α2 ◦ Fη. An ABC morphism is an
equivalence class [Φ, α, f ] of ABC cycles under this notion of equivalence, and we
may write [Φ, α, f ] : M→M′. We will usually work directly with ABC cycles, and
it will usually be clear that our constructions depend only on the equivalence class.

A proper correspondence (E,Ω): (A,G) → (B,H) of étale groupoids with C*-
coefficients allows us to build an ABC morphism with the appropriate countability
assumptions and homological ideals. We say that (E,Ω) is separable if E, A and
B are separable and Ω, G and H are second countable.

Example 7.5 (An ABC morphism from a proper groupoid correspondence). Let
(E,Ω): (A,G)→ (B,H) be a separable proper correspondence of étale groupoids
with C*-coefficients. Consider the induction functor IndΩ : KKH → KKG (Defini-
tion 3.22), natural transformation αΩ : K∗(G⋉ IndΩ−)⇒ K∗(H⋉−) (Proposition
3.28) and G-equivariant proper correspondence ∆(E) : A → IndΩB (Proposition
2.32). Suppose we have homological ideals I ◁ KKG and J ◁ KKH with enough
projectives and compatible with countable direct sums such that IndΩ(J) ⊆ I.
Then setting fE := [∆(E), 0] ∈ KKG(A, IndΩB),

(7.1) [IndΩ, αΩ, fE ] : (KKG, I,K∗(G⋉−), A)→ (KKH , J,K∗(H ⋉−), B)
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is an ABC morphism. In the setting without coefficients, we have A = C0(G
0),

B = C0(H
0), and fΩ : A → IndΩB is induced by the G-equivariant proper map

ρ : Ω/H → G0.

Ultimately, we are interested in ABC tuples (T, I, F,A) because we are interested
in the group F (A), which is the application of (T, I, F,A). We can view (T, I, F,A)

as “sitting above” F (A). An ABC cycle (Φ, α, f) : (T, I, F,A)→ (T′, I′, F ′, A′) sits
above a morphism App(Φ, α, f) := αA′ ◦ F (f) : FA → F ′A′, which we call its
application.

FA F ′A′

FΦA′

F (f)

App(Φ,α,f)

α
A

′

This only depends on the equivalence class of (Φ, α, f), so we can define the appli-
cation of [Φ, α, f ] to be App(Φ, α, f) = αA′ ◦ F (f) : FA→ F ′A′.

Definition 7.6 (Composition in the ABC category). If (Φ, α, f) : (T, I, F,A) →
(T′, I′, F ′, A′) and (Ψ, β, g) : (T′, I′, F ′, A′)→ (T′′, I′′, F ′′, A′′) are ABC cycles, then
their composition (Ψ, β, g) ◦ (Φ, α, f) consists of:

• the triangulated functor Φ ◦Ψ: T′′ → T,

T′′ T′ TΨ Φ

• the natural transformation β ◦ (αΨ),

F ◦ Φ ◦Ψ F ′ ◦Ψ F ′′αΨ β

• and the morphism Φ(g) ◦ f .

A Φ(A′) Φ(Ψ(A′′))
f Φ(g)

This respects equivalence of ABC cycles, and we can define composition of ABC
morphisms as [Ψ, β, g]◦[Φ, α, f ] = [Φ◦Ψ, β◦(αΨ),Φ(g)◦f ]. This composition is asso-
ciative at the level of ABC cycles. Given another cycle (Ξ, γ, h) : (T′′, I′′, F ′′, A′′)→
(T′′′, I′′′, F ′′′, A′′′), both ways to associate (Ξ, γ, h) ◦ (Ψ, β, g) ◦ (Φ, α, f) are given
by:

• the triangulated functor Φ ◦Ψ ◦ Ξ,

• the natural transformation γ ◦ (βΞ) ◦ (αΨΞ),

• and the morphism ΦΨh ◦ Φg ◦ f .

We have identity morphisms given at (T, I, F,A) by [idT, idF , idA]. We obtain a
category ABC called the ABC category whose objects are ABC tuples with ABC
morphisms as morphisms.
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Remark 7.7. We can see why this composition makes sense by considering the
applications of ABC cycles.

FA F ′A′ F ′′A′′

FΦA′ F ′ΨA′′

FΦΨA′′

F (f)

App(Φ,α,f)

App(Ψ◦Φ,β◦αΨ,Φ(g)◦f)

F (Φ(g)◦f)

F
′
(g)

App(Ψ,β,g)

α
A

′

FΦ(g)

β
A

′′

α
ΨA

′′

(β◦αΨ)
A

′′

This diagram commutes, and we obtain a functor App: ABC→ Ab∗.

Proposition 7.8. The assignment [E,Ω] 7→ [IndΩ, αΩ, fE ] from Example 7.5 of an
ABC morphism to a separable proper correspondence (E,Ω): (A,G)→ (B,H) with
appropriate ideals I ◁ KKG and J ◁ KKH is functorial. Here by appropriate we
mean that I and J have enough projectives, are closed under countable direct sums
and IndΩ(J) ⊆ I.

Proof. We need to check that this assignment respects composition, and that it re-
spects identities. Let (E,Ω): (A,G)→ (B,H) and (F,Λ): (B,H)→ (C,K) be sep-
arable proper correspondences. There is a natural isomorphism φ : IndΩ ◦ IndΛ ∼=
IndΛ◦Ω : KKK ⇒ KKG by Proposition 3.26. We must also check that the following
diagram of natural transformations of functors KKK → Ab∗ commutes.

K∗(G⋉ IndΩ IndΛ−) K∗(H ⋉ IndΛ−)

K∗(G⋉ IndΛ◦Ω−) K∗(K ⋉−)

αΩ IndΛ

K∗(G⋉φ) αΛ

αΛ◦Ω

This is exactly the result of applying the crossed product functor GpdCorrC∗ → Corr
followed by the K-theory functor Corrp → Ab∗ to diagram (2.8) which Proposition
2.30 says commutes. The final requirement to respect composition is that the fol-
lowing diagram commutes in KKG. Recall that fE = [∆(E), 0] ∈ KKG(A, IndΩB).

A IndΛ◦Ω C

IndΩB IndΩ IndΛ C

fE

fF◦E

φ
−1
C

IndΩ(fF )

This follows from Proposition 2.33, which says that the compositions come from
isomorphic G-correspondences.

Now consider the identity morphism (iG(A), G) : (A,G)→ (A,G). Proposition 3.27
says that we have a natural isomorphism βG : IndG ∼= id

KK
G . We need to check

that up to this identification, αG is the identity natural transformation and fiG(A)

is the identity morphism. This means that we have to check that:
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• K∗(G⋉ βG(A)) = αG(A) : K∗(G⋉ IndGA)→ K∗(G⋉A).

• fiG(A) = βG(A)
−1 ∈ KKG(A, IndGA).

The first bullet point comes from Proposition 2.31, which says that ΘG,A comes
from the same G-equivariant ∗-isomorphism ψA : IndGA→ A that induces βG(A).
Given that αG(A) := K∗(G⋉ΘG,A), we recover that K∗(G⋉ βG(A)) = αG(A).

For the second, consider the following commutative diagram in GpdCorrC∗ .

(A,G) (A,G)

(IndGA,G)

iG(A,idA)

iG(IndG A,ψ
−1
A ) ΘG,A=iG(A,ψA)

By the universal property of induction applied to the evaluation correspondence
ΘG,A (Proposition 2.32), the G-equivariant correspondence (IndGA,ψ

−1
A ) is G-

equivariantly isomorphic to ∆(iG(A, idA)), and so they induce the same element of
KKG. Therefore fiG(A) = βG(A)

−1.

□

In order to get a version of Theorem 7.1 which is functorial with respect to ABC
morphisms, we will need to build a morphism of spectral sequences from an ABC
morphism, but we will also need functorial versions of the applications of the left
derived functors LnF (A) and localisation LF (A). We now focus our attention on
building all of these and proving that they are compatible with each other.

Theorem 7.9 (Derived functor maps of an ABC morphism). An ABC morphism
m = [Φ, α, f ] : (T, I, F,A)→ (T′, I′, F ′, A′) functorially induces a map

Ln(m) : LnF (A)→ LnF
′(A′)

for each n with the following property. Let P• → A and P ′
• → A′ be projective

resolutions with respect to I and I′ respectively and let f̃ : P• → Φ(P ′
•) be a chain

map over f : A→ Φ(A′). Let αP ′ : FΦ(P ′
•)→ F ′(P ′

•) be the chain map induced by
α. Then the chain map αP ′ ◦F (f̃) : F (P•)→ F ′(P ′

•) over App(m) : F (A)→ F ′(A′)

induces Ln(m) : LnF (A)→ LnF
′(A′) by taking homology.

· · · F (P1) F (P0) F (A) 0

· · · FΦ(P ′
1) FΦ(P ′

0) FΦ(A′) 0

· · · F ′(P ′
1) F ′(P ′

0) F ′(A′) 0

F (f̃1) F (f̃0) F (f)

α
P

′
1

α
P

′
0

α
A

′

Proof. To construct Ln(m), we consider arbitrary projective resolutions P• → A

and P ′
• → A′ with respect to I and I′ respectively. The triangulated functor Φ
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maps I′ into I and so sends I′-exact sequences to I-exact sequences. By Lemma
6.33, there is a lift f̃ : P• → Φ(P ′

•) of f : A → Φ(A′) which is unique up to chain
homotopy. We may then define Ln(m) as the map in homology induced by the
chain map αP ′ ◦ F (f̃), which is a lift of App(m) = αA′ ◦ F (f).

To check that this is well-defined, suppose we have some other projective resolutions
Q• → A and Q′

• → A′ and a lift f̂ : Q• → Φ(Q′
•) of f , and lifts ĩd : P• → Q• and

ĩd
′
: P ′

• → Q′
• of id : A→ A and id′ : A′ → A′. Then by Lemma 6.33, ĩd

′
◦ f̃ is chain

homotopic to f̂ ◦ ĩd, and therefore the following diagram commutes.

Hn(F (P•)) Hn(F
′(P ′

•))

Hn(F (Q•)) Hn(F
′(Q′

•))

Hn(αP
′◦F (f̃))

Hn(F (ĩd))∼= Hn(F
′
(ĩd

′
))∼=

Hn

(
α

Q
′◦F (f̂)

)

When m = idT,I,F,A is an identity morphism, we can pick any projective resolution
P• → A and pick ĩd : P• → P• to be the identity chain map. This induces the
identity in homology, so Ln(idT,I,F,A) = idLnF (A).

Suppose n = [Ψ, β, g] : (T′, I′, F ′, A′)→ (T′′, I′′, F ′′, A′′) is another ABC morphism.
Let P ′′

• → A′′ be an I′′-projective resolution, and let g̃ : P ′
• → Ψ(P ′′

• ) be a lift of
g : A′ → Ψ(A′′). Then Φ(g̃) ◦ f̃ : P• → ΦΨ(P ′′

• ) is a lift of Φ(g) ◦ f : A→ ΦΨ(A′′).
It follows that Ln(n ◦m) = Ln(n) ◦ Ln(m). □

Remark 7.10. If we keep the triangulated category T, homological ideal I and
stable homological functor F constant, an ABC morphism specialises to a morphism
f : A → B in T. We can deduce from the above theorem that Lp(idT, idF , f) =

LpF (f) : LpF (A)→ LpF (B).

We now turn to some technical details to construct functoriality of the localisation
LF (A). Consider triangulated categories T and T′ with homological ideals I and
I′ respectively. Let L and L′ be the localisation functors L = LI : T → T and
L′ = LI

′ : T′ → T′. Let Φ: T′ → T be a triangulated functor such that Φ(I′) ⊆ I.
Let µ and µ′ be the localisation natural transformations µ = µI : L ⇒ idT and
µ′ = µI

′ : L′ ⇒ idT′ . Consider the following diagram.

LA
L(f)−−−→ LΦA′ LΦ(µ

′
A

′ )
←−−−−−∼=

LΦL′A′ µ
ΦL

′
A

′
−−−−→ ΦL′A′

The morphism LΦ(µ′
A

′) : LΦL′A′ → LΦA′ is an isomorphism because L maps I-
equivalences to isomorphisms. We define the localisation of f to be LΦ(f) : LA→
Φ(L′A′) as the composition µΦL

′
A

′ ◦ LΦ(µ′
A

′)−1 ◦ L(f). This enables us to apply
the localisation functor A 7→ LA at the level of the ABC category.

Proposition 7.11. Let m = [Φ, α, f ] : (T, I, F,A) → (T′, I′, F ′, A′) be an ABC
morphism. Then the mapping sending [Φ, α, f ] to

[Φ, α,LΦ(f)] : (T, I, F, LA)→ (T′, I′, F ′, L′A′)
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is functorial. We refer to this as the ABC localisation functor L : ABC→ ABC, as
on an object (T, I, F,A) it simply applies the localisation functor L : T → T to A.
Furthermore, when Φ = idT we recover the localisation functor, as LidT

(f) = L(f).

Proof. When Φ = idT, LΦ is given by the composition µLA ◦L(µA)
−1 ◦L(f), which

is equal to L(f) because µLA = L(µA) by Proposition 6.47. Setting α = idF and
f = idA, we see that L respects identity morphisms.

Let n = [Ψ, β, g] : (T′, I′, F ′, A′) → (T′′, I′′, F ′′, A′′) be another ABC morphism,
with localisation functor L′′ : T′′ → T′′ and localisation natural transformation
µ′′ : L′′ ⇒ id. Consider the following diagram.

LA LΦA′ LΦL′A′ ΦL′A′

LΦΨA′′ LΦL′ΨA′′ ΦL′ΨA′′

LΦL′ΨL′′A′′ ΦL′ΨL′′A′′

LΦΨL′′A′′ ΦΨL′′A′′

LΦ(µ
′
ΨA

′′ )

∼=

LΦL
′
Ψ(µ

′′
A

′′ )∼= ΦL
′
Ψ(µ

′′
A

′′ )∼=

µ
ΦL

′
ΨA

′′

µ
ΦL

′
ΨL

′′
A

′′

Φ(µ
′
ΨL

′′
A

′′ )

LΦ(µ
′
ΨL

′′
A

′′ )

∼=

LΦΨ(µ
′′
A

′′ ) ∼=

µ
ΦΨL

′′
A

′′

ΦL
′
(g)

µ
ΦL

′
A

′

LΦL
′
(g)

LΦ(µ
′
A

′ )

∼=

LΦ(g)
L(Φ(g)f)

L(f)

Let us move left to right through the diagram. The triangle commutes by functo-
riality of L. The two squares on the left commute by naturality of µ′. The three
squares on the right commute by naturality of µ. We conclude that LΦΨ(Φ(g)◦f) =
Φ(LΨ(g)) ◦ LΦ(f), and therefore L(n ◦m) = L(n) ◦ L(m). □

In the same way that the functor L : T→ T comes with natural maps µA : LA→ A,
the functor L : ABC→ ABC comes with natural maps L(T, I, F,A)→ (T, I, F,A).

Proposition 7.12. Let [Φ, α, f ] : (T, I, F,A) → (T′, I′, F ′, A′) be an ABC mor-
phism, and let µA : LA → A and µ′

A
′ : L′A′ → A′ be the localisation maps. Then

the following diagram commutes.

(T, I, F, LA) (T′, I′, F ′, L′A′)

(T, I, F,A) (T′, I′, F ′, A′)

[idT,idF ,µA]

[Φ,α,LΦ(f)]

[id
T
′ ,id

F
′ ,µ

′
A

′ ]

[Φ,α,f ]

Proof. By the naturality of µ : L⇒ idT, we obtain the commuting diagram below.

LA LΦA′ LΦL′A′

A ΦA′ ΦL′A′

µA

L(f)

µ
ΦA

′

(LΦ(µ
′
A

′ ))
−1

µ
ΦL

′
A

′

f Φ(µ
′
A

′ )

We can deduce that Φ(µ′
A

′) ◦ LΦ(f) = f ◦ µA : LA → Φ(A′), and therefore that
[idT′ , idF ′ , µ′

A
′ ] ◦ [Φ, α,LΦf ] = [Φ, α, f ] ◦ [idT, idF , µA]. □
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Definition 7.13 (Localisation application functor). The localisation application
functor L : ABC→ Ab is the composition App ◦L. We also recover the localisation
LF of F by holding the category T, ideal I and the functor F constant, because
L(idT, idF , f) = LF (f).

We are now ready to take on the task of proving the following functorial version of
Theorem 7.1.

Theorem 7.14. An ABC morphism m : M→M′ induces functorially a morphism
of ABC spectral sequences ABC(m) : ABC(M)→ ABC(M′), such that:

(i) the map on the second sheet is given by Lp(m)q : Lp(M)q → Lp(M
′)q,

(ii) the map on the limit sheet agrees with L(m) : L(M)→ L(M′).

7.2. The construction of the ABC spectral sequence. Before we embark, we
summarise Mayer’s construction of the ABC spectral sequence from [57]. We start
with an ABC tuple (T, I, F,A). First, we construct an I-phantom tower over A
using Proposition 6.29 and Lemma 6.35.

A N0 N1 N2 · · ·

P0 P1 P2 · · ·

ι
1
0

ϵ0

ι
2
1

ϵ1π0

δ1

π1

δ2

π2

An exact couple is then constructed from the phantom tower. We start by viewing
the top collection of exact triangles as a single triangle of Z-graded objects, by
defining Nn = A, ιn+1

n = idA and Pn = 0 for n < 0.

N• N•

P•

ι

ϵπ

We now consider the stable homological functor F : T → Ab∗. This consists of a
homological functor Fp : T→ Ab for each p ∈ Z. We use this to construct an exact
triangle of bigraded Abelian groups

(7.2)

D D Dp,q = Fp+q+1(Np+1)

C Cp,q = Fp+q(Pp)

i

jk

with maps i, j and k defined by

ip,q := (ιp+2
p+1)∗ : Dp,q → Dp+1,q−1 deg i = (1,−1)

jp,q := (ϵp)∗ : Dp,q → Cp,q deg j = (0, 0)

kp,q := (πp)∗ : Cp,q → Dp−1,q deg k = (−1, 0)
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This is exact because F is a stable homological functor and so for each p, the
following sequence is exact.

· · · Fq(Pp) Fq(Np) Fq(Np+1) Fq−1(Pp) · · ·
(πp)∗ (ι

p+1
p )∗ (ϵp)∗

We then apply the construction of a spectral sequence from an exact couple (see
Chapter 5.4) to obtain a spectral sequence (E, d) starting from the first sheet. In
particular,

• The first sheet E1 is given by E1
p,q := Fp+q(Pp).

• The first differential d1p,q : E
1
p,q → E1

p−1,q is given by Fp+q(δp) : Fp+q(Pp)→
Fp+q(ΣPp−1), noting that Fp+q(ΣPp−1) = Fp+q−1(Pp−1).

• The second sheet E2 := k
−1

(im i)
j(ker i) is given by kerF∗(δ)

imF∗(δ)
= H∗(F∗(P•), F∗(δ)),

and therefore E2
p,q
∼= LpFq(A).

• The limit sheet E∞ :=
∩r≥1k

−1
(im i

r
)

∪r≥1j(ker i
r
)

is described in [57] with isomorphisms

E∞
p,q
∼= LFp+q : I

p+1
(A)

LFp+q : I
p
(A)

.

The ABC spectral sequence ABC(T, I, F,A) is this spectral sequence (Er, dr)r≥2

starting from the second sheet. As we will shortly see, this is independent of the
choice of I-phantom tower over A up to canonical isomorphism.

7.3. The morphism of spectral sequences induced by an ABC morphism.
The construction (7.2) of an exact couple from an I-phantom tower also works for
pre-I-phantom towers and is functorial with respect to tower maps and morphisms
of exact couples.

Proposition 7.15. Let P be a pre-I-phantom tower. Then the construction in
(7.2) builds an exact couple ECT,I,F (P) from P. A tower map f : P → Q of pre-
I-phantom towers functorially induces a morphism ECT,I,F (f) : ECT,I,F (P) →
ECT,I,F (Q) of exact couples.

Proof. We never invoke the I-projectivity of any Pn, so the construction works
equally well for pre-I-phantom towers. The maps induced by F from a tower map
are exactly what is needed to create a morphism of exact couples. It is straightfor-
ward to check that this respects composition and identity morphisms. □

This construction of the ABC spectral sequence involves a number of choices, so
we recall why it is well-defined. Let (T, I, F,A) be an ABC tuple and let P and Q
be two I-phantom towers over A. By Lemma 6.35 there is a tower map ĩd : P → Q
over the identity map id : A → A. This induces a morphism of exact couples
ECT,I,F (P) → ECT,I,F (Q) and therefore a morphism of spectral sequences. Let
îd : P• → Q• be the restriction of ĩd to the projective resolutions within P and
Q, which is unique up to chain homotopy by Lemma 6.33. On the second sheet,
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the morphism of spectral sequences is given by taking the homology of the chain
map îd : P• → Q•, which is a canonical isomorphism independent of îd. The mor-
phism of spectral sequences is therefore a canonical isomorphism independent of
the tower map ĩd from the second sheet onwards by the mapping lemma. To de-
scribe the spectral sequence more absolutely, we may define the second sheet by
E2
p,q = LpFq(A) and define the later sheets as subquotients of this.

Lemma 7.16. Let (Φ, α, f) : (T, I, F,A)→ (T′, I′, F ′, A′) be an ABC cycle and let
P ′ be an I′-phantom tower over A′. Then Φ(P ′) is a pre-I-phantom tower over
Φ(A′).

Proof. The triangulated functor Φ preserves exact triangles, sends I′-exact se-
quences to I-exact sequences and sends I′-phantom maps to I-phantom maps. □

Theorem 7.17. An ABC morphism m = [Φ, α, f ] : (T, I, F,A) → (T′, I′, F ′, A′)

functorially induces a map

ABC(m) : ABC(T, I, F,A)→ ABC(T′, I′, F ′, A′)

with the following property. Let P be an I-phantom tower over A, let P ′ be an
I′-phantom tower over A′, and let f̃ : P → Φ(P ′) be a tower map over f : A →
Φ(A′). Let αP′ : ECT,I,F (Φ(P

′)) → ECT
′
,I

′
,F

′(P ′) be the morphism of exact cou-
ples induced by α. Then the morphism of spectral sequences induced by the mor-
phism αP′ ◦ECT,I,F (f̃) : ECT,I,F (P)→ ECT

′
,I

′
,F

′(P ′) of exact couples is given by
ABC(m) at the second sheet onwards. Furthermore, when restricted to the second
sheets, the morphism ABC(m) is given by Lp(m)q : LpFq(A)→ LpF

′
q(A

′).

N0 N1 · · · F∗(N•) F∗(N•)

P0 P1 · · · F∗(P•)

Φ(N ′
0) Φ(N ′

1) · · · F∗Φ(N
′
•) F∗Φ(N

′
•)

Φ(P ′
0) Φ(P ′

1) · · · F∗Φ(P
′
•)

F ′
∗(N

′
•) F ′

∗(N
′
•)

F ′
∗(P

′
•)

In red on the left is the tower map f̃ : P → Φ(P ′), and on the right are the mor-
phisms ECT,I,F (f̃) and αP′ of exact couples.

Proof. To construct ABC(m), we consider arbitrary phantom towers P and P ′ over
A and A′ respectively. By Lemma 6.35, there is a tower map f̃ : P → Φ(P ′) over
f : A → Φ(A′). We obtain a morphism of exact couples αP′ ◦ ECT,I,F (f̃). We
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may then define ABC(m) to be the morphism of spectral sequences induced by this
morphism, starting at the second sheet.

Let f̂ : P• → Φ(P ′
•) be the restriction of f̃ to the I-exact sequence P• inside

P. By the description of the exact couple to spectral sequence functor, the map
ABC2

p,q(m) : LpFq(A)→ LpFq(A
′) is induced in homology by the chain map αP ′ ◦

F (f̂). Theorem 7.9 then tells us that ABC2
p,q(m) = Lp(m)q. Morphisms of spec-

tral sequences are determined by their restrictions to the second sheets (Propo-
sition 5.5), and therefore ABC(m) is functorial and independent of the choice of
I-phantom tower P and tower map f̃ : P → Φ(P ′).

□

When we say that a spectral sequence converges to a graded abelian group, we need
a filtration on the graded abelian group to make sense of this. Recall that for a
functor F : T→ C (with C = Ab or Ab∗), a homological ideal I ◁ T and an object
A, we have the ascending filtration

0 = F : I0(A) ⊆ F : I1(A) ⊆ F : I2(A) ⊆ · · · ⊆ F (A)

of F (A) defined by

F : Ik(A) := {x ∈ F (A) | F (f)(x) = 0 for all f ∈ Ik(A,B), B ∈ T}.

As we want the ABC spectral sequence for (T, I, F,A) to converge to LF (A), we
will take the filtration (LF : Ik(A))k≥0. The group LF (A) is defined as F (LIA),
so we could alternatively use the filtration (F : Ik(LIA))k≥0, but there turns out
to be no difference.

Lemma 7.18. Let (T, I, F,A) be an ABC tuple and let L : T → T be its localisa-
tion functor. For every k ≥ 0, we have the equality LF : Ik(A) = F : Ik(LA) of
subgroups of LF (A).

Proof. First, suppose x ∈ F : Ik(LA). Now, let f ∈ Ik(A,B) for some object B.
By Proposition 6.48, Lf ∈ Ik(LA,LB) and therefore F (Lf)(x) = 0. By definition,
LF = F ◦ L, so we must have x ∈ LF : Ik(A). Thus LF : Ik(A) ⊇ F : Ik(LA).

Conversely, suppose x ∈ LF : Ik(A) and let g ∈ Ik(LA,C). By TR1 and TR3, we
may extend the commutative diagram on the left to a morphism of exact triangles
as on the right.

Σ−1NIA LA A NIA Σ−1NIA LA A NIA

Σ−1NIA C Σ−1NIA C D NIA

g g f

h
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Note that h is an I-equivalence as its cone NIA is I-contractible. Now consider
the following diagram.

LLA LA

LC LD

C

LµA

∼=

Lg

Lh

∼=

Lf
g

µC

The square with LD commutes as it is an application of L to a commutative square.
The square with C commutes due to the naturality of µ combined with the fact
that LµA = µLA. The horizontal maps are isomorphisms because µA and h are
I-equivalences. By Proposition 6.48, we have Lg ∈ Ik, and therefore Lf ∈ Ik

and therefore f ∈ Ik(A,D). By definition of LF : Ik(A), x vanishes under F (Lf),
and as g factors through Lf , we get that F (g)(x) = 0, as required to show that
x ∈ F : Ik(LA). Therefore LF : Ik(A) ⊆ F : Ik(LA). □

Recall that convergence of a spectral sequence E to a graded group G with filtration
(FkG)k≥0 has two components:

• For each p and q, isomorphisms

E∞
p,q
∼=
Fp+1Gp+q
FpGp+q

.

• Properties of the filtration. Exhaustiveness is always required, and for
strong convergence we need the filtration to be complete Hausdorff.

The phantom filtration (LF : Ik(A))k≥0 of LF (A) is complete and Hausdorff be-
cause it starts with LF : I0(A) = {0}. The fact that it is exhaustive comes down
to the following theorem, which is part of Theorem 5.1 in [57].

Theorem 7.19. Let (T, I, F,A) be an ABC tuple such that A ∈ ⟨PI⟩, the localising
subcategory generated by the I-projective objects. Then ∪k∈NF : Ik(A) = F (A).

Proof. See the proof of Theorem 5.1 in [57]. □

In [57], Meyer shows that the ABC spectral sequence converges to the graded filtered
group LF (A) by constructing isomorphisms

ψp,q : ABC(T, I, F,A)∞p,q ∼=
LFp+q : I

p+1(A)

LFp+q : I
p(A)

.

Our aim is to show that this isomorphism is functorial with respect to ABC mor-
phisms. First we show that ABC morphisms respect these filtrations.

Lemma 7.20. Let [Φ, α, f ] : (T, I, F,A) → (T′, I′, F ′, A′) be an ABC morphism.
Then App(Φ, α, f)

(
F : Ik(A)

)
⊆ F ′ : I′

k
(A′).
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Proof. Let x ∈ F : Ik(A), and suppose g ∈ I′
k
(A′, B′) for some B′ ∈ T′. Then the

left hand diagram in ABC is mapped to the right hand diagram by the application
functor App: ABC→ Ab∗.

(T, I, F,A) (T′, I′, F ′, A′) F (A) F ′(A′)

(T, I, F,Φ(B′)) (T′, I′, F ′, B′) FΦ(B′) F ′(B′)

(Φ,α,f)

(idT,idF ,Φ(g)◦f) (id
T
′ ,id

F
′ ,g)

App(Φ,α,f)

F (Φ(g)◦f) F
′
(g)

(Φ,α,id
Φ(B

′
)
) α

B
′

The morphism Φ(g) ◦ f is in Ik, so F (Φ(g) ◦ f)(x) = 0. The diagrams commute, so
F ′(g) ◦ App(Φ, α, f)(x) = 0. We can conclude that App(Φ, α, f)(x) ∈ F ′ : I′

k
(A′).

□

As the application App(Φ, α, f) : FA → F ′A′ respects the filtrations it induces
maps of subquotients

App(Φ, α, f)p,q :
LFp+q : I

p+1(A)

LFp+q : I
p(A)

→
LF ′

p+q : (I
′)p+1(A′)

LF ′
p+q : (I

′)p(A′)
.

The double index distinguishes an induced map of subquotients from the map
App(Φ, α, f)n : FnA→ F ′

nA
′ induced by compatibility with the grading. If we take

an ABC morphism m and apply Lemma 7.20 to the ABC morphism L(m), we deduce
that L(m) respects the phantom filtrations in the sense that L(m)

(
LF : Ik(A)

)
⊆

LF ′ : I′
k
(A′). We now want to get a handle on the limit sheet of the spectral

sequence.

Lemma 7.21. Let (C,D, i, j, k) be an exact couple and let (E, d) be the associated
spectral sequence. Recall that we have the following descriptions.

D D

C

(1,−1)

i

(0,0)

j

(1,0)

k E∞
p,q :=

⋂
r≥1 Z

r
p,q⋃

r≥1B
r
p,q

=

⋂
r≥1(k

−1(irD))p,q⋃
r≥1(j(ker i

r))p,q
.

Then there is a homomorphism

E∞
p,q →

(ker ip+1)−1,p+q

(ker ip)−1,p+q

that sends each [x] ∈ E∞
p,q to the unique [y] ∈ (ker i

p+1
)−1,p+q

(ker i
p
)−1,p+q

such that ip(y) = k(x).

Proof. We first note that [x] 7→ k(x) and [y] 7→ ip(y) are well-defined. Uniqueness
of [y] follows from the fact that it lives in a quotient by ker ip. For existence, x is
an element of (k−1(ipD))p,q, so there is some y ∈ D−1,p+q such that k(x) = ip(y).
Because i ◦ k = 0, it follows that y ∈ ker ip+1. □

Suppose we have an ABC tuple M = (T, I, F,A) and an I-phantom tower P over
A, with associated exact couple (C,D, i, j, k) = ECT,I,F (P). Lemma 6.37 tells us
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that
(ker ip+1)−1,p+q

(ker ip)−1,p+q

=
Fp+q : I

p+1(A)

Fp+q : I
p(A)

.

We can then apply Lemma 7.21 to obtain a map φM
p,q : ABC(M)∞p,q →

Fp+q : I
p+1

(A)

Fp+q : I
p
(A)

which a priori might depend on P. One consequence of the following proposition
is that it does not.

Proposition 7.22. Let M = (T, I, F,A) and M′ = (T′, I′, F ′, A′) be ABC tuples
and let m : M → M′ be an ABC morphism. Then using any choices P and P ′ of
phantom towers over A and A′ to define φM

p,q and φM
′

p,q respectively, the following
diagram commutes.

(7.3)

ABC(M)∞p,q
Fp+q : I

p+1
(A)

Fp+q : I
p
(A)

ABC(M′)
∞
p,q

F
′
p+q : I

′p+1
(A

′
)

F
′
p+q : I

′p
(A

′
)

φ
M
p,q

ABC(m)
∞
p,q App(m)p,q

φ
M

′
p,q

Proof. Suppose m = [Φ, α, f ] and let f̃ : P → Φ(P ′) be a tower map over f : A →
Φ(A′). Let (C,D, i, j, k) and (C ′, D′, i′, j′, k′) be the exact couples built from P
and P ′ respectively. Let S : C → C ′ and T : D → D′ be the constituent maps
of the morphism αP′ ◦ ECT,I,F (f̃) of exact couples. Then for each n, we have
D−1,n = Fn(A) and D′

−1,n = F ′
n(A

′). Furthermore, T−1,n : D−1,n → D′
−1,n is given

by the map App(m)n : Fn(A)→ F ′
n(A

′).

D D D−1,n Fn(A)

C

D′ D′ D′
−1,n F ′

n(A
′)

C ′

T

i

T

j

=

T−1,n App(m)n

k

i
′

j
′

=

k
′

S

Now, consider [x] ∈ E∞
p,q =

⋂
r≥1(k

−1
(i

r
D))p,q⋃

r≥1(j(ker i
r
))p,q

. Let y ∈ Fp+q : I
p+1(A) be such

that φM
p,q([x]) = [y]. Then because y ∈ D−1,p+q = Fp+q(A), we may use that

App(m)p+q = D−1,p+q to calculate that

App(m)p,q(φ
M
p,q([x])) = App(m)p,q([y]) =

[
App(m)p+q(y)

]
= [T (y)].

On the other hand, ABC(m)∞p,q([x]) = [S(x)]. We may calculate that i′p(T (y)) =

T (ip(y)) = T (k(x)) = k′(S(x)), and therefore by Lemma 7.21, φM
′

p,q ([S(x)]) =

[T (y)]. We conclude that (7.3) commutes. □
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Lemma 7.23. Let M = (T, I, F,A) be an ABC tuple such that A is in ⟨PI⟩. Then
φM
p,q is an isomorphism.

Proof. Let P = (P•, N•, ϵ•, ι•, π•) be an I-phantom tower over A, with associated
exact couple (C,D, i, j, k) = ECT,I,F (P).

First we show that φM
p,q is surjective. Recall that Dp−1,q = Fp+q(Np), and that

therefore for r ≥ p, ir = iq = (ιp0)∗ : Dp−r−1,q+r = Fp+q(A)→ Dp−1,q = Fp+q(Np).
Therefore (irD)p−1,q = (ipD)p−1,q. Now, for any y ∈ (ker ip+1)−1,p+q, we can
pick z ∈ (ker i)p−1,q = (im k)p−1,q such that ip(z) = y. We can then pick an
element x ∈ (k−1(ipD))p,q with k(x) = z = ip(y). Then for each r ≥ p, we have
x ∈ k−1((irD))p,q = k−1((ipD))p,q, and so [x] ∈ ABC(M)∞p,q. Then φM

p,q([x]) = [y],
so we have proved surjectivity.

For injectivity, we first note that because of the exact triangles in the phantom
tower, we can inductively prove that Nn ∈ ⟨PI⟩ because N0 = A ∈ ⟨PI⟩ and
each Pn ∈ ⟨PI⟩. Then by Theorem 7.19, Dp,q = ∪r≥1Fp+q+1 : I

r(Np+1), which by
Lemma 6.37 is ∪r≥1(ker i

r)p,q. Now, suppose x, x′ ∈ (k−1(ipD))p,q are such that
φM
p,q([x]) = φM

p,q([x
′]). Then k(x) = k(x′), so x−x′ ∈ (j(D))p,q = ∪r≥1(j(ker i

r))p,q.
We can conclude that [x] = [x′]. □

Lemma 7.24. Let (T, I, F,A) be an ABC tuple, let L : T → T be the localisation
functor and let µ : L ⇒ idT be the localisation natural transformation. Then the
ABC morphism [idT, idF , µA] : (T, I, F,A)→ (T, I, F, LA) induces an isomorphism
of ABC spectral sequences.

Proof. By Remark 7.10, when we keep the category T, ideal I and functor F con-
stant, we recover the derived functors, so that

Lp(idT, idF , µA)q = LpFq(µA) : LpFq(LA)→ LpFq(A).

This is an isomorphism because µA is an I-equivalence. The induced map on the sec-
ond page is therefore an isomorphism. By the mapping lemma, ABC(idT, idF , µA)

is an isomorphism of spectral sequences. □

Combining Lemmas 7.18, 7.23 and 7.24, the isomorphism ψM
p,q : ABC(M)∞p,q ∼=

LFp+q : I
p+1

(A)

LFp+q : I
p
(A)

is defined as the composition

ABC(M)∞p,q ∼= ABC(L(M))∞p,q ∼=
Fp+q : I

p+1(LA)

Fp+q : I
p(LA)

=
LFp+q : I

p+1(A)

LFp+q : I
p(A)

.

This recovers the result from [57] that the ABC spectral sequence ABC(M) strongly
converges to the filtered graded group L(M) = LF (A). We have also shown that
L(m) : L(M)→ L(M′) is a morphism of filtered graded groups. We can now com-
bine all of the work in this section to conclude its main result.
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Theorem (Theorem 7.14). An ABC morphism m : M→M′ induces functorially a
morphism of ABC spectral sequences ABC(m) : ABC(M)→ ABC(M′), such that:

(i) the map on the second sheet is given by Lp(m)q : Lp(M)q → Lp(M
′)q,

(ii) the map on the limit sheet agrees with L(m) : L(M)→ L(M′).

Proof. The construction of the morphism ABC(m) : ABC(M) → ABC(M′) was
given in Theorem 7.17, where it was shown to be functorial and agree with Lp(m)q

on the second sheets.

The map that ABC(m) induces on the limit sheet agrees with L(m) because the
following diagram commutes, where M = (T, I, F,A) and M′ = (T′, I′, F ′, A′).

ABC(M)∞p,q ABC(L(M))∞p,q
Fp+q : I

p+1
(LA)

Fp+q : I
p
(LA)

LFp+q : I
p+1

(A)

LFp+q : I
p
(A)

ABC(M′)∞p,q ABC(L(M′))∞p,q
F

′
p+q : I

′p+1
(L

′
A

′
)

F
′
p+q : I

′p
(L

′
A

′
)

L′
F

′
p+q : I

′p+1
(A

′
)

L′
F

′
p+q : I

′p
(A

′
)

∼= ∼=

φ
M
p,q

=

L(m)p,q

=

App(L(m))p,q

∼=

φ
M

′
p,q

ABC(L(m))
∞
p,qABC(m)

∞
p,q

∼=

The left square commutes by Proposition 7.12, and the middle square commutes
by Proposition 7.22. Finally, the right square commutes as L(m) = App(L(m)) by
definition. □

7.4. Application to isomorphisms in K-theory. In general, the ABC spectral
sequence converges to the localisation LF (A) rather than the application F (A) that
we are interested in. However, the localisation natural transformation µI gives us
a canonical assembly map µM defined by

µM := F (µI(A)) : LF (A)→ F (A).

In favourable settings, this assembly map can be an isomorphism. The Baum-
Connes assembly map for an étale groupoid G with coefficients in a C*-algebra A
is isomorphic to the assembly map for the ABC tuple (KKG, IF ,K∗(G ⋉r −), A),
where F is a countable family of proper open subgroupoids of G satisfying condition
(P), as discussed in Section 6.5. The assembly maps are compatible with ABC
morphisms in the following way.

Proposition 7.25. For each ABC morphism m = [Φ, α, f ] : M = (T, I, F,A) →
M′ = (T′, I′, F ′, A′), the following diagram commutes.

LF (A) F (A)

LF ′(A′) F ′(A′)

App(m)

µM

L(m)

µ
M

′

Proof. This follows by combining the application functor App: ABC → Ab∗ and
Proposition 7.12. □
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To get an ABC morphism from a general proper groupoid correspondence Ω: G→
H, we use the universal crossed product because it has greater functoriality prop-
erties. However, for the Baum-Connes assembly map we use the reduced crossed
product. This is thankfully not a problem, because the reduced and universal
crossed products agree on the localising subcategory generated by proper G-C*-
algebras, so the localisations LK∗(G ⋉r A) and LK∗(G ⋉ A) coincide. This also
means that any ABC spectral sequences we construct will not see the difference
between the full and reduced crossed products. We use this to our advantage, ex-
ploiting useful properties of the full crossed product in order to obtain results about
the reduced crossed product. We obtain our main corollary of Theorem 7.14:

Corollary 7.26. Let G and H be étale groupoids satisfying the Baum-Connes con-
jecture with coefficients in C*-algebras A and B, and let (E,Ω): (A,G)→ (B,H) be
a separable proper correspondence. Let FG and FH be families of proper open sub-
groupoids of G and H respectively satisfying condition (P) such that IndΩ(IFH

) ⊆
IFG

, so that we get an ABC morphism

[IndΩ, αΩ, fE ] : (KKG, IFG
,K∗(G⋉−), A)→ (KKH , IFH

,K∗(H ⋉−), B).

Suppose that for each n ≥ 0 the derived functor map

Ln(IndΩ, αΩ, fE) : LnK∗(G⋉A)→ LnK∗(H ⋉B)

is an isomorphism. Then K∗(G⋉r A) ∼= K∗(H ⋉r B).

This becomes much easier to apply when the groupoids have torsion-free isotropy
groups, because we may take the families FG and FH to be the singletons {G0}
and {H0}, in which case we set IG0 and IH0 to be the associated homological ideals.
WhenG andH are further ample, this enters the setting of Proietti and Yamashita’s
spectral sequence from [71]. This has the added advantage that the derived functors
LpKq(G ⋉ A) are given by the groupoid homology Hp(G;Kq(A)). In order for a
proper groupoid correspondence Ω: G → H to give us an ABC morphism in this
setting, we need IndΩ(I

H
0 ) ⊆ IG0 . This turns out to be automatic because of second

countability and totally disconnectedness. This means that there is an étale section
s : Ω/H → Ω of the quotient map, from which we can build a proper correspondence
Ω/H : G0 → H0 of the unit spaces, with right anchor map σ ◦ s : Ω/H → H0. This
gives us a commutative diagram

KKH KKG

KKH
0

KKG
0

,

IndΩ

Res
H

0

H Res
G

0

G

IndΩ/H

which implies that IndΩ(I
H
0 ) ⊆ IG0 . Thus every proper groupoid correspondence

(E,Ω): (A,G)→ (B,H) gives us an ABC morphism

[IndΩ, αΩ, fE ] : (KKG, IG0 ,K∗(G⋉−), A)→ (KKH , IH0 ,K∗(H ⋉−), B).
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We want to understand the derived functor maps, and we already have a description
of the derived functors as groupoid homology in [71]. It turns out that the derived
functor maps agree with the induced map in homology from Theorem 4.32.

Proposition 7.27. Let (E,Ω): (A,G) → (B,H) be a separable proper correspon-
dence of ample groupoids with C*-coefficients. Let m = [IndΩ, αΩ, fE ] be the asso-
ciated ABC morphism. Then the induced map in homology Hp,q(E,Ω) agrees with
the derived functor application Lp(m)q.

Hp(G;Kq(A)) Hp(H;Kq(B))

LpKq(G⋉A) LpKq(H ⋉B)

Hp,q(E,Ω)

∼= ∼=
Lp(m)q

Proof. Let Pn = (IndG
G

0 ResG
0

G )n+1A and Qn = (IndH
H

0 ResH
0

H )n+1B and consider
the IG0 -projective resolutions P• → A and Q• → B as in [71]. The definition of
Ln(m) comes from a chain map f : P• → IndΩQ• over ∆(E) : A → IndΩB as
follows.

· · · Pn · · · P0

· · · IndΩQn · · · IndΩQ0

fn f0

From this we construct the following diagram, applying K∗(G⋉−) and αΩ.

· · · K∗(G⋉ Pn) · · · K∗(G⋉ P0)

· · · K∗(G⋉ IndΩQn) · · · K∗(G⋉ IndΩQ0)

· · · K∗(H ⋉Qn) · · · K∗(H ⋉Q0).

K∗(G⋉−)

αΩ

By Shapiro’s Lemma (Lemma 4.38), K∗(Pn) is a CoinvG-acyclic G-module. The
chain complexes K∗(P•) and K∗(IndΩQ•) are exact because kerK∗ ⊇ IG0 . There-
fore

· · · K∗(Pn) · · · K∗(P1)

· · · K∗(IndΩQn) · · · K∗(IndΩQ1)

K∗

is a chain map of the form discussed in Theorem 4.32. To finish we apply Proposition
4.36 and Proposition 4.37 to see that the following diagram commutes.

K∗(Pn)G K∗(Qn)H

K∗(G⋉ Pn) K∗(H ⋉Qn)

∼=

(δΩ⊗id)◦K∗(fn)G

∼=
αΩ,IndΩ Qn

◦K∗(G⋉fn)

These chain maps induce Hp,q(E,Ω) and Lp(m)q respectively, so we are done. □
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We may finally combine Corollary 7.26 and Proposition 7.27 to turn isomorphisms
in homology into isomorphisms in K-theory:

Corollary 7.28. Let (E,Ω): (A,G)→ (B,H) be a separable proper correspondence
of étale groupoids with C*-coefficients such that G and H are ample groupoids with
torsion-free isotropy groups satisfying the Baum-Connes conjecture with coefficients
in A and B respectively. Suppose that the induced maps in homology

H∗,i(E,Ω): H∗(G;Ki(A))→ H∗(H;Ki(B))

are isomorphisms. Then there is an isomorphism K∗(G⋉r A) ∼= K∗(H ⋉r B).

Without coefficients, this says the following.

Corollary 7.29. Let G and H be second countable ample groupoids with torsion-
free isotropy groups satisfying the Baum-Connes conjecture and let Ω: G → H be
a second countable proper correspondence. Suppose that the induced map in homol-
ogy H∗(Ω): H∗(G) → H∗(H) is an isomorphism. Then there is an isomorphism
K∗(C

∗
r (G))→ K∗(C

∗
r (H)).
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8. Orbit-stabiliser K-theory formula

This chapter is dedicated to the proof of the following theorem.

Theorem 8.1 (Orbit-stabiliser K-theory formula). Let S be a countable inverse
semigroup and let I be a countable locally finite weak semilattice, with an action
S ↷ I by order-preserving bijections of down-sets. Let Y be the space of filters
on I, which inherits an action of S. Suppose that the transformation groupoid
S⋉Y is Hausdorff, has torsion-free isotropy groups and satisfies the Baum-Connes
conjecture. Then we have an isomorphism

(8.1) K∗(C
∗
r (S ⋉ Y )) ∼=

⊕
[i]∈S\I×

K∗(C
∗
r (Stabi(S))).

Let us first discuss the terms that appear in this statement. Weak semilattices are
defined by Steinberg in [81], and relate to finite alignment for left cancellative small
categories [80].

Definition 8.2 (Locally finite weak semilattice). A weak semilattice P is a poset
(with a 0 element) such that for each p, q ∈ P , there is a finite set F ⊆ P such
that for r ∈ P we have r ≤ p and r ≤ q if and only if r ≤ f for some f ∈ F .
In other words, the intersection of principal down-sets is a finite union of principal
down-sets. The join p ↓ q of p and q is the set of maximal elements below both p

and q: this must then be finite. We say that P is locally finite if the closure of any
finite subset F ⊆ P under ↓ remains finite.

Morally we view locally finite weak semilattices as a modest generalisation of semi-
lattices, with the join binary operation replaced by the finite-set-valued join ↓.
Proofs become a little more technical but not usually more difficult. As result, not
much is lost by reading this and replacing every instance of “locally finite weak
semilattice” with “semilattice”. Our motivating example comes from a higher rank
graph Λ, where we write p ≤ q if a path p ∈ Λ extends a path q ∈ Λ. Finite
alignment of Λ says exactly that this is a weak semilattice. Here any join is a finite
set of pairwise orthogonal paths, which implies local finiteness. We now turn our
attention to the space of filters.

Definition 8.3 (Space of filters). Let I be a weak semilattice. A filter on I is a
non-empty downward directed up-set not containing 0. We equip the set Î of filters
with the topology inherited from the product topology on {0, 1}I .

For each non-zero element i ∈ I× the set Ui of filters containing i is a compact
open subset of Î. This gives an open cover of Î.

Now suppose we have an action S↷ I of an inverse semigroup S on a locally finite
weak semilattice I by order-preserving bijections of down-sets. This induces an
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action S ↷ Î of S by partial homeomorphisms in the following way. The domain
domÎ s of s ∈ S is

⋃
i∈domI s

Ui, and the filter s ·x is given by the upward closure of
the downward directed set {s · j | j ∈ dom s ∩ x}. We may assume without loss of
generality that each i ∈ I is in the domain of some s ∈ S, and that therefore each
x ∈ Î is in the domain of some s ∈ S.

The stabiliser group Stabi(S) of an element i ∈ I× is defined as the isotropy group
of S⋉I× at i. This can often be viewed as a subgroup of S. Thus the right hand side
of (8.1) is the K-theory of the C*-algebra of the discrete groupoid S⋉I×. To prove
Theorem 8.1 we construct a proper groupoid correspondence Ω: S ⋉ I× → S ⋉ Y

and prove that it induces an isomorphism in the K-theory of the C*-algebras. We
have a proper topological correspondence given by

I× ←
⊔
i∈I×

Ui → Y,

where the left map picks out the indexing element of I×, and the right map includes
each Ui into Y . The left map is proper because each Ui is compact, and the right
map is a local homeomorphism because each Ui is open. Furthermore, the inverse
semigroup S acts on

⊔
i∈I× Ui by setting s · (i, y) := (s · i, s ·y) whenever i ∈ domI s

and y ∈ domY s. Both maps in the proper topological correspondence are S-
equivariant, and we obtain a proper correspondence of groupoids

S ⋉ I× ↷ S ⋉
⊔
i∈I×

Ui ↶ S ⋉ Y.

For the rest of this chapter, we set X = I×, G = S ⋉ X, H = S ⋉ Y and Ω =

S⋉
⊔
i∈X Ui. Our aim is to use Corollary 7.29 to show that when S⋉Y has torsion-

free isotropy groups, is Hausdorff and satisfies Baum-Connes then Ω: G → H

induces an isomorphism in K-theory C∗
r (G) ∼= C∗

r (H), thus proving Theorem 8.1.

It suffices to show that Ω induces an isomorphism in homology. We may decompose
Ω: G → H into the action correspondence Ω: G → S ⋉

⊔
i∈X Ui and the étale

homomorphism S ⋉
⊔
i∈X Ui → H. By combining Examples 4.33 and 4.34, we can

see that H∗(Ω) is induced by the chain map

Z[Gn]→ Z[Hn]

χ{γ} 7→ χVγ
,

where for each γ = [sn, in, . . . , s1, i1] ∈ G
n, the compact open subset Vγ ⊆ Hn is

given by
Vγ := {[sn, yn, . . . , s1, y1] | ik ∈ yk for each k}.

The element γ is determined by s1, . . . , sn and the initial element i1 of X, as
sk · ik = ik+1 for each k. Similarly, each element of Vγ is determined by its initial
entry y1, which defines a homeomorphism Vγ ∼= Ui1 . For n = 0, we have G0 = X

and Vi = Ui ⊆ H
0 = Y .
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Proposition 8.4. For each n ≥ 0 the map χ{γ} 7→ χVγ
: Z[Gn] → Z[Hn] is an

isomorphism.

Proof. We show that B := {χVγ
| γ ∈ Gn} forms a Z-basis for ZHn, and make

use of the following natural partial order on Gn. We define [sn, in, . . . , s1, i1] ≤
[tn, jn, . . . , t1, j1] if i1 ≤ j1 and [sn, in, . . . , s1, i1] = [tn, in, . . . , t1, i1]. This is the
same as the partial order induced by inclusion for the compact open sets Vγ .

To each i ∈ I× we associate a principal filter i↑ = {j ∈ I | i ≤ j}. Then for each
γ = [sn, in, . . . , s1, i1] ∈ G

n we consider the element γ̂ = [sn, i
↑
n, . . . , s1, i

↑
1] ∈ H

n.
The map γ 7→ γ̂ : Gn → Hn induces a linear map ZHn → Cb(G

n,Z). The image
of B under this map is {χ

γ
↓ | γ ∈ Gn}. This is linearly independent because for a

finite subset J ⊆ Gn, if
∑
γ∈J aγχγ↓ = 0 then aγ = 0 for any maximal γ in J (see

also [81, Corollary 6.2]).

To prove that B spans ZHn, we note that {Vγ | γ ∈ G
n} is an open cover of Hn,

so it suffices to span ZVγ for each γ = [sn, in, . . . , s1, i1]. For each j1 ≤ i1, we may
define jk+1 = sk · jk to obtain an element γ′ = [sn, jn, . . . , s1, j1] ≤ γ. The set Vγ′

is mapped to Uj1 under the homeomorphism Vγ ∼= Ui1 , so we may further reduce
the problem to showing that {χUj

| j ≤ i} spans ZUi for each i ∈ I. Because I
is a weak semilattice, the intersection Uj ∩ Uk can be expressed as the finite union⋃
l∈j↓k Ul. By inclusion-exclusion, we can express the product χUj

χUk
as a linear

combination of products of χUl
for strictly smaller elements l in the finite ↓-closure

of {j, k}. We may iterate this process to express the product χUj
χUk

as a linear
combination of such χUl

, and conclude that the span of {χUj
| j ≤ i} is closed

under products. Then we may express an arbitrary compact open V ⊆ Ui as a
finite union of basis elements, which are of the form UJ1,J2 =

⋂
j∈J1 Uj ∩

⋂
j∈J2 U

c
j

for finite subsets J1 and J2 of i↓. Each χUJ1,J2
is in the span of {χUj

| j ≤ i}
because it is closed under products. By inclusion-exclusion the indicator function
χV is also in this span. Finally, these indicators generate ZUi, so {χUj

| j ≤ i}
spans ZUi. □

Proof of Theorem 8.1. We have built a proper correspondence Ω: G → H which
induces an isomorphism H∗(Ω): H∗(G) → H∗(H) by Proposition 8.4. By Corol-
lary 7.29, we obtain an isomorphism K∗(C

∗
r (G)) ∼= K∗(C

∗
r (H)) in K-theory. The

groupoid G = S ⋉ I× is discrete, so we may compute

K∗(C
∗
r (S ⋉ I×)) ∼=

⊕
[i]∈S\I×

K∗(C
∗
r (Stabi(S))).

As H = S ⋉ Î, the result follows. □

8.1. Removing the torsion-free condition. In previous versions of the orbit-
stabiliser K-theory formula [20–22,48,64], the condition that the groupoid in ques-
tion has torsion-free isotropy groups is not needed. In our more general setting, it
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is possible to remove the torsion-free condition, and we plan to address this fully in
future work. We sketch the approach here for the rest of this chapter. For general
ample groupoids, the groupoid homology is no longer the correct thing to compare
to the K-theory groups, and should be replaced by an analogue of Bredon homology
(see [60] for the group setting) which takes into account all of the proper open sub-
groupoids. Without developing a Bredon homology for ample groupoids, we may
still use Corollary 7.26 to obtain an orbit-stabiliser K-theory formula in the setting
with torsion. Because the correspondence Ω: G→ H comes from an S-equivariant
topological correspondence, we may consider the families FG and FH of proper
open subgroupoids of G and H indexed by the family FS of finite subgroups of
stabiliser groups of S, see Proposition 6.52. These satisfy IndΩ(IFH

) ⊆ IFG
, so the

goal becomes to show that for each n ≥ 0 the derived functor map

Ln(IndΩ, αΩ, fΩ) : LnK∗(G⋉ C0(X))→ LnK∗(H ⋉ C0(Y ))

is an isomorphism. Morally this should be thought of as asking for an isomorphism
in Bredon homology. Projective resolutions P• → C0(X) and Q• → C0(Y ) can be
constructed using Theorem 6.44. The algebra Pn is a direct sum over all choices
F0, . . . , Fn ∈ FS of finite subgroups of stabiliser groups of S. Each summand is
given by an action of the product inverse semigroup F = ⟨Fn, E⟩× · · ·× ⟨F0, E⟩ on
the space Gn+1, with ⟨F0, E⟩ acting on the rightmost factor by right multiplication
and ⟨Fi, E⟩ acting on the (i − 1)th and ith factor by left and right multiplication
for i ≥ 1. The key fact of F we will use is that any action of F has finite orbits.
There is a similar description for Qn, and we have

Pn =
⊕

F0,...,Fn∈FS

C∗(F ⋉Gn+1),

Qn =
⊕

F0,...,Fn∈FS

C∗(F ⋉Hn+1).

Taking crossed products, we may exploit Morita equivalences which arise from
G⋉Gn+1 ∼M Gn to see that

K∗(G⋉ Pn) ∼=
⊕

F0,...,Fn∈FS

K∗(C
∗(F ⋉Gn)),

K∗(H ⋉Qn) ∼=
⊕

F0,...,Fn∈FS

K∗(C
∗(F ⋉Hn)).

Now ⟨Fn, E⟩ just acts by left multiplication on the leftmost factor. For each n and
F0, . . . , Fn ∈ FS , there is an F -equivariant proper topological correspondence

Ωn : Gn → Hn,

which together induce a chain map K∗(G⋉ P•)→ K∗(H ⋉Q•). This induces the
left derived maps Ln(IndΩ, αΩ, fΩ) in homology. It therefore suffices to show that
Ωn : Gn → Hn induces an isomorphism in K-theory K∗(C

∗(F⋉Gn)) ∼= K∗(C
∗(F⋉

Hn)).
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Proposition 8.5. The map K∗(C
∗(F⋉Ωn)) : K∗(C

∗(F⋉Gn))→ K∗(C
∗(F⋉Hn))

is injective.

Proof. We consider C∗(F ⋉ Gn) as the inductive limit of F ⋉ C0(J) for finite F -
invariant subsets J ⊆ Gn. If we suppose that K∗(C

∗(F ⋉ Ωn))(x) = 0, then there
is some J such that x ∈ K∗(F ⋉ C0(J)). The map J → Hn sending j ∈ J to
the element ĵ of Hn as defined in Proposition 8.4 is proper and F -equivariant so
induces an F -equivariant proper correspondence η : Hn → J .

Gn Hn

J J

Ω
n

η

µ

The resulting F -equivariant correspondence µ : J → J is given by

J ←
⊔
j∈J
{i ∈ J | i ≤ j} → J.

The left map picks out the indexing element of J , and the right map includes each
component of the disjoint union into J . This is a unipotent correspondence, in
that it is the disjoint union of the identity correspondence and the F -equivariant
nilpotent correspondence ν : J → J given by

J ←
⊔
j∈J
{i ∈ J | i < j} → J,

which satisfies ν|J| = 0. It follows that K∗(C
∗(F ⋉ µ)) is an isomorphism, with

inverse

K∗(C
∗(F ⋉ µ))−1 =

|J|∑
k=0

(−K∗(C
∗(F ⋉ ν)))k.

As µ factors through Ωn, it follows from K∗(C
∗(F ⋉Ωn))(x) = 0 that the invertible

map K∗(C
∗(F ⋉ µ)) also sends x to 0, and hence x = 0. □

Proposition 8.6. The map K∗(C
∗(F⋉Ωn)) : K∗(C

∗(F⋉Gn))→ K∗(C
∗(F⋉Hn))

is surjective, and hence an isomorphism.

Proof. For each F -invariant finite subset J ⊆ Gn, we define DJ = C∗(pj | j ∈ J) ⊆
C0(H

n), where pj = χVj
is a projection in C0(H

n). This is a finite dimensional F -
invariant subalgebra. Furthermore, the inductive limit of all suchDJ is C0(H

n). By
continuity of K-theory, lim−→J

K∗(F⋉DJ) = K∗(C
∗(F⋉Hn)), so it suffices to hit the

image of K∗(F ⋉DJ) for each J , which vanishes for ∗ = 1. The finite dimensional
commutative C*-algebra DJ is the span CPJ of its minimal projections p ∈ PJ

which are pairwise orthogonal and form an F -invariant set. Consider a minimal
projection p ∈ PJ in the domain of some f ∈ F , and let

Fp = {f ∈ F | p ∈ dom f, f · p = p}
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be the stabiliser inverse subsemigroup of F at p. We obtain a Morita equivalence

F ⋉CPJ ∼M
⊕

orb p∈F\PJ

Fp ⋉Cp

from which we can deduce that K0(F⋉DJ) is generated by the groups K0(Fp⋉Cp)
for projections p ∈ PJ in each F -orbit. By minimality, each such p is below pj0
for some j0 ∈ J . The poset j↓0 ∪ {0} is order isomorphic to a down-set in I, so it
is a locally finite weak semilattice. By the argument in Proposition 8.4 p can be
expressed uniquely as a linear combination

∑
i∈J0 nipi for a finite set J0 ⊆ j↓0 . By

uniqueness, the set J0 is Fp-invariant, and its closure J1 under ↓ (and 0) is a finite
Fp-invariant set such that DJ1

is the span of {pj : j ∈ J1}. Consider the following
diagram of inclusions of C*-algebras.

F ⋉DJ C∗(F ⋉Hn)

Fp ⋉Cp Fp ⋉DJ1

We have reduced the problem to showing that we hit the image of K0(Fp ⋉DJ1
)

with K0(C
∗(F ⋉ Ωn)). The algebra DJ1

can be identified Fp-equivariantly with
C0(Ĵ1), such that pj ∈ DJ1

is identified with the indicator function qj on the
set of filters in Ĵ1 containing j. We form a Fp-equivariant proper correspondence
η : J×

1 → Ĵ1 in the same way as we did for I. We obtain a commutative diagram
of Fp-equivariant proper correspondences, which induces a commutative diagram
of proper C*-correspondences:

Gn Hn C∗(F ⋉Gn) C∗(F ⋉Hn)

J×
1 Ĵ1 Fp ⋉ C0(J

×
1 ) Fp ⋉DJ1

Ω
n C

∗
(F⋉Ω

n
)

η C
∗
(Fp⋉η)

Every filter on J1 is principal because J1 is finite, so j 7→ j↑ : J×
1 → Ĵ1 defines an

Fp-equivariant bijection φ : J×
1 → Ĵ1. Then φ−1 ◦ η : J×

1 → J×
1 is the unipotent

Fp-equivariant topological correspondence given by

J×
1 ←

⊔
j∈J×

1

{i ∈ J×
1 : i ≤ j} → J×

1 .

It follows that K∗(C
∗(Fp⋉η)) : K∗(Fp⋉C0(J

×
1 ))→ K∗(Fp⋉DJ1

) is invertible, and
therefore the image of the map K0(C

∗(F ⋉ Ωn)) contains the image of the group
K0(Fp ⋉DJ1

), and we are done. □

This proves that the derived functor maps Ln(IndΩ, αΩ, fΩ) are isomorphisms.

Proof of Theorem 8.1 without the torsion-free assumption. As discussed, the corre-
spondence Ω: G→ H induces an ABC morphism [IndΩ, αΩ, fΩ] given our choice of
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families FG and FH . The derived functor maps Ln(IndΩ, αΩ, fΩ) are isomorphisms,
so by Corollary 7.26 we get an isomorphism K∗(C

∗
r (G)) ∼= K∗(C

∗
r (H)). □
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9. Applications

How does the orbit-stabiliser K-theory formula (Theorem 8.1) work in practice?
It calls for an inverse semigroup S and a locally finite weak semilattice I with an
action of S by order isomorphisms of down-sets. This is a bit of a mouthful, but
not much is lost by considering the special case where I = E is the idempotent
semilattice of S, with the canonical action S ↷ E. For each s ∈ S, the domain
domE s consists of the idempotents e ∈ E below the domain s∗s of s in the sense
that e ≤ s∗s. The action is then given by s · e := ses∗.

s

s∗s ss∗e s · e

The resulting groupoid G(S) = S⋉ Ê is the universal groupoid of S and when it is
Hausdorff it is a groupoid model for the reduced C*-algebra C∗

r (S) of S [22, Theorem
5.5.18]. The formula then says that we can compute the K-theory of C∗

r (S) as the
direct sum

(9.1) K∗(C
∗
r (S)) ∼=

⊕
orb(e)∈S\E×

K∗(C
∗
r (Stabe(S))),

where Stabe(S) = {s ∈ S | s
∗s = e = ss∗} is the stabiliser subgroup of S at e ∈ E.

The direct sum is taken over the orbits of the action of S restricted to the non-zero
idempotents E×. This reduces the K-theory computation to a problem for group
C*-algebras, which are trivial in many cases of interest.

Inverse semigroups can provide the dynamics for any étale groupoid and thus have
wide appeal to C*-algebraists, but when are we interested in the reduced C*-algebra
of an inverse semigroup itself? The left inverse hull Iℓ(P ) of a left cancellative
monoid P is an inverse semigroup which can be used to help us understand the
left regular C*-algebra C∗

λ(P ). The reduced C*-algebra C∗
r (Iℓ(P )) quotients onto

C∗
λ(P ), and this is an isomorphism in many cases under the independence condition

[63]. More generally, we can carry out this construction for a left cancellative
small category Λ to help us understand the left regular algebra C∗

λ(Λ). Spielberg
constructs a groupoidGΛ (G2 in [80]) which models this algebra when it is Hausdorff
or Λ is finitely aligned. Li presents a transformation groupoid (Il ⋉ Ω in [49]) by
the left inverse hull inverse semigroup Iℓ(Λ) of zigzag maps which is isomorphic to
GΛ and models C∗

λ(Λ) in the Hausdorff or finitely aligned setting. This extends
work of Farthing Muhly and Yeend who construct an inverse semigroup SΛ from a
finitely aligned higher rank graph Λ and use it to build a groupoid model SΛ ⋉XΛ

for the Toeplitz algebra T C∗(Λ) [30].

Higher rank graphs and other left cancellative small categories which can be finitely
aligned are the inspiration for the study of a locally finite weak semilattice I and
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the resulting groupoid S⋉ Î induced by an action S↷ I. In a weak semilattice, the
join operation a∧b of a semilattice is replaced by a finite-set-valued join a ↓ b, which
should be thought of as representing the union of its elements as the intersection
of a and b. Local finiteness means that the weak semilattices generated by a finite
subset under ↓ remain finite. The principal left ideals λΛ in a left cancellative small
category Λ form a poset by containment, which means that µΛ ≤ λΛ if there is
ν ∈ Λ such that µ = λν. We take Λ to be finitely aligned, which means exactly that
the poset PΛ formed by adjoining 0 to the principal ideals is a weak semilattice. In
many cases local finiteness is automatic, such as for singly aligned categories or for
higher rank graphs. Filters on PΛ correspond to directed hereditary subsets of Λ,
which form the unit space XΛ of GΛ [80, Theorem 6.8]. The left inverse hull Iℓ(Λ)
of zigzag maps is the inverse semigroup of partial bijections on Λ generated by the
left multiplication maps µ 7→ λµ : s(λ)Λ → λΛ. The action Iℓ(Λ) ↷ Λ by partial
bijections induces an action Iℓ(Λ)↷ PΛ by order isomorphisms of down-sets. We
obtain an action Iℓ(Λ)↷ P̂Λ which coincides with the action Il ↷ Ω in [49]. Our
transformation groupoid Iℓ(Λ)⋉ P̂Λ is therefore isomorphic to GΛ and models the
left regular algebra C∗

λ(Λ). When Λ is a higher rank graph, this is the Toeplitz
algebra T C∗(Λ) [79, Remark 8.4].

We have three major assumptions: that the transformation groupoid S⋉ Î is Haus-
dorff, has torsion-free isotropy groups and satisfies the Baum-Connes conjecture.

Conditions for transformation groupoids to be Hausdorff are well-studied. Stein-
berg shows that Hausdorffness of the universal groupoid G(S) is equivalent to S

being a weak semilattice with its natural partial order [81], and in this case every
transformation groupoid is Hausdorff. Exel and Pardo present a condition on an
inverse semigroup action S↷X to have a Hausdorff transformation groupoid [27].
It suffices for S to be 0-E-unitary: any element s ∈ S which extends a non-zero
idempotent e in the sense that se = e must itself be idempotent. In the setting
of a finitely aligned left cancellative small category Λ, the groupoid Iℓ(Λ) ⋉ P̂Λ is
Hausdorff if and only if for all λ, µ ∈ Λ with equal range and source, there is a finite
subset A ⊆ Λ such that {ν ∈ Λ | λν = µν} =

⋃
α∈A αΛ [49, Corollary 4.2]. This is

automatic if Λ is right cancellative.

Many of the groupoids we are interested in have torsion-free isotropy groups.
Deaconu-Renault groupoids of rank k (see [23, 73, 78]) are built from k commut-
ing local homeomorphisms, and all have torsion-free isotropy groups. The groupoid
SΛ⋉XΛ associated to a rank k graph can be viewed as a Deaconu-Renault groupoid
with the k commuting local homeomorphisms given by shifts in the k directions of
the graph. In general, any torsion in the isotropy of S ⋉ Î must come from torsion
in S by Lemma 6.51, so it is enough for each stabiliser group Se to be torsion-free.

The Baum Connes conjecture with coefficients was shown by Tu in [84] to hold
for any second countable Hausdorff groupoid with the Haagerup property, which
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is a weak version of amenability. Amenability is well-studied for groupoid models
of interesting C*-algebras, partially because it is equivalent to nuclearity of the
C*-algebra [13, Theorem 5.6.18]. Although typically it is more straightforward to
directly verify amenability of the groupoid, the nuclearity of C∗

r (G) can be used to
deduce that G satisfies Baum-Connes. Deaconu-Renault groupoids of rank k are
always amenable [78, Lemma 3.5]. Conditions for the amenability of the universal
groupoid of an inverse semigroup are discussed in [2].

A key outcome of this work is that the inverse semigroup S need not admit an
idempotent pure partial homomorphism S× → Γ to a group Γ. This is the case
that has been covered previously in [48] based on [20–22] and roughly this condition
says that the dynamics of S can be described using partial actions of Γ. In the
setting of the inverse hull Iℓ(P ) of a left cancellative monoid P , this asks for a
group embedding P ⊆ Γ. For left cancellative small categories Λ such as higher
rank graphs, this means there is a faithful functor Λ → Γ. For usual graphs, the
category of paths maps faithfully to the free group on the edges, but for higher
rank graphs it is too much to ask for a faithful functor to a group, and there are
even counterexamples with a single vertex [68].

With these conditions in mind, the orbit-stabiliser K-theory formula for an inverse
semigroup is the following.

Corollary 9.1. Let S be a countable inverse semigroup such that:

• the natural order on S has the structure of a weak semilattice (e.g. if S is
0-E-unitary),

• the stabiliser subgroups Stabe(S) of idempotents e ∈ S are torsion-free,

• and the universal groupoid G(S) satisfies Baum-Connes (e.g. if C∗
r (S) is

nuclear).

Then the K-theory of the reduced C*-algebras of S is described by

K∗(C
∗
r (S)) ∼=

⊕
orb(e)∈S\E×

K∗(C
∗
r (Stabe(S))).

Let us return to the setting of a finitely aligned left cancellative small category Λ.
The non-zero elements of PΛ are the principal ideals {λΛ | λ ∈ Λ}. The action
of the left inverse hull Iℓ(Λ) is by left multiplication and left cancellation. We get
orbits orb(λΛ) = {µΛ | µ ∈ Λs(λ)}. Two principal ideals λΛ and µΛ are in the
same orbit if and only if there is an invertible element ν ∈ Λ with s(ν) = s(λ) and
r(ν) = s(µ). Thus the orbits are indexed by the isomorphism classes of objects in
Λ. The stabiliser group of λΛ is isomorphic to the group of invertible elements with
range and source s(λ). In fact, the discrete groupoid Iℓ(Λ)⋉ P

×
Λ can be identified

with the groupoid Λ∗ of invertible elements in Λ.
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In order to apply Theorem 8.1 to a finitely aligned left cancellative small category
Λ, we ask further that it is manageably finitely aligned, in the sense that the weak
semilattice PΛ ∪{0} of principal ideals is locally finite. Recall that this means that
each finite set of principal ideals is contained in a finite set which is closed under
↓. In this setting, the orbit-stabiliser formula says:

Corollary 9.2. Let Λ be a countable manageably finitely aligned left cancellative
small category such that:

• for all λ, µ ∈ Λ with equal range and source, there is a finite subset A ⊆ Λ

such that {ν ∈ Λ | λν = µν} =
⋃
α∈A αΛ (e.g. if Λ is right cancellative),

• the transformation groupoid Iℓ(Λ) ⋉ P̂Λ has torsion-free isotropy groups,
(e.g. if the left inverse hull Iℓ(Λ) of Λ has torsion-free stabiliser subgroups),

• and Iℓ(Λ) ⋉ P̂Λ satisfies the Baum-Connes conjecture (e.g. if C∗
λ(Λ) is

nuclear).

Then the K-theory of the left regular algebra of Λ is described by

K∗(C
∗
λ(Λ)) ∼= K∗(C

∗
r (Λ

∗)).

Example 9.3 (Finitely aligned higher rank graph). Let d : Λ→ Nk be a (countable)
k-graph. Explicitly, Λ is a countable category equipped with a degree functor
d : Λ→ Nk satisfying the unique factorisation property : given λ ∈ Λ and m,n ∈ Nk

with d(λ) = m + n, there are unique µ, ν ∈ Λ with λ = µν such that d(µ) = m

and d(ν) = n. This implies that Λ is a cancellative small category. Its left regular
C*-algebra is the Toeplitz algebra T C∗(Λ).

When k = 1, Λ is the category of finite paths on a directed graph, and d : Λ → N
measures the length of a path, so, in general, we think of an element of Λ as a path
and an element of Λ0 = d−1(0) as a vertex. The poset PΛ of principal ideals may be
identified with Λ itself (reverse) ordered by extension of paths: λ ≤ µ if λ extends
µ in the sense that λ ∈ µΛ. When k > 1, two paths λ and µ may have a common
extension even if neither λ nor µ is an extension of the other. However, the unique
factorisation property implies that any two distinct minimal common extensions
α and β of λ and µ are orthogonal in the sense that α and β have no common
extensions. Further suppose that Λ is finitely aligned: for each pair λ, µ ∈ Λ of
paths, the set of minimal common extensions of λ and µ is finite. This means
that Λ ∪ {0} taken with the (reverse) extension order is a weak semilattice, and it
is automatically locally finite because minimal common extensions are orthogonal.
Thus Λ is a countable manageably finitely aligned cancellative small category.

The groupoid Iℓ(Λ)⋉ Λ̂ is isomorphic to the Deaconu-Renault groupoid associated
to k commuting shifts on the space Λ̂ of filters on Λ∪{0}. It is therefore torsion-free
and amenable, so Λ fits into our framework. The only invertible elements Λ∗ are the
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vertices Λ0 of the graph. We recover Fletcher’s computation [32] of the K-theory
of the Toeplitz algebra T C∗(Λ):

K0(T C
∗(Λ)) ∼=

⊕
v∈Λ

0

Z, K1(T C
∗(Λ)) = 0.

While manageability of a finitely aligned LCSC (i.e. local finiteness of the associated
weak semilattice) might seem like a frustrating condition, we do require it.

Example 9.4 (An unmanageably finitely aligned monoid failing the K-theory for-
mula). Consider the multiplicative monoid R× of non-zero elements in the ring
R = Z[

√
−3], as studied in [51, Section 6.6]. This is cancellative and commutative,

so the associated groupoid is Hausdorff and satisfies Baum-Connes. Although there
is torsion, we have explained in 8.1 that it is possible to remove the torsion-free
condition. The group of invertible elements is R∗ = {±1}, so the orbit-stabiliser
formula would predict that the K-theory of C∗

λ(R
×) is given by K∗(C

∗
r (R

∗)), which
is (Z2, 0). However, in [51] the K-theory is computed to be (Z6,Z4). Once we have
verified that this monoid is finitely aligned, the only condition missing from R×

is manageability, so we will see that it is a necessary assumption to make. In [51]
the constructible ideals, which include all the intersections aR× ∩ bR× of princi-
pal ideals, are computed to be {aR× | a ∈ R×} ∪ {2cR | c ∈ R} ∪ {∅}. Here
R = Z[α] is the integral closure of R, with α = 1

2 (1 +
√
−3). They also compute

that R = R ∪ αR ∪ α2R. For each c ∈ R, the constructible ideal 2cR is therefore
a finite union of principal ideals, because 2c, 2cα and 2cα2 are all elements of R.
The monoid R× is therefore finitely aligned.
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10. Outlook

This work is a snapshot of a larger story in which many interesting questions are
as of yet unanswered. This means that there is plenty of scope for future work on
this topic.

A problem we discussed in 8.1 is removing the torsion-free condition from the orbit-
stabiliser K-theory formula (Theorem 8.1). We have sketched the approach to this,
and plan to flesh this out in future work. The derived functors which appear are
morally Bredon homology groups of ample groupoids, and this motivates a system-
atic study which develops a Bredon homology theory for ample groupoids. This
should reflect the situation for groups, where Bredon homology is done relative to
the family of all finite subgroups of a group. In the ample groupoid setting, we
want to consider the family of proper open subgroupoids, but this raises compli-
cations. First of all, this family will be uncountable, and it becomes desirable to
extract a sufficient countable subfamily - this sufficiency should be captured by
condition (P). There is much work to be done to describe how to do Bredon ho-
mology relative to this family, and how to show that this approach is independent
of the choice of family. At the end of this work, the Bredon homology of an ample
groupoid G should be closely linked with the K-theoryK∗(C

∗
r (G)) through the ABC

spectral sequence and Baum-Connes. In addition to the application towards the
orbit-stabiliser K-theory formula, this will allow us to study variations of the HK
conjecture and further homological dimension ideas for general ample groupoids in
the spirit of [10].

The reader familiar with the proofs of the predecessors [20–22, 48] of the orbit-
stabiliser K-theory formula might ask where the Going Down principle is hidden
in our proof. This principle is intimitely tied to the Baum-Connes conjecture. For
a group Γ it says that if we have a Kasparov cycle x ∈ KKΓ(A,B) and we want
to check that it induces a K-theoretic isomorphism of crossed products, it suffices
to check this for crossed products by finite subgroups. This has been extended to
the setting of étale groupoids in [8, 9, 11], but there is no clear way to apply this
directly to the K-theory formula in our setting. The problem is that there is no
candidate Kasparov cycle which is equivariant with respect to a single groupoid - we
instead have to consider two distinct groupoids and a correspondence between them.
Our approach is more closely tied morally to a potential Going Down principle for
inverse semigroups. The crux of our argument is an inverse semigroup equivariant
correspondence, and the relevant subobjects are the finite inverse subsemigroups,
which can even be specialised to those which are themselves finite groups. It is an
interesting problem to see if a genuine Going Down principle for inverse semigroups
can be formulated and proven along these lines.

The orbit-stabiliser K-theory formula only allows us to compute the K-theory for a
specific kind of ample groupoid. The groupoids S⋉Y covered can be characterised
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by an independence condition on the dynamics S ↷ Y . Many of the groupoid
C*-algebras we are interested in do not come from these “independent” dynamical
systems, which almost always have non-simple C*-algebras. However, we can often
find a resolution of a C*-algebra A of interest by C*-algebras Tn coming from such
independent dynamical systems, as is done in [50,51].

· · · → Tn → · · · → T0 → A→ 0

We can compute the K-theory of each Tn using the K-theory formula. If this
resolution is finite, we can break it down into multiple six-term exact sequences and
in principle learn a lot about the K-theory of A. This approach looks particularly
promising in the setting of Garside categories [49], with A given by the boundary
quotient C*-algebra. This covers Cuntz Krieger algebras of higher rank graphs,
C*-algebras of Artin-Tits groups and C*-algebras coming from self-similar groups.

There has been growing interest recently in non-Hausdorff étale groupoids [28,
41, 43, 62], which arise very naturally from inverse semigroup actions. We may
conjecture that the orbit-stabiliser K-theory formula still holds in the non-Hausdorff
setting if we replace the reduced C*-algebra by the essential C*-algebra. However,
there is a lot of work to be done before we can attempt a similar approach to
this. Basic properties of non-Hausdorff groupoid equivariant KK-theory have been
developed in [52], but a triangulated category approach to Baum-Connes is yet to be
investigated. Developing a categorical approach to Baum-Connes for non-Hausdorff
étale groupoids is a worthwhile goal in its own right. A starting point for this
investigation is the Green-Julg Theorem for non-Hausdorff proper étale groupoids
(see [66]). Any successful approach to the Baum-Connes conjecture will have to
find a suitable replacement for the subgroupoid induction functors IndGH : KKH →
KKG which currently rely upon the G-C*-algebra C0(G). There is hope, because
analogues of this G-C*-algebra have been developed in the non-Hausdorff setting
in [16]. To get examples of non-Hausdorff étale groupoids satisfying Baum-Connes,
we would want to extend Tu’s approach [84] to this setting. The good news is
that correspondences of groupoids work well in the non-Hausdorff setting [3], and
ample groupoid homology is essentially unchanged. In particular, the G-module
ZG associated to the G-C*-algebra C0(G) is a perfectly good G-module even in the
non-Hausdorff setting, making the prospect of a nice C*-algebraic replacement for
C0(G) more promising.
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