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Abstract

The intelligent Internet of Things (IoT) network is envisioned to be the internet of intel-

ligent things. In this paradigm, billions of end devices with internet connectivity will

provide interactive intelligence and revolutionise the current wireless communications. In

the intelligent IoT networks, the unprecedented volume and variety of data is generated,

making centralized cloud computing inefficient or even infeasible due to network conges-

tion, resource-limited IoT devices, ultra-low latency applications and spectrum scarcity.

Edge computing has been proposed to overcome these issues by pushing centralized com-

munication and computation resource physically and logically closer to data providers

and end users. However, compared with a cloud server, an edge server only provides

finite computation and spectrum resource, making proper data processing and efficient

resource allocation necessary. Machine learning techniques have been developed to solve

the dynamic and complex problems and big data analysis in IoT networks. Specifi-

cally, Reinforcement Learning (RL) has been widely explored to address the dynamic

decision making problems, which motivates the research on machine learning enabled

computation offloading and resource management.

In this thesis, several original contributions are presented to find the solutions and

address the challenges. First, efficient spectrum and power allocation are investigated

for computation offloading in wireless powered IoT networks. The IoT users offload

all the collected data to the central server for better data processing experience. Then

a matching theory-based efficient channel allocation algorithm and a RL-based power

allocation mechanism are proposed. Second, the joint optimization problem of com-

putation offloading and resource allocation is investigated for the IoT edge computing

networks via machine learning techniques. The IoT users choose to offload the inten-

sive computation tasks to the edge server while keep simple task execution locally. In

this case, a centralized user clustering algorithm is first proposed as a pre-step to group
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the IoT users into different clusters according to user priorities for achieving spectrum

allocation. Then the joint computation offloading, computation resource and power allo-

cation for each IoT user is formulated as an RL framework and solved by proposing a

deep Q-network based computation offloading algorithm. At last, to solve the simulta-

neous multiuser computation offloading problem, a stochastic game is exploited to for-

mulate the joint problem of computation offloading mechanism of multiple selfish users

and resource (including spectrum, computation and radio access technologies resources)

allocation into a non-cooperative multiuser computation offloading game. Therefore, a

multi-agent RL framework is developed to solve the formulated game by proposing an

independent learners based multi-agent Q-learning algorithm.
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Chapter 1

Introduction

Along with the fifth Generation (5G) communication being deployed around the world,

the 3rd Generation Partnership Project (3GPP) Release 17 and Release 18 would deal

with the key technologies and features of beyond 5G networks [1]. The beyond 5G com-

munications will revolutionise the current wireless communication by a range of new

services relying on higher capacity, e.g., with peak throughput reaching a gigabits per

second and ultra low latency below 1 millisecond, by leveraging the benefits of the Inter-

net of Things (IoT) and big data analysis. This can be achieved by adopting machine

learning techniques to analyse the generated massive data and to optimize the network

structure of the IoT system. Besides, an ever-growing complexity due to the massive

connected devices and time sensitive applications will be overcome by the evolution of

network and service infrastructures from cloud computing to distributed orchestration

and management paradigms, i.e., edge or fog computing. This motivates the end users

(e.g., devices, sensors) to offload their data to the edge server (e.g., IoT gateway and

WiFi router) for data analysis, which allows the users to meet their key performance

indicators in terms of ultra low latency and low power consumption because they are

geometrically closer to the edge server. The successful uplink data transmission, known

as computation offloading, depends on no-collision channels achieved by efficient chan-

1



Chapter 1. Introduction 2

nel access allocation, as well as reliable transmit power allocation especially in wireless

powered IoT users.

With the current end devices becoming more computationally powerful, they are

able to process some data locally with their local processors while only send the inten-

sive computation tasks to the edge server for improving data analysis performance. This

means the IoT users have to decide which task is offloaded, where to offload the task

and how to offload the task, which raises the challenge of jointly optimizing the com-

putation offloading decisions and resource allocation solutions. This joint optimization

problem was studied to maximize the system gain measured by a weighted sum of task

execution time and energy consumption, which is conventionally formulated as a Mixed

Integer Non-Linear Program (MINLP) problem and solved by decomposing it into two

separate subproblems of computation offloading and resource allocation [2]. However,

along with the increasing network scale, this method faces higher complexity or even

becomes infeasible. The learning methods with the ability to efficiently solve dynamic,

complex and large-scale computation offloading problems are needed.

Machine learning technique with its success in Natural Language Processing (NLP),

robot control and speech recognition, has also been explored to solve Channel State Infor-

mation (CSI) prediction and modulation recognition in wireless networks and received

good performance [3]. For instance, to solve the challenges in IoT networks, unsupervised

learning, like clustering can extract structures and features of raw data and be adapted

to big data analysis of the data generated by the IoT devices. Specifically, Reinforce-

ment Learning (RL) with the ability to enable an agent to learn how to take actions to

maximize a long-term cumulative reward under dynamic environment, has been explored

to solve decision making problems by generally describing them as a Markov Decision

Process (MDP). Moreover, RL algorithms were exploited to learn the optimal strategy of

computation offloading, edge server selection under uncertain wireless environment con-

ditions, as well as transmit power allocation with the dynamic energy harvesting process

[4, 5]. Here, the classical model-free RL algorithm, Q-learning, relying on a Q-table for
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training is most adopted but faces the curse of dimensionality. Deep Learning (DL),

such as Deep Neural Network (DNN) has been exploited for function approximation,

which has been demonstrated to efficiently approximate Q-value function of Q-learning,

known as Deep Q-Network (DQN) algorithm. Subsequently, a DQN-based computa-

tion offloading algorithm was demonstrated to learn the optimal computation offloading

policy without having a prior knowledge of the dynamic environment. However, the

computation resource of both edge server and end user is limited and precious so that

it needs to be allocated efficiently. Therefore, a joint strategy of computation offloading

and efficient computation resource and transmit power allocation requires revolutionary

design with distributed learning.

To deal with multiuser computation offloading, where multiple users are performing

offloading simultaneously and competing for the limited resource from the edge server,

learning the distributed computation offloading mechanism becomes more challenging.

Here, each user’s computation offloading decision not only depends on the environmental

dynamics but also on the decisions made by other users. [6] formulated the multiuser

computation offloading process under dynamic environment as a stochastic game because

the selfish users take self-interested actions to maximize their own payoffs. In this case,

each user independently adjusts its offloading strategy according to its currently received

payoff, and [6] demonstrated the formulated game has at least one Nash Equilibrium

(NE). The stochastic game is a dynamic game with probabilistic transitions played by

one or more players, which is the generalization of MDP and repeated games, also called

Markov game, such that it has Markov property. Multi-Agent RL (MARL) framework,

in which all the agents learn how to take actions to maximize their long-term cumulative

rewards over the environment, can be used to model this multiuser computation offload-

ing problem. Compared to the single-agent RL, the big difference resides in the fact

that the agents’ actions are coupled and each agent’s observed reward is decided by the

joint action taken by all the agents, this matches the non-cooperative stochastic game

problem. Therefore, MARL algorithms attract more attention to distributively learn the
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Figure 1.1: The diagram of the intelligent IoT system

optimal strategy of each user for multiuser computation offloading scenario.

1.1 Overview of IoT Networks

As shown in Fig. 1.1, an IoT system is a network of different kinds of networks. It is

envisioned to be automated and intelligent, and to achieve secure and massive connectiv-

ity from end devices to the central server and until the cloud. Recently, edge computing

was emerged to push the computation and communication resource physically and logi-

cally closer to users and to provide distributed data processing by introducing an extra

layer, i.e., the edge layer, between the local layer and the cloud layer. Therefore, from

Fig. 1.1, the IoT system has a three-layer architecture, including the cloud platform

which is geometrically far from the IoT devices, edge servers which are more distributed

and closer to the IoT devices. The IoT system is widely applied to smart home, smart
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agriculture, smart city, smart transportation and etc. All the applications have high

requirements on low-power transmission due to the energy-limited batteries of the IoT

devices [7]. Recently, there have been several main schemes to help form the IoT net-

works: radio frequency identification, Wireless Sensor Network (WSN), mobile networks

and etc. Since the advance in low power circuit and wireless communication, WSN has

attracted more attention due to its large-scale network structure which can sense and

analyze a large amount of data [8], while mobile networks have the advantage to connect

the IoT network with the core internet. As shown in Fig. 1.1, the available communica-

tion technologies for IoT networks include Low Power Wide Area (LPWA) technologies

such as Long Range (LoRa) [9], Sigfox [10] and Narrow Band-IoT (NB-IoT) [11], Blue-

tooth and WiFi, as well as Long Term Evolution advanced (LTE-advanced). Based on

these technologies, the IoT system is operating on different frequencies, such as LPWA

exploring around sub-1 GHz, LTE-advanced operating on 690-960 MHz and 1710-2690

MHz.

1.1.1 Enabled Technologies

1.1.1.1 Low Power Communication Technologies

A relatively new class of communication protocols, described as LPWA, are coming

to the fore as they consume lower power at the IoT device while their transmission

scope covers geographically larger areas. Moreover, LPWA offers a trade-off among

data transmission rate, network coverage and power consumption, to meet more various

requirements on IoT applications [12–16]. LPWA systems achieve this balance of power

and distance at the cost of low data transmission rate which makes it more appropriate for

latency-tolerant IoT applications with smaller data requirements. The existing LPWA

technologies contain LoRa, NB-IoT and Sigfox. Specially, LoRa is considered as one of

the most potential LPWA techniques, and has drawn much attention from both academia

and industry [17–21]. LoRa technology achieves a big success mainly because it adopts

Chirp Spread Spectrum (CSS) modulation. The CSS technology contributes to flexible

long range communications with low power consumption by using different Spreading
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Factors (SF) [22]. Specifically, in LoRa Wide Area Networks (LoRaWANs), the gateway

server configures different SFs for users and there exists a mechanism to allow Adaptive

Data Rates (ADR). The server adjusts the SF and increases (reduces) the transmit

power of the users according to its received Signal-Interference-to-Noise Ratio (SINR) to

optimize different metrics of the network including data transmission rate, airtime, and

power consumption.

1.1.1.2 RF Energy Harvesting

Since the devices in IoT networks aim to achieve self-sustainable and long-term commu-

nications but have energy-limited batteries, energy harvesting was emerged as a promis-

ing method for the proactive energy replenishment of the next generation wireless net-

works [23, 24]. Specially, RF energy Harvesting (RFH) draws much attention because it

considers readily available transmitted energy, such as TV (radio) broadcasters, mobile

BSs and handheld radios as important energy resources, which is low cost and small

form factor implementation.

These ambient RF sources can be classified into static and dynamic resources. The

TV signals are static RF resources since the power of the TV signal is relatively sta-

ble over time. They are promising energy resources with high transmission power [25].

In [26], the researchers designed a novel broadband Yagi-Uda antenna to harvest ambi-

ent RF power from digital TV broadcasting signals. A RFH wireless sensor network

prototype was designed by harvesting signals from TV tower in [27]. Although static

RF sources can provide predictable RF energy, there could be long-term and short-term

fluctuations due to service schedule [28]. Moreover, TV signals are broadcasted without

interruption at all the hours of day and night by the TV towers. And TV towers can

transmit up to 1 milliwatt effective radiated power and can serve locations more than

100 miles away from the tower in very flat terrain and up to 45 miles in denser terrain.

Dynamic ambient RF resources (e.g., WiFi router) are produced by RF transmitters

that work periodically or change transmit power over time. Therefore, making use of
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ambient RF resources has to be adaptive and possibly intelligent to search for available

opportunities in a certain frequency range. As shown in Fig. 1.1, the edge servers

can provide wireless power transfer for the IoT devices through the RF signals. Hence,

the IoT devices can harvest energy from the RF signals, and adopt store-then-transmit

protocol to offload the sensing data or perform local data processing.

1.1.2 Resource Management Issues in IoT Networks

1.1.2.1 Spectrum Resource

According to Ericsson mobility report, there will be 24.9 billions IoT connections by

2025 [29], which means the number of devices served by a central server will become

huge. When the massive devices try to access the wireless channels simultaneously, it

overloads the channel (e.g., physical random access channel in LTE networks). From

study [30], to support the massive IoT connections for an exclusive spectrum use, it

needs around 76 GigaHertz (GHz) spectrum resource, which is impossible to be satisfied.

Therefore, efficient spectrum resource management is important due to the scarcity of

spectrum resource. A few potential solutions are identified: 1) spectrum sharing [31],

including licensed cellular spectrum (e.g., enhanced machine type communication and

NB-IoT) and unlicensed spectrum (e.g., Bluetooth and Zigbee, LoRaWAN and SigFox),

as well as exploring more available spectrum resource (e.g., millimeter wave), 2) edge

computing, relying on re-designing the architecture of the network with edge devices

providing distributed channel access and also reducing network congestion, as well as

efficient radio resource access providing alternative spectrum choices and efficient channel

allocation management reducing the network congestion probability.

1.1.2.2 Energy Resource

Since most of IoT devices are powered by energy-limited battery and charging facilities,

efficient energy resource allocation is essential to provide satisfactory Quality of Service

(QoS) in IoT networks. Energy harvesting provides a promising solution to power those

IoT devices continuously without the need of changing the batteries frequently. However,
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the dynamic energy arrival process brings new challenges for energy allocation. Besides,

the interference problems among users are crucial when they are trying to access to

the limited channels, and coupled with the time changing physical channel and network

conditions, the sophisticated dynamic transmit power allocation is required and full of

challenges.

1.1.2.3 Computation Resource

With the trend of compute-intensive applications, like Apple Siri, Google Microsofts

Cortana [32], the IoT devices cannot support the complicated models with their limited

computation and energy resource, so the applications have to rely on cloud computing

which is generally assumed to have infinite resource. However, when billions of IoT

devices generate or collect data and then send to the centralized cloud center, it causes

serious network congestion and unacceptable latency for IoT applications. Since the

massive generated data is distributed at the network edge, edge computing is emerged

with many edge servers providing distributed data processing. Compared to cloud com-

puting, it has finite resource to support limited IoT devices requesting for computation

resource simultaneously, so efficient computation resource allocation is needed for edge

server. On the other hand, the increasingly powerful IoT devices are developed to have

larger but still limited computation capacity, so the coordinative computation resource

management between edge server and IoT devices is important.

1.2 Literature Review

1.2.1 Matching Theory for Resource Allocation

In wireless networks, the rational and selfish users are interacting with a natural propen-

sity to solicit their maximum benefit from the network without caring about other users.

To model such competitive behaviors of those players in the networks, matching theory

[33] is particularly effective in developing high performance, low complexity, decentral-

ized, and practical solutions, which can overcome some limitations of game theory and
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optimization. Recently, matching theory has been extensively studied to handle wireless

resource allocation problems in wireless networks, such as in cognitive radio networks

[34], heterogeneous cellular networks [35] and device-to-device (D2D) networks [36].

The researchers in [34, 36, 37] studied applying matching theory in wireless commu-

nications by modelling the resource allocation problems as a one-to-one marriage prob-

lem or a many-to-one matching problem. The authors in [34] studied stable spectrum

allocation based on one-to-one matching framework by matching users and channels in

cognitive networks, the authors proved the uniqueness of the stable matching. In [36], a

context-aware resource allocation problem in wireless networks is formulated as a one-

to-one matching game, which was proven to converge to a two-sided stable matching

between uses and resource blocks. In [37], the authors extended the matching theory

of many-to-one matching to solve the resource allocation problem in wireless commu-

nications, based on [38] that first studied stable matchings by proposing the deferred

acceptance algorithm, they first developed a general framework to find stable matchings

of users and resources.

In wireless networks, due to the limited resources including time, spectrum and space,

resource allocation problems are extensively studied [39]. In [40, 41], matching theory

was exploited to address resource allocation problems in wireless networks by assuming

the users and resources as the matching players. However, the peer effects caused by the

interference from other users due to channel reuse or non-orthogonal resources have not

been considered. Hence, [36] implemented matching theory with peer effects to address

this problem. The authors discussed a one-to-one matching model with peer effects to

match users with Resource Blocks (RBs) in D2D communications.

In IoT networks, a variety of users collect data from the environment and then trans-

mit the data to the gateway for data processing, which poses the challenges of multiple

users competing for the limited wireless channels. Here, each user is taking up one

channel at a time while each channel can be accessed by many users using code domain

multiplexing. However, each user can be affected by the other users using the same
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channel (e.g., the imperfect SF orthogonality in LoRa [42] and imperfect orthogonal

multiplexing with Code Division Multiple Access (CDMA) [43]). Therefore, matching

theory with peer effects will be a potential way to address those challenges.

1.2.2 Dynamic Power Allocation

With the appearance of more advanced applications at IoT devices, e.g., navigation,

face recognition and interactive online gaming, more embedded sensors and on-device

cameras are deployed so that more powerful processors and sustainable resource supply

are required [44]. However, currently resource-limited devices cannot provide satisfac-

tory Quality of Experience (QoE) for those applications, so computation offloading was

emerged to overcome this issue by migrating computation to more resourceful cloud plat-

form or edge server [45]. Unfortunately, the conventional battery-powered devices might

lead to compromised computation performance because of insufficient battery energy for

computation offloading. [46, 47] explored energy harvesting technologies to continuously

power mobile devices and achieved satisfactory computation performance.

Energy harvesting techniques have been proposed in IoT networks where the IoT

devices can harvest energy from the RF signals and use it to transmit the collected data

[48–51]. [49] has proposed a harvest-then-transmit protocol, in which a hybrid Access

Point (AP) provides the users with wireless energy in the downlink transmission and then

users transmit their data in the uplink by using the harvested energy before. Here, the

sum of network throughput maximization problem was studied by exploring the optimal

time allocation for the communication links and data transmission. In [50], the max-min

problem of network throughput has been discussed, in which users harvest energy from a

multi-antenna AP and transmit their data to the same AP in the uplink. The downlink-

uplink time allocation, downlink energy beamforming and uplink transmit power were

jointly optimized using the non-negative matrix theory. In [51], the sum throughput

rate maximization problem was analyzed where mobile stations with energy harvesting

capabilities communicate with a full duplex multi-antenna AP. A joint optimization
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problem has been formulated with optimizing channel assignment, time allocation and

transmit power allocation simultaneously.

In [52], an online resource allocation algorithm has been proposed, which adopted

MDP to model the stochastic environment. It considered a system which contained

a single source node and multiple destination nodes, then MDP was used to model

the harvested energy and channel gain guaranteeing the QoS of users. To address the

throughput maximization problem, [53] has introduced a first-order MDP to model the

stochastic energy arrival, and then an optimal policy of transmit power allocation was

obtained by using DP method. An expected data transmission maximization problem

has been investigated in [54] with the constraints of energy harvesting rate, available

battery energy, buffer queue and channel gain. An infinite-horizon discounted MDP was

proposed to formulate this problem and it was solved by an optimal energy allocation

algorithm. In [55], online learning algorithms were adopted to exploit the MDP problem

in which the rewards expectation and the state-action pairs were unknown, and then the

algorithms were used to learn these rewards and develop their own policies over time.

However, the dynamic power allocation while harvesting energy to achieve sustainable

power supply for data transmission has not yet been addressed using both DP method

and RL algorithms.

1.2.3 Computation Offloading

Edge computing has been proposed as promising solutions to handle the large volume

of security-critical and time-sensitive data processing distributively [56, 57]. Compared

to using distant and centralized cloud resources, edge computing employs decentral-

ized resources which are typically limited, heterogeneous and dynamic, thereby making

resource management in wireless networks more challenging that needs more effective

and efficient methods [58, 59]. The IoT devices are resource-constrained, for instance,

the battery capacity and local CPU computation capacity are limited [58]. Offloading

computation tasks to relatively resource-rich edge computing devices can meet the QoS
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requirements of IoT applications and can augment the capabilities of IoT devices for

running resource-demanding applications [60].

Computation offloading scheme has first been investigated to access to multiple

resources efficiently in Mobile Edge Computing (MEC) networks [61–63]. Energy con-

sumption and task execution latency are two main considerations when designing the

optimal offloading scheme. The authors in [46, 64] formulated the computation offload-

ing problem with the objective of minimizing the execution delay by proposing one-

dimensional search algorithm to find the optimal offloading decision policy [64], and by

proposing Lyapunov optimization-based dynamic computation offloading algorithm to

jointly make the decisions on offloading strategy, the CPU-cycle frequencies for mobile

execution, and the transmit power [46]. In [45, 65], the joint computation offloading

and resource allocation problem with minimizing the energy consumption of the mobile

device have been investigated. The online learning and pre-calculated offline solutions

were proposed to solve the optimization problem [45]. And two offline solutions, deter-

ministic and randomized, were proposed to find the optimal radio scheduling offloading

policy [65].

In the aforementioned studies, the users offload all the collected raw data to the

edge server for processing, which requires large bandwidth and consumes much transmit

power. In [66], the authors presented that the applications could be achieved by dividing

the computation task into a non-offloadable part and N offloadable parts, and then

processing them locally or offloading to the edge server. The computation offloading

problem is formulated as a 0− 1 programming model, where 0 represents the offloading

decision and 1 indicates local computation at the user. For instance, it has been discussed

in the MEC networks, in which the mobile user makes a binary decision to either offload

the computation tasks to the edge device or not [67]. Moreover, an optimized trade-off

between energy consumption and execution time delay was analyzed with joint allocation

of radio and computation resources for partial offloading decision using the multiple

input multiple output communication models [68]. Based on [68], the authors gave more
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in-depth theoretical analysis on a trade-off between energy consumption and execution

delay in [69]. The authors in [70] formulated a power consumption minimization problem

with task buffer stability constraints to investigate the power-delay trade-off.

Multiuser computation offloading is a practical problem in wireless networks and

needs to be addressed properly. The authors in [61, 65, 71] extended their researches

from the single-user computation offloading to the multiuser scenario. In [72], the authors

provided the solutions to select the users for scheduling, hence offloading, and make deci-

sions for the other users to either locally process or stay idle. In [62], the authors jointly

optimized the radio and computation resources for multiuser MEC system. In [73], the

authors jointly optimized the offloading decisions of all the users, the allocation of com-

putation and communication resources for the multiuser multitask offloading problem.

Moreover, they also studied the multiuser computation offloading problem in a multi-

channel wireless environment by considering a trade-off between the energy consumption

and the execution delay in [74]. The authors in [75, 76] considered the computation

offloading problem in the multiuser scenario based on the time division multiple access

system, the computation tasks of the users were separated into small parts such that

they might be able to offload one part in each time slot by considering their channel con-

ditions, local energy consumption and the fairness among users. The authors in [77] also

addressed the trade-off between execution delay and energy consumption in multiuser

computation offloading scenario.

1.2.4 RL for Computation Offloading

Recently, the increase of computation capacity at edge devices contributes to a new

research area, called edge learning, which crosses and revolutionizes two disciplines:

wireless communication and machine learning [78–80]. Machine learning with its achieve-

ments in many disciplines provides promising solutions to solve the complicated and

dynamic problems in wireless networks by exploiting different machine learning algo-

rithms. To address these issues, RL techniques provide effective solutions in an intel-
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ligent manner to design joint computation offloading strategy and resource allocation

method [81–85], which basically can be modeled as an MDP. Then it could be solved by

a classical single-agent Q-learning algorithm, and to break the curse of high dimension-

ality, DL is used to approximate the Q-value function in Q-learning. Therefore, DRL

was widely adopted to learn the optimal policy by solving the formulated computation

offloading problem in MEC systems.

For example, DRL has been exploited to optimize resource allocation and computa-

tion task offloading schemes in MEC networks [5, 84–91]. The authors in [5, 84, 86] jointly

optimized computation offloading, computation resource and transmit power allocation

based on DRL algorithms by considering wireless charging users. In [87], the optimal

task offloading policy with computation and communication resource allocation by the

proposed intelligent resource allocation framework based on a multitask DRL algorithm

is explored, while in [88], DRL is exploited to jointly manage the spectrum, computation

and storage resources to support delay-sensitive applications in the MEC-based vehicular

network. In [90], a joint optimization problem of task offloading decisions and transmis-

sion time allocation for multiuser scenario is solved in wireless powered mobile edge

computing networks by the proposed DRL-based algorithm. And a DRL-based compu-

tational resource allocation policy has been addressed for edge computing network with

multiple users in [91].

However, when many users in the IoT networks have collected data and require

data processing, the heterogeneity of computation resource, channel gain and intensive

computation tasks at users makes them have distinct offloading decisions. In [75], an

offloading priority function which defined the priorities for users according to their chan-

nel gains and local computing energy consumption was derived, and the optimal policy

was proved to have a threshold-based structure with respect to this defined function.

This work means that the users could be classified into different groups with different

priorities above or below a given threshold and perform complete and minimum offload-

ing, respectively. It enlightened that user clustering could be performed as a pre-step to
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make the computation offloading decisions for a variety of users in IoT networks. Clus-

tering algorithms, such as K-means [92], known to cluster data set into different clusters

according to the characteristics of each data point, make the way for user clustering.

1.2.5 MARL for Computation Offloading

With the increasing number of IoT devices in IoT networks, the joint problem of com-

putation offloading and resource allocation becomes challenging since it’s more trendy

that multiple users are simultaneously competing for the limited resources from the IoT

system. RL techniques have been exploited to effectively develop computation offload-

ing scheme with efficient resource allocation solutions in single user scenario [5, 84, 86].

Moreover, the authors in [93, 94] investigated resource allocation in IoT edge comput-

ing networks, and proposed computation offloading algorithm based on Q-learning and

DQN to obtain the optimal computation offloading strategy while considering single

user scenarios. However, when multiple users are trying to offload their tasks to the edge

server together, each user’s decisions on offloading strategy and resource management is

affected by other users’ decisions.

The multiuser computation offloading problem in uncertain environment has been

investigated with considering power allocation, radio and spectrum resource allocation

as well as computation resource allocation in [46, 76, 95–103]. The authors in [46, 95]

investigated the trade-off between the power consumption of mobile devices and the

execution delay of computation tasks in multiuser MEC systems, an online algorithm

based on Lyapunov optimization was proposed to obtain the computation offloading

strategy. Generally, the joint multiuser computation offloading and resource allocation

is formulated as a non-convex optimization problem, and then different methods were

tried to solve this problem, like alternating direction method of multipliers decomposi-

tion technique [96], iterative heuristic resource allocation [97] and converting to convex

optimization problem [76]. Those algorithms are operated relying on the centralized

controller, which will cause high system implementation complexity when the network
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size grows. Hence, the distributed algorithm is preferred and necessary. In [98–100],

the authors have presented distributed computation offloading algorithms to investigate

the multiuser computation offloading problem. A distributed greedy maximal scheduling

algorithm was proposed to solve the multitask offloading schedule problem in multiuser

scenario, while requiring all the mobile devices to report their true energy link weights to

the wireless devices [98]. In [99], the authors formulated the multiple users’ decision mak-

ing problem of whether to offload or not as a prospect theory based on non-cooperative

game, and proposed a distributed computation offloading algorithm to reach the NE

of the game, with the need of edge server summarizing each user’s threshold value and

users making decisions one by one. In [100], a two-tier game-theoretic greedy offload-

ing scheme was proposed to study the computation offloading problem in ultra dense

IoT networks, while sharing messages with other devices. Besides, [102, 103] explored

non-orthogonal multiple access-enabled multiuser computation offloading scheme such

that the users were able to simultaneously offload their tasks to the BS over the same

time/frequency resources.

Moreover, the joint optimization problem of computation offloading and resource

allocation becomes aggravated when considering the randomness and dynamics of wire-

less networks, such as user mobility, uncertain channel quality, random task-arrival and

energy resources (if considering dynamic energy harvesting). By invoking Lyapunov opti-

mization, the authors in [46, 95, 104] studied dynamic computation offloading strategy

and resource allocation, to investigate power-delay trade-off under time-varying wireless

environment. Even though Lyapunov optimization was used to solve these problems, it

needs to decompose the optimization problem into different suboptimal problems and

solve them separately, besides that, it ignores the long-term consequences of the current

decisions. To address these challenges, the authors in [6, 74, 105] studied distributed

multiuser computation offloading problem by formulating it as a computation offload-

ing game using game theory, and then to solve the formulated game problem, iterative

algorithms were proposed to reach a NE. Moreover, a distributed scheme for each Cloud
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Center (CC) to determine its data offloading and resource allocation strategy indepen-

dently based on MARL was proposed [106], where each CC is self-motivated to learn the

explicit models of other CCs.

MARL is focused on formulating models of multiple agents learning optimal strategies

while interacting with the dynamic environment. Compared to a single agent scenario

that the environment changes its state only based on the action of one agent, the new

environment state depends on the joint action of all the agents in multi-agent scenario.

The MARL has a few benefits: 1) Agents learn their strategies in distributed manners

with observing local environment information; 2) Agents can share experience by com-

municating with each other; 3) MARL is more robust if some agents fail to operate in the

multi-agent system, the rest agents can take over some of their tasks. The MARL was

popularly adopted to perform resource allocation in different wireless communication

networks [107, 108]. In [107], an MARL approach was proposed to explore stochastic

power adaption in cognitive wireless networks. A multi-agent dynamic resource alloca-

tion algorithm based on MARL has been proposed for multi-UAV downlink networks to

jointly design user, power level and sub-channel selection strategies [108].

1.3 Motivations and Contributions

Along with edge computing envisioned intelligent IoT networks, my PhD spans machine

learning based computation offloading and resource management for intelligent IoT net-

works with particular emphasis on RL techniques. The proposed algorithms are capable

of improving the efficiency of resource allocation with low complexity at IoT users and

achieving distributed learning. The detailed motivations and contributions of my PhD

research works are summarized as following.

1.3.1 Computation Offloading in Wireless Powered IoT Networks

To extract information from the collected data, the resource-constrained IoT devices

choose to offload all the collected data to the edge server for data processing, where the
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number of IoT devices is always more than the access channels owned by the edge server

so that multiple IoT users have to compete for one access channel. Moreover, the IoT

devices are wireless powered by the RF signals to obtain continuous power supply, but

the dynamic energy arrival process brings another challenge for transmit power allocation

of the IoT users to offload their data. Therefore, how to allocate the access channels

to IoT users is important and the dynamic transmit power allocation along with the

dynamic energy arrival and environmental dynamics is needed.

Motivated by this, computation offloading in the wireless powered IoT networks is

formulated into a joint optimization problem of channel allocation and dynamic power

allocation. To make the formulated non-convex problem traceable, it is decomposed into

two phases including assigning the IoT users with the available channels and optimizing

transmit power allocation of the IoT users for its computation offloading to get solved

separately. In the first phase, an ECAA algorithm is proposed to assign access channels

to users, which is achieved by enabling the users to self-match with the available channels

based on matching theory. A many-to-one game is adopted to solve this channel allo-

cation problem, where each channel can be accessed by more than one user while each

user can only match with no more than one channel at a time. In the second phase, the

RL-based power allocation mechanism is proposed to learn the optimal transmit power

strategy for each IoT user since the dynamic power allocation process under the environ-

mental dynamics can be modeled as an MDP. Hence, both DP method and Q-learning

algorithm are exploited to learn the transmit power allocation strategy for the IoT user.

1.3.2 Computation Offloading in IoT Networks via Machine Learning

With the increasing of more powerful IoT devices, they can process some simple tasks

locally with their own processors and transmit the intensive computation tasks to the

edge server for better processing. In IoT networks, the heterogeneity of computation

resource, channel gain and intensive computation tasks at users makes them have distinct

offloading decisions. Since the edge sever has limited computation and communication
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resource compared to the conventional cloud center, each IoT device has to make proper

computation offloading decisions by accounting for its remaining computation capacity

and the competition for resources from the edge server.

Inspired by the success of machine learning in NLP, gaming and robot control etc.,

machine learning techniques were also explored to deal with CSI prediction in wireless

networks and received good performance. Hence, this joint optimization problem of com-

putation offloading and resource allocation in the IoT networks is explored via machine

learning approaches. A centralized K-means based clustering algorithm is first proposed

to pre-process the computation offloading decisions of all the users, which is achieved

by grouping the users into different clusters according to user priorities. The clusters

with the highest and lowest user priority can be directly assigned as offloading cluster

and local computing cluster, respectively. For the other clusters, the users belonging

them then need more accurate computation offloading strategies and resource allocation

solutions. To address this, the decision making process of each user under dynamic task

arrival, its remaining computation capacity and environmental dynamics can be mod-

eled as an MDP. Therefore, a DQN-based computation offloading algorithm is proposed

to learn the computation offloading strategy and resource allocation solutions with the

objective to minimize the long-term system cost.

1.3.3 MARL for Multiuser Computation Offloading in IoT Networks

Along with exploring resource management schemes and computation offloading strate-

gies in IoT networks, both centralized algorithm and distributed algorithm are needed

to address this joint problem but only works by separating resource allocation of the

edge server. Another challenge of multiuser making computation offloading decisions

simultaneously and competing for limited resources (e.g., spectrum and computation

resource) from the edge server needs to be paid more attention. In this case, except for

the environmental dynamics, the decision making process of each user is also influenced

by the other users in the considered IoT network and their resource requests are coupled
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at the edge server.

In order to investigate this multiuser computation offloading problem, my research

formulates it as a non-cooperative stochastic game where multiple selfish users are mak-

ing their own computation offloading decisions simultaneously to obtain the payoffs.

Then an MARL framework is exploited to provide intelligent computation offloading

and resource management solutions for users with distributed learning, where each user

is considered as a learning agent to learn its computation offloading strategy distribu-

tively by observing its local environment information without exchanging experience with

other users. Specifically, the observed reward of the user is defined by aggregating the

action effect of all the other users. Hence, an Independent Learners based Multi-Agent

Q learning (IL-based MA-Q) algorithm is proposed for each user to independently run

a Q-table to learn the optimal computation offloading strategy. Besides, an iterative

algorithm is proposed to obtain the computation offloading strategy by learning the idea

of the algorithm proposed in [6].

1.4 Thesis Outline

Chapter 2 provides an overview of the intelligent IoT networks, mainly focusing on

basic mathematical techniques including matching theory and machine learning, and the

basic knowledge of computation offloading schemes.

Chapter 3 investigates spectrum and power allocation for computation offloading in

wireless powered IoT networks. Here, an ECAA based on matching theory is proposed

to provide effective channel access schemes for IoT users. And then RL-based power

allocation mechanism is explored to learn the optimal transmit power strategy for the IoT

user under dynamic energy arrival and uncertain wireless communication environment.

Chapter 4 addresses the joint computation offloading and resource management

problem in IoT networks, where the IoT users make decisions on computation offloading

to offload the intensive computation tasks to the edge server while the rest simple tasks
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can be processed locally at the IoT user. Here, the centralized K-means based clustering

algorithm is proposed to pre-process the computation offloading decisions of all the IoT

users by grouping them into different clusters according to user priorities. Then the

decision making process of each IoT user is considered in terms of the computation

capacity of the IoT user and the environmental dynamics, which is described as an MDP

so that a DQN-based computation offloading algorithm is proposed as the solution.

Chapter 5 focuses on the challenges of simultaneous multiuser computation offload-

ing because the IoT users are competing for communication and computation resource

in IoT networks, and formulates the simultaneous decision making process of multiple

users as a non-cooperative stochastic game with each user observing its local informa-

tion to minimize its long-term system cost. Then an MARL framework is presented to

solve this stochastic game and an IL-based MA-Q computation offloading algorithm is

proposed for each user to learn its optimal computation offloading strategy and resource

allocation solutions with its reward function defined by aggregating the action effect of

all the other users.

Chapter 6 draws the conclusions of this thesis and gives the possible future research

directions.
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Background

In this chapter, the basic mathematical techniques for resource allocation in IoT networks

are presented, including matching theory and machine learning techniques. Then, edge

computing with the benefits of distributed data processing, less network congestion and

less time delay in IoT networks are stated by introducing computation offloading schemes

and machine learning for computation offloading.

2.1 Matching Theory

2.1.1 The Preliminaries

Matching theory was first proposed in economics as a mathematical framework to describe

the mutually beneficial relationships of matching players in two distinct sets, depend-

ing on the individual information and preference of each player [109], which discussed

the matching problems in the following three classifications, one-to-one marriage prob-

lem, many-to-one college admissions problems [38] and many-to-many firms and workers

problem [110]. Matching theory can provide mathematically tractable solutions for the

combinatorial problem of matching players in two distinct sets.

The classical matching problem is a stable marriage problem. In this problem, a

22
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set of women and a set of men are assumed to be the matching players. Each player

in the women (men) set builds an ordered preference list based on the preferences over

the men (women) set of players who she (he) finds acceptable. A matching is defined

as a marriage between one woman and one man. The notion of stability is essential to

the matching model, which refers to the case that no Blocking Pair (BP) exists in a

matching. A BP is defined as a pair (man, woman), in which both prefer to leave their

current partners and form a new marriage with each other. The Gale-Shapley algorithm

was first proposed to find the stable matching of the marriage problem, which is widely

deployed and has been customized to generate stable matchings in many other models.

According to the preferences of the players, matching problems can be formulated

into different type of matching models. The detailed descriptions are given as follows:

• Bipartite matching problems with two-sided preferences: the participating players

are divided into two distinct sets, in which the players in one set need to be matched

with the players in the other set, and each player has preferences over possible

matches. The example applications include labor market and new doctors in the

hospital.

• Bipartite matching problems with one-sided preferences: similarly, dividing the

participating players into two distinct player set, but this time only one set of

players rank the subsets of the members in the other set in order of preferences.

For instance, the applications include dormitory assignment and places in a public

school.

• Non-Bipartite matching problems with preferences: all the participating players

are forming a homogeneous set, in which any player ranks a subset of all the others

in order of preferences and it can be matched with any other. This is applied in

the chess tournaments and kidney exchanges.
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2.1.2 Matching Theory for Wireless Resource Allocation

In wireless networks, the resource allocation problem can be formulated as a matching

problem between resources (e.g., power, channels and etc.) and users (e.g., devices, BSs

and etc) [111], which can be formulated into one-to-one, many-to-one or many-to-many

matching model. There is a limit on the maximum number of RBs (users) can be matched

for each user (RB). By given their individual objectives and learned information, e.g.,

transmission rate, it aims to optimally match RBs and users. Then each player (user

or RB) builds a preference list in order which represents the preferable player set of the

other set. Due to the uncertain and dynamic environment, applying matching theory in

wireless resource management is full of challenges. According to the characteristics of

the wireless environment, resource allocation problems based on matching theory can be

categorized into three classes as follows:

• Canonical matching: the player (e.g., RB or user) in one player set builds its

preference list only depending on the information of this player and the players

that it is intending to match. This can be used to match users with the orthogonal

RBs.

• Matching with externalties: here, the matching problem is formulated with “exter-

nalities”, which indicates the interdependence among the players’ preferences. For

instance, in an IoT network, when a user is matched with one channel, the other

users’ preference will change since the user can cause interference to the other users

using the same channel. Therefore, each user’s preference depends not only on its

own information but also on the other players matched to the same place. This is

highlighted as “peer effects”.

• Dynamic matching: in this case, the matching model with dynamics can solve the

dynamic problem that adapts the matching processes to the dynamic environment,

such as fast fading, mobility or time-varying traffic. Here, the preference of the

players might change over time. Hence, the time dimension has to be considered
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to find the matching solutions. The dynamic matching can be considered as a

repeated matching game with the matching problem at each time epoch either

belonging to canonical matching or matching with externalties.

2.2 Machine Learning

2.2.1 Supervised and Unsupervised Learning

Supervised learning aims to build a mathematical model by analyzing a set of labelled

data that contains both the inputs and the desired outputs. With the supervised learning

algorithm, the mathematical model is inferred by analyzing the known training data set

in which each data sample is labeled. Hence, the learned mathematic model can be

applied to predict future events on new data set. Each training data sample, known

as the labeled sample, contains one or more inputs and the desired output. Generally,

the data samples are presented as an array or a vector, also called feature vector, then

the training data set is presented as a matrix. Through iterative optimization of an

objective function, supervised learning algorithms can learn an approximate mathematic

function that can be used to predict the output associated with new inputs. The classical

supervised learning algorithms includes active learning, classification and regression.

In contrast, unsupervised learning aims to extract structure from a set of data that

only contains inputs, such as clustering or grouping data points, here the data set is raw

data and not labeled, classified or categorized. It focuses on identifying commonalities in

the data and reacting based on the presence or absence of such commonalities in each new

piece of data. Some common unsupervised learning algorithms are including clustering,

anomaly detection, neural networks and etc. Cluster analysis is used to group or segment

datasets with shared attributes in order to extrapolate algorithmic relationships.

Clustering is the task that aims to group a set of objects into different clusters, where

the objects grouped into the same cluster have more similar features to each other than

those objects in other clusters. Clustering represents the process of the general task to be
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solved, it does not denote one specific algorithm. It can be achieved by various algorithms

that differ significantly in their understanding of what constitutes a cluster and how to

efficiently find them. As listed above, clustering algorithms can be categorized based on

their cluster model, including hierarchical clustering, centroid-based clustering (k-means

clustering), distribution-based clustering and etc.

K-means clustering aims to group N observations (x1, x2, ..., xN ) into H ≤ N clusters

C = {C1, C2, ..., CH}, in which each observation is a d-dimensional vector belonging to

the cluster with the nearest mean (e.g., cluster centers or cluster centroid), serving as

a prototype of the cluster. This is achieved by minimizing the within-cluster sum of

squares (i.e., variance), which is to find

arg min
C

H∑
h=1

∑
x∈Ch

‖x− ch‖2 = arg min
C

H∑
h=1

|Ch|VarCh, (2.1)

where ch indicates the mean of data points in cluster Ch.

2.2.2 The Preliminaries of RL Techniques

In this section, the basic theory of RL techniques is presented. RL is a branch of machine

learning algorithms, which enables agents to learn how to take actions in an interactive

process with the environment so as to maximize some notion of cumulative rewards.

The interactive process of agent and the dynamic environment can be described by the

mathematical framework, MDP, and almost all the RL problems can be formalized using

MDPs.

Specifically, a classical model-free RL algorithm, Q-learning, can deal with the stochas-

tic problems with no need of the explicit model of the environment. Q-learning combined

with function approximation makes it possible to adapt to problems with large state

action space. One popular solution is to use DNN as the function approximator, known

as DQN. To consider multiple agents learning, Markov games are used to formulate the

multi-agent problem instead of MDPs. A significant part of the research on multi-agent
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learning concerns the RL techniques and raises the MARL framework.

2.2.2.1 MDP

An MDP is a stochastic control process under discrete time horizon, which provides a

mathematical framework for modeling decision making problems in situations where the

outcomes are partly random and partly under the control of a decision maker. It is

an extension of Markov chains with the characteristics of the probability of each event

depending only on the state attained in the previous event. The MDPs are appropriate

to formulate the optimization control problems under dynamic environment.

An MDP problem can be described by a 4-tuple (S,A,P, r), which includes a few key

parameters, S is a finite set of states, A is a finite set of actions, P(sk, sk+1) = Pr(sk+1 |

sk, ak) is the probability that the agent takes action ak in state sk at time slot k will lead

to state sk+1 at time slot k + 1, and r is the immediate reward received after transition

from state sk to state sk+1 taking action ak. The focus of the MDP problem is to find

an optimal policy π∗ that maximizes the expected long-term discounted sum of rewards

given as

E[

∞∑
k=0

λkr(sk, sk+1)], (2.2)

where λ is the discount factor satisfying 0 ≤ λ ≤ 1, which is usually close to 1. The

classical method used to solve the MDP problems is DP method.

2.2.2.2 DP Methods

There are two types of DP algorithms to solve the MDP problems: value iteration and

policy iteration.

Value iteration: known as backward induction, iteratively approximates the opti-

mal state value function V ∗(s). In each iteration k, it updates an approximation Vk(s)
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of V ∗(s) by applying the following operation to each state s,

Vk+1 = max
a∈A

[r(sk, a) + λ
∑
sk∈S

P(sk, sk+1)Vk(sk+1)]. (2.3)

Policy iteration: it produces a sequence of policies that converge to an optimal

policy. It starts with an arbitrary initial policy, π0, and computes its value function

V π0 . Then the process repeats starting with π1 until it converges. Policy iteration’s

computational bottleneck is the necessity to evaluate a policy at each step, which requires

solving a system of |S| linear equations.

It is clear that these algorithms require a complete model of the MDP problem,

including the transition probabilities and the rewards. However, in practice, it is hard to

obtain the complete and accurate transition probability model, the agent only knows the

possible state and action set but is able to observe the current state from the environment.

In this case, the agent can actively learn the optimal policy through the experience of

interactions with the environment.

2.2.3 RL Algorithms

As mentioned before, if the transition probabilities and the rewards are unknown, the

agent has to learn the optimal policy through successively interacting with the environ-

ment. RL algorithms are superior to solve the MDP problems without assuming the

advanced knowledge of an exact mathematical model of the MDP. Moreover, the RL

framework can be modelled as an MDP problem with a 4-tuple (S,A,P, r). The learn-

ing process of the agent interacting with the environment in discrete time steps is shown

in Fig. 2.1. In time slot k, the agent observes a state sk and receives a reward rk from

the environment. It then chooses an action ak from the set of available actions, which is

subsequently sent to the environment. The environment moves to a new state and gener-

ates a new reward rk+1 associated with the transition (sk, ak, sk+1) is determined. There

are two categories of RL algorithms: model-based learning and model-free learning.
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Figure 2.1: The learning process of RL framework.

Model-based Learning: the agent interacts with the environment and obtains

experience from its interactions, then the agent tries to approximate the state transition

and reward models. Afterwards, given the models it learnt, the agent can use value-

iteration or policy-iteration to find an optimal policy.

Model-free Learning: the agent will not try to learn explicit models of the state

transition and reward functions. However, it directly derives an optimal policy from the

interactions with the environment.

2.2.3.1 Q-Learning Algorithm

Q-Learning is a classic model-free RL algorithm. It aims to learn a policy that tells an

agent to take actions under different environmental states. In this case, the agent does

not know anything about the model of the environment, and it focuses on learning what

are the good or bad actions to take by using trial and error experience. The basic idea of

Q-Learning is to approximate the state-action pairs, i.e., Q-function, from the samples of

Q(s, a) which is observed by interacting with the environment. During learning process,

Q(s, a) is initialized to be a possibly arbitrary fixed value. Then, at time step k, the

agent takes an action ak, observes a reward rk from the environment, and transits to a

new state s(k+1), so Q(s, a) is updated by calculating from the received reward rk. The

core of the algorithm is a simple value iteration update, using the weighted average of
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Figure 2.2: The comparisons of Q-learning and deep Q-learning algorithm.

the old value and the new information,

Qnew(sk, ak)← (1− α)Q(sk, ak) + α(rk + λmax
a

Q(sk+1, a)), (2.4)

where rk is the reward received by the agent when moving from the state sk to the state

sk+1, and α is the learning rate (0 < α ≤ 1). Q-learning is trained depending on building

a Q-table, which restricts it to adapt to the high dimensional problems with large state

action space. Therefore, more efficient techniques, such as function approximation and

distributed learning, are needed to address the curse of high dimensionality in Q-learning.

2.2.3.2 DRL Algorithm

DRL algorithm combines DL and RL techniques to explore efficient learning algorithms

that can be applied to many practical scenarios. Specifically, deep Q-learning, defined by

using DNN to approximate the Q-value function in Q-learning, is able to break the curse

of high dimensionality in Q-learning. The comparison of Q-learning and deep Q-learning

framework is shown in Fig. 2.2. But it is unstable with the nonlinear approximator,

DNN, due to the correlations presented in the sequence of observations. Hence, the

experience replay is used to remove the correlations by using a random sample of prior
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Figure 2.3: The framework of multi-agent RL framework.

actions instead of the most recent action to proceed.

2.2.3.3 MARL Algorithm

As mentioned above, an MDP is used to describe the decision making process of single-

agent scenario. However, in reality, there are generally multiple users interactively mak-

ing decisions together under uncertain system, this dynamic process can be described by

a stochastic game, also known as Markov game, which is a general extension of single

agent MDP. The RL techniques have been witnessed to be sensational in many prominent

sequential decision-making problems by solving the formulated MDP problem. There-

fore, to address the Markov game that including a multiuser decision making process,

an MARL framework is introduced. MARL can address the sequential decision-making

problem of multiple agents that operate in a common environment, each of which aims to

optimize its own long-term return by interacting with the environment and other agents

[112]. Compared to the single-agent scenario that the environment changes its state only

based on the action of one agent, the new environment state depends on the joint action

of all the agents in the multi-agent scenario as shown in Fig. 2.3. The MARL framework

is exploring the multiuser decision making problem under the following three settings,

• Cooperative setting- a fully cooperative setting is the case that all the agents share
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Figure 2.4: The diagram of computation offloading in IoT networks.

a common reward function, r1 = r2 =, ...,= rN = r.

• Competitive setting- a fully competitive setting is typically modeled as a zero-sum

Markov game, i.e.,
∑

i∈N ri(s, a, s′) = 0 for any (s, a, s′).

• Mixed setting- a mixed setting is usually modeled as a general-sum game, where

no restriction is imposed on the goal and the relationship among the agents.

2.3 Edge Computing

Compared to a centralized cloud server, edge computing with its distributive charac-

teristics can support latency-critical services and a variety of IoT applications, which

requires the need of computation offloading schemes design. The diagram of computa-

tion offloading in IoT networks is presented in Fig. 2.4, the IoT devices could offload

their raw data to the edge for better data processing or offload machine learning model

parameters to the edge for model aggregation (e.g., federated learning). To obtain effi-

cient computation offloading, the computation offloading schemes with efficient resource

allocation need to be developed, which can be achieved by conventional optimization

and machine learning techniques.
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2.3.1 Computation Offloading Schemes

The increasingly intelligent applications, like autonomous driving, seamless Virtual Real-

ity (VR) and Augment Reality (AR), surveillance and facial recognition, have high

demands on computation capacity, but most of these applications are operating on

resource-limited end devices, such as mobile phones are power-limited, sensors are in

small sizes and have slow processors and small amount of storage. Computation offload-

ing provides an alternative solution to enhance the end devices’ capabilities by migrating

computation tasks (e.g., programs) to more resourceful servers (e.g., edge servers and

cloud servers) [113]. Prior to 2000, researches were mainly focused on making offload-

ing feasible since it would take up extra bandwidth. Then time moves to early 2000s,

researchers moved the focus to develop algorithms for making offloading decisions, i.e.,

decide whether offloading would benefit mobile users. Therefore, cloud computing with

its elastic resources and multiple servers was the first enabler for computation offloading.

Moreover, the development of wireless communication technology and the exploration of

wideband frequency are another enablers for computation offloading by coping with the

bandwidth problem. However, cloud computing imposes huge overhead on radio resource

and backhaul of mobile networks, and introduces high latency since a large amount of

raw data needs to be transmitted to more powerful cloud servers that are, in terms of

network topology, far away from the end devices [114].

To address the problem of high time delay and network congestion, edge computing

was emerged to move resourceful devices (i.e., cloud servers) closer to users, i.e., to the

edge of the network. Compared to cloud computing where the cloud server is accessed

by internet connection, in the case of edge computing, the edge servers that support the

computation and storage resource are in proximity of the end users. Hence, edge comput-

ing can provide lower transmission delay. Moreover, cloud computing is fully centralized

with the cloud server usually placed at one or few locations, edge computing with many

edge servers placed at different locations is deployed in fully distributed manner. On the

other hand, edge servers can only provide limited computation and storage resource with
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respect to cloud server. In this regard, the computation offloading brings a few chal-

lenges, such as, making decisions on computation offloading (e.g., offloading or not, when

and where to offload, what to offload), accurately estimating the energy consumption,

efficient resource management for simultaneous multiuser computation offloading.

To address the challenges imposed by computation offloading, computation offloading

scheme has been investigated to find the right decisions, i.e., to decide whether to offload

or not. Basically, a decision on computation offloading may result in different computing

model.

Local execution-all the computation tasks are executed locally at the end users. So

the offloading to the edge server is not performed.

Full offloading-users choose to offload all of their computation tasks.

Partial offloading-a part of computation tasks are executed locally while the others

are offloaded to the edge server according to the wireless environment, the available

resources of the system and the task complexity.

Furthermore, offloading computation tasks of the end users requires abundant spec-

trum resources or it might bring about the congestion of wireless channels [115]. There-

fore, resource allocation, such as computation, power and spectrum resource allocation,

is quite important for such types of resource-constrained networks. The current end users

are increasingly powerful and are able to process some simple computation tasks locally,

so the coordinative data processing between the end users and the edge servers needs to

be addressed. This relies on the design of dynamic computation offloading scheme for

the end users, i.e., the end users decide where to execute the computation tasks, at the

end users or the edge server.

Computation offloading problems have been explored by exploring the offloading

decisions for the users with the objective to minimize the execution delay, to minimize

the energy consumption at the end user while the pre-defined delay constraint is satisfied,
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or to find a proper trade-off between both the energy consumption and the execution

delay.

2.3.1.1 Execution Delay Minimization

Offloading computation tasks to the edge server can meet the response time and real

time constraints, for instance, more complex applications are required and the processor

of the end user is too slow or even impossible to support the high demand for computa-

tion capacity. Moreover, when the applications that only can be achieved by analysing

multiple streams of data from different sources, computation offloading is irreplaceable.

Suppose the end user has m amount of computation for offloading, and let sl be the

computation speed of the end user, so the execution time delay of those computation

tasks at the end device is m
sl

.

If the computation task is offloaded to an edge server, the input data di from the

end user ui needs di
R seconds with the transmission rate as R to be transmitted to the

edge server. Let se be the computation speed of the edge server, so in this case, the time

delay includes two parts, the transmission time delay and the execution time delay1, is

given as di
R + m

se
.

The computation performance is improved by offloading only when this inequality is

satisfied,

m

sl
>
di
R

+
m

se
, (2.5)

when (2.5) is satisfied, the better choice for the end user is to fully offload data to the

edge server.

2.3.1.2 Energy Minimization

Since most of the end users are battery-powered, and with the emergence of energy

consuming applications, like VR, AR and video streaming, they are not able to support

1The transmission time delay of the downlink transmission from the edge server to the end device is
neglected since the computing result is in a small size and the transmit power of the BS is large.
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those applications on their own. Computation offloading may extend the battery life by

migrating the compute-intensive computation tasks to the edge servers. Suppose P is

the operating power of the end user, so the energy consumed by executing task locally

is P × m
sl

.

Let Pt be the transmit power required to transmit data from the end user to the edge

server, after receiving data, the edge server processes it with the power Pe, so the total

energy consumption of computation task execution in this case is Pt × di
R + Pe × m

se
.

Similarly, the computation offloading saves energy only when the inequality is satisfied

P × m

sl
>Pt ×

di
R

+ Pe ×
m

se
, (2.6)

when (2.6) is satisfied, the user chooses to offload its computation tasks to the edge

server.

Moreover, the execution delay and energy minimization can be considered together as

the objective function of the computation offloading problem. A weighting factor is used

to balance the preference of minimizing the execution delay or minimizing the energy

consumption.

2.3.2 Machine Learning for Computation Offloading

Computation offloading has been investigated as a joint optimization problem of com-

putation offloading decision and resource allocation under the constraints of energy,

execution delay and computation capacity in dynamic wireless environment. This kind

of problem is generally formulated as a non-convex or an Non-deterministic Polynomial-

time hard (NP-hard) problem. The traditional methods, like decomposing the problem

into sub-problems and converting it to convex problem, as well as Lyapunov optimiza-

tion, have been tried to solve this problem. However, they have to solve the formulated

problem separately and only construct an approximately optimal solution or are infeasi-

ble for large-scale problem (e.g., massive users, fast-changing environment). Hence, the
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learning methods with their successful performance in the areas, like NLP and speech

recognition etc. have drawn a lot of attention to be used to solve the dynamic and

complex computation offloading problem.

2.3.2.1 DL for Computation Offloading

In edge computing networks, the users can generate the random and exhaustive-based

optimal offloading strategies from its experience, which builds up the dataset with each

data sample recorded as the network state and its corresponding optimal offloading

strategy. Therefore, DL (e.g., DNN) could learn the optimal policy by training on

the labelled dataset, like the supervised learning. Moreover, in the multiuser scenario,

multiple parallel DNNs can be used to learn the offloading decisions for users with each

user generating its own labelled dataset distributively.

2.3.2.2 RL for Computation Offloading

The design of computation offloading strategies in IoT edge computing networks should

account for the wireless environmental dynamics, such as the time-varying channel qual-

ity, the task arrival and energy status of the end users, the limited computation resource

of both edge server and users, as well as the limited spectrum and radio resource. More-

over, this dynamic computation offloading process is frame-based, which can be viewed

as an MDP. Consequently, RL technique can enable the end user or the edge server to

become an intelligent agent that learns the optimal computation offloading decisions and

resource allocation solutions via a large number of trial and error interactions. Generally,

the classic model-free RL algorithm, Q-learning is adopted with no need of the explicit

models of the environment to solve the formulated computation offloading problem by

exploring its trail and error mechanism. It’s achieved by building and training the Q-

table to find the optimal computation offloading strategy. However, with the increase

of the network scale, like the user number and the considering resource dimensions, the

large Q-table training will be inefficient or even this RL algorithm won’t be able to cope

with.
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DNN with its ability of function approximation has been demonstrated to efficiently

approximate Q-values of Q-learning algorithm, known DQN. Compared to DL-based

computation offloading, DRL-based computation offloading can exploit the context of

users and networks, and explore adaptive strategies to maximize the long-term system

performance (e.g., network throughput, or the negative reward, system cost). Moreover,

when the users want to independently take actions according to their own interests, the

design of an efficient distributed multiuser computation offloading mechanism can be

formulated as a Markov game. Then, the formulated multiuser computation offloading

game can be solve by using the MARL framework, where all the users are considered as

self-interested agents to learn their own computation offloading strategies by interacting

with the environment with the goal of maximizing their individually cumulative long-

term rewards.

2.3.3 Summary

This chapter presents the preliminaries of matching theory and its application in wireless

networks, and machine learning techniques including RL, DRL and MARL algorithms.

Moreover, the design of computation offloading schemes in IoT edge computing networks

are introduced, as well as machine learning for computation offloading is presented.



Chapter 3

Computation Offloading in

Wireless Powered IoT Networks

As mentioned in Chapter 2, computation offloading is a potential way to perform massive

data processing on the edge (cloud) server that is believed to have sufficient computation

resources. Here, the resource-limited IoT users can transmit all the collected data to

the central server for data processing (i.e., full computation offloading). Therefore, the

transmission process of all the IoT users has high demand on spectrum resource and the

available power. The successful computation offloading (e.g., uplink data transmission) is

essentially depending on efficient resource management, including spectrum, energy and

computation resource management. In this chapter, the spectrum and transmit power

allocation is investigated for computation offloading in wireless powered IoT networks.

An ECAA based on matching theory is proposed to provide effective channel access

schemes for the IoT users, which is superior to random channel assignment, and has

much lower computational complexity than the brute-force exhaustive search. Moreover,

the transmit power allocation is explored by both DP-based and RL-based algorithms to

obtain the optimal transmit power strategy, which achieves online power allocation and

has better performance than the offline scheme. The work presented in this chapter has

39
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been published as a conference paper in 2019 IEEE/CIC ICCC [116] and as a journal

paper in IEEE Internet of Things Journal [117].

3.1 Objectives and Contributions

In [36], a one-to-one matching model with peer effects was discussed to match users with

RBs in D2D communications. Inspired by [36], due to data transmission of computation

offloading suffering limited channel access in IoT networks, matching theory could be

a potential way to address the channel allocation problem. In this scenario, each user

is taking up one channel at a time while each channel can be accessed by many users

using code domain multiplexing, but imperfect orthogonality will cause inference among

users. Therefore, many-to-one matching with peer effects could be used to address this

challenge. Moreover, the data transmission requires continuous power supply at the IoT

users, energy harvesting could provide promising solutions but pose new challenges due

to the dynamic energy arrival process. Even though the authors in [53] introduced a

first-order MDP to model the stochastic energy arrival and then obtained an optimal

policy of transmit power allocation by using DP method, the online optimal policy for

users to decide either on energy harvesting or data transmission with dynamic power

allocation has not been addressed. The main contributions of this chapter are stated as

following:

1. To address resource allocation problem of computation offloading in wireless pow-

ered IoT networks, the optimization problem of channel allocation and dynamic

power allocation is formulated. To make it traceable, the considered problem is

decoupled into two phases: i) assigning the IoT users to the available channels;

ii) optimizing transmit power allocation of the IoT users with dynamic energy

harvesting.

2. In the first phase, an ECAA is proposed to assign the access channels to the users,

which is achieved by enabling users to self-match with the proper channels based
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on many-to-one matching theory with peer effects.

3. Within each channel, power allocation schemes are proposed to find the optimal

transmit power strategy for each IoT user, which uses MDP to model the transitions

of the available power in the battery and channel uncertainties, and then the MDP

problem is solved by both DP and RL approaches.

4. Numerical results demonstrate that the proposed ECAA achieves 80% of the opti-

mal performance while it has much lower computational complexity than the

exhaustive search approach. Moreover, the proposed power allocation scheme

achieves online transmit power allocation with higher throughput performance than

an alternative offline scheme.

3.2 Resource Allocation of Computation Offloading in Wire-

less Powered IoT Networks

3.2.1 System Model

In this chapter, an IoT network is considered, in which the IoT users transmit all the col-

lected data to the gateway for data processing (i.e., full computation offloading), where

the gateway is assumed to be able to provide sufficient computation resources for data

processing. Assuming there are M channels can be accessed by UT IoT users. Each

user is assumed to be equipped with RF energy harvester and it is configured with a

finite-capacity rechargeable battery. The user is assumed to harvest energy from ambi-

ent environment, such as wireless power beam or broadcasting TV signals, as shown

in Fig. 3.1. Each user wakes up for data transmission when it starts sensing data and

requests for data processing. The number of active users is U , and the users are dis-

tributed uniformly in a circle in the coverage area of the gateway. The channel set and

the IoT user set are denoted as L = {l1, . . . , lm, . . . , lM} and U = {u1, . . . , ui, . . . , uU},

respectively. The bandwidth of each channel lm is set as Bm Hz.
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1 2 M...

Phase 1: channel assignment Phase 2: power allocation

Data transmission
LoRa users are equipped with 

rechargeable battery

Figure 3.1: The system model of wireless powered IoT networks.
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Figure 3.2: The proposed timeslot structure for each wireless powered IoT user.

In the considered scenario, both the gateway and the IoT user are equipped with a

single antenna as defined in [9]. Each time frame F is partitioned into different time

slots which are used for channel allocation, energy harvesting and data transmission as

shown in Fig. 3.2. The considered IoT system is working on time frame structure, and all

the users adopt the harvest-then-transmit protocol. Specifically, each frame is assumed

to have K slots, indexing k from 1 to K. In each frame F , assuming there are t time

slots used for data transmission. Except for the first several time slots used for channel

allocation, the remaining slots are dynamically assigned to users for data transmission
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or energy harvesting.

The available battery power of user ui in time slot k is set as PA,km,i , ∀m, the required

power threshold for data transmission is denoted by P th,km,i . It is noted that only when

PA,km,i > P th,km,i , the user starts transmitting data, otherwise it is harvesting energy in time

slot k. Let PH,km,i denote the amount of power harvested by user ui in time slot k, which

is varying over time, so it is defined that PH,km,i can randomly get a value from a set

PH,k = [PH,k1 , ...PH,kq ..., PH,kQ ] including Q possible values. Denote the battery capacity

as PAmax with the transmit power of ui satisfying P km,i ≤ PAmax < +∞. Then the available

battery power in time slot k is presented as

PA,k+1
m,i = min(PA,km,i − P

k
m,i + PH,km,i , P

A
max). (3.2.1)

Since the time slots are discretized and used for data transmission or energy harvesting

as shown in Fig. 3.2, the update of available power at each time slot as given by (3.2.1) is

reformulated into two cases. When the time slot k is used to harvest energy, the transmit

power is P km,i = 0, (3.2.1) can be expressed as

PA,k+1
m,i = min(PA,km,i + PH,km,i , P

A
max). (3.2.2)

But when it is used for data transmission, the harvested power becomes PH,km,i = 0, (3.2.1)

can be expressed as

PA,k+1
m,i = min(PA,km,i − P

k
m,i, P

A
max). (3.2.3)

3.2.2 Problem Formulation

In the considered IoT network, there are U active IoT users trying to transmit their data

to the gateway. The channel gain hkm,i over the time slot k in channel lm is given by

hkm,i = gkm,iηm‖dm,i‖
−a, (3.2.4)



Chapter 3. Computation Offloading in Wireless Powered IoT Networks 44

where gkm,i presents the small-scale fading parameter of the channel lm which is assumed

to be Rayleigh fading channel, ηm is a constant related to the path loss of communication

link in lm. The distance between the gateway and IoT user, ui, is denoted by dm,i, and

it will not change over different time slots because all the users are assumed static in the

network. The path loss exponent a is decided by the carrier frequencies and environment

conditions. Therefore, the signal power received at the gateway over lm is presented as

ykm =
U∑
i=1

αm,iP
k
m,ih

k
m,i + σ2m, (3.2.5)

where the noise is assumed to be Additive White Gaussian Noise (AWGN) with the

power as σ2m, P km,i denotes the uplink transmit power of user ui when transmitting over

channel lm. αm,i indicates whether lm is assigned to user ui, which can be defined as

αm,i =


1, ui occupies lm,

0, otherwise.

(3.2.6)

Let Im denote the number of users assigned to lm, i.e., Im =
U∑
i=1

αm,i. The uplink SINR

for user ui transmitting over channel lm in time slot k can be calculated as

γkm,i =
P km,ih

k
m,i

σ2m +
Im∑

z=1,z 6=i
P km,zh

k
m,z

, ∀ m, i, k, (3.2.7)

where the interference is introduced due to imperfect orthogonal code domain multiplex-

ing (e.g., adopting different SFs in LoRa).

Given any user, ui, its achievable accumulative data rate in lm over the time slot k

can be given by

Rkm,i = Bmlog2

(
1 + γkm,i

)
, ∀ m, i. (3.2.8)

The objective is to maximize the network throughput while increasing resource allocation

efficiency for wireless powered IoT networks under dynamic environment. Then the
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problem can be formulated as

(P3.1) max
αm,i, t, Pk

m,i

t∑
k=1

U∑
i=1

αm,iR
k
m,i(P

k
m,i), (3.2.9a)

s.t. C1 : 0 ≤ P km,i ≤ P
A,k
m,i , ∀ m, i, k, (3.2.9b)

C2 : t ∈ {1, ...,K}, (3.2.9c)

C3 : αm,i ∈ {0, 1} , ∀ m, i, (3.2.9d)

C4 :
∑
m

αm,i ≤ D, ∀ i, (3.2.9e)

C5 :
∑
i

αm,i ≤ 1, ∀ m, (3.2.9f)

where C1 denotes value range of the transmit power for any user ui over lm in time slot

k, PA,km,i is the available battery power at the beginning of time slot k, and it is decided

by (3.2.1). In C2, t is the number of time slots allocated to transmit data in the time

frame F . In C3, αm,i is either 0 or 1. There are at most D users can be assigned to the

same channel lm, which is shown in C4, and C5 restricts that one user at most can be

allocated to one channel.

It is noted that the problem (P3.1) involves integer programming as shown in C2,

the binary constraints as well as stochastic constraint in the objective function, so it

is obviously a non-convex problem. As a result, there is no efficiently computational

approach to solve the optimization problem (P3.1) directly. Thus, from Fig. 3.1, this

optimization problem is decomposed into two phases and then solved separately. In the

channel allocation phase, all the IoT users are self-matched with the available channels.

For simplicity, the matching game is considered static in each time frame, which is

performed in the beginning of the frame and is independent of the time slot k in each

time frame. Then, the dynamic power allocation algorithms are proposed for the wireless

powered users, in which the user either transmits data or harvests energy in the rest time

slots until the end of the time frame F . In the next time frame F +1, the active users for

data transmission are changed, then the channel-user matching problem will be explored
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again. This can be achieved by formulating a new matching game or modifying the

current matching [118].

3.3 Matching based Channel Allocation

From Fig. 3.2, assuming the matching based channel allocation is performed in time

slot k = 0. For simplicity, in this section, the time slot index is removed. Each user is

assumed to transmit data to the gateway using the same transmit power. To guarantee

the fairness of all the users, the sub-problem of channel allocation is converted to a

max-min problem, which is presented as

(P3.2) max
αm,i

min Rm,i, subject to C3, C4, and C5. (3.3.1)

Noted that (P3.2) is NP-hard, so an ECAA is proposed with low complexity based

on matching theory to solve it. The proposed ECAA reduces the probability of re-

transmission since channel conflicts between any two users are eliminated, which extends

the battery life of users. In the proposed algorithm, the IoT user set, U , and the channel

set, L, are considered as two disjoint sets of selfish players which only focus on maximizing

their own utilities. Moreover, assuming the CSI is known 1, that is, each user is aware

of the CSI of other users. More details of the proposed algorithm will be discussed in

Section 3.3.2.

The utility of user ui, R
uti
ui , is defined as the minimal transmission rate among those

channels it occupies Ji at time slot k, which is expressed as

Rutiui = min
(
Bmlog2(1 + γkm,i)

)
, ∀ m ∈ Ji. (3.3.2)

Similarly, the utility of lm, Rutilm denotes the minimal transmission rate from the set of

1The CSI is recorded at the gateway after it receives the requests from users and it is broadcasted to
all the users in the next downlink data package.
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users, Im, which share the same channel lm at time slot k, can be described as

Rutilm = min
(
Bmlog2(1 + γkm,i)

)
, ∀ i ∈ Im. (3.3.3)

3.3.1 Many-to-One Matching

The basic theory of the many-to-one matching model is introduced to address channel

allocation problem [119] in this section.

3.3.1.1 Matching Pair

In this chapter, a matching game can be considered to match channels in the channel

set L with users in the user set U , the formal definition is given in the following.

Definition 3.1. By giving two disjoint sets, the channel set L and the user set U , a

many-to-one matching Φ is defined to map the channel set L to the user set U including

all subsets of L ∪ U so that for each lm ∈ L and ui ∈ U :

1) Φ (lm) ⊆ U ;

2) Φ (ui) ⊆ L;

3) |Φ (ui)| ≤ 1;

4) |Φ (lm)| ≤ D;

5) lm ∈ Φ (ui)⇔ ui ∈ Φ (lm).

The meanings of the aforementioned conditions are as follows: 1) lets each channel, lm,

match with a subset of users, U ; 2) lets each user, ui, match with a subset of channels, L.

3) implies that at most one channel can be allocated to each user; 4) restricts the number

of users assigned to one channel cannot exceed D; 5) denotes the defined matching pair.

Remark 1. From Definition 3.1, the formulated matching game is a many-to-one

problem with peer effects.
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Proof. In the considered IoT network, each user can only be assigned to no more than

one channel, and each channel can be assigned with more than one users, so this is a

many-to-one matching game. Due to the interference component in (3.2.7), the date

rate achieved by an arbitrary user, ui, over its occupied channel, lm, related to the set of

other users sharing the same channel. Thus, each user cares not only about the channel

it is matched with, but also the set of users that are assigned into the same channel.

Similarly, for each channel it not only manages the individual user with which to match

with, but also the subset of users that have inner-relationships through code domain

multiplexing. Thus, this can be formulated as a many-to-one matching game with peer

effects, in which each player tries to maximize their own utilities [120].

3.3.1.2 Preference Relations

In this part, a preference relation, �, is defined to illustrate competition behaviors and

decision making for both users and channels. Particularly, given any user, ui ∈ U , its

preference �ui between any two channels, lm ∈ L and lm′ ∈ L with m 6= m′, is presented

as

(lm,Φ)�ui
(
lm′ ,Φ

′)⇔ Rm,i (Φ) > Rm′,i
(
Φ′
)
, (3.3.4)

where lm ∈ Φ (ui), lm′ ∈ Φ′ (ui). This definition implies that user ui prefers lm in Φ to

lm′ in Φ′ if lm can provide higher transmission rate than lm′ . Likewise, given any channel

lm, its preference �lm between any two set of users, SU ∈ U and SU ′ ∈ U , is derived as

(SU ,Φ)�lm
(
SU ′ ,Φ′

)
⇔ Rm,i (Φ) > Rm,i′

(
Φ′
)
, (3.3.5)

where SU ∈ Φ (lm) and SU ′ ∈ Φ′ (lm).

3.3.1.3 Swap Matching

From the matching game, the swapping behaviours of players are defined as that each

pair of players is supposed to swap their matching but do not change any other players’
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assignment. Therefore, the detailed concept of swap-matching to better explain the

interdependency of players’ preference is given as in the Definition 3.2.

Definition 3.2. Given a matching Φ with lm ∈ Φ (ui), lm′ ∈ Φ (ui′), lm /∈ Φ (ui′), and

lm′ /∈ Φ (ui), a swap matching Φ′ = {Φ\ {(ui, lm) , (ui′ , lm′)}} ∪ {(ui, lm′) , (ui′ , lm)} is

defined by lm ∈ Φ′ (ui′), lm′ ∈ Φ′ (ui), lm /∈ Φ′ (ui), and lm′ /∈ Φ′ (ui′).

It is noticed that the swap matching defines a matching generated by a swap oper-

ation. For example, two users exchange their matched channels while keeping all other

users’ channel assignment the same. Based on the definition of swap matching, the

swap-blocking pair is defined as follows.

Definition 3.3. Given a user pair (ui, ui′) that is matched for a given matching Φ, if

there is lm ∈ Φ (ui) and lm′ ∈ Φ (ui′) such that ∀n ∈ {ui, ui′ , lm, lm′}, Rutin (Φ′) ≥ Rutin (Φ)

and ∃n ∈ {ui, ui′ , lm, lm′} such that Rutin (Φ′) > Rutin (Φ), so the swap matching Φ′ is

defined, and (ui, ui′) is defined as a swap-blocking pair in Φ.

The success of a swap matching operation implies that the utility of an arbitrary

player, i.e., Rutiui or Rutilm as shown in (3.3.2) and (3.3.3), does not decrease, moreover, at

least the utility of one player is increased. Noted that both the users and the gateway

can initialize the swap operation because the utilities of them are directly relevant to the

data transmission rate.

Definition 3.4. If a matching Φ is not blocked by any swap-blocking pair, it is defined

as two-sided exchange-stable (2ES) [120].

3.3.2 Efficient Channel Allocation Algorithm

In this section, an ECAA based on matching theory is proposed, which has low complex-

ity and is able to match the users with the available channels. The ECAA aims to look

for a 2ES matching used for channel allocation after finishing a few swap operations.

Furthermore, the battery life of users is extended since the ECAA has low computation

complexity.
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Algorithm 3.1: Efficient channel allocation algorithm

Initialization
Generate the initial matching Φ0 by Algorithm 3.2.

Optimal algorithm
1: while ∃ (ui, ui′) blocks current matching do
2: for ∀ui ∈ U do
3: for ∀ui′ ∈ {U\ui} with lm ∈ Φ (ui) and lm′ ∈ Φ (ui′) do
4: if (ui, ui′) is a swap-blocking pair and C2 − C4 are satisfied then
5: ui exchanges its match lm with ui′ ’s match lm′ .
6: Update Φ.
7: end if
8: end for
9: end for

10: end while
11: return final matching Φ.

Algorithm 3.2: Initial matching algorithm

Initialization Set of unmatched users	UM = U , αm,i = 0, proposal indicator βm,i = 0,
∀ m, i.

1: Calculate preference list of each user PLui , ∀ ui ∈ U .
2: Calculate preference list of each channel PLlm , ∀ lm ∈ L.
3: while 	UM 6= ∅ do
4: for ∀ui ∈ U do
5: ui proposes to its first preferred channel that it has not been rejected before.
6: Update βm,i = 1 if ui proposes to lm.
7: end for
8: for ∀ lm ∈ L do
9: if

∑
i

(αm,i + βm,i) ≤ D then

10: lm accepts all proposals from LoRa users.
11: else
12: lm accepts proposals from the D most preferred users.
13: end if
14: Update 	UM by removing all the matched ui.
15: Remove lm from PLui if βm,i = 1.
16: Update Φ0 with αm,i = 1 for all the matched ui.
17: end for
18: end while
19: if there are vacant channels, lm then
20: Match lm with its first preferred user.
21: Update Φ0.
22: end if
23: return Φ0.
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From Algorithm 3.1, the ECAA is proposed including initialization algorithm and

swap matching algorithm. In the initialization step, an initialization algorithm is pro-

posed to generate the initial matching, Φ0, which is illustrated in Algorithm 3.2.

Assuming each user transmits data using the same transmit power. The preference list,

i.e., the available channels, of each user is constructed based on the CSI. For example,

given ui, the channel lm with the best CSI, i.e., m = arg max
∀m

hm,i is defined as the

user’s first preference. The preference list is initialized at the gateway for each user by

calculating the distance between them and the gateway, that is, the highest preferred

user is the closest one. This is because in the considered IoT networks, the achieved

transmission rate is mainly affected by the large-scale channel fading. Therefore, each

user chooses its first preferred channel from its preference list, and only the proposals

of the first D users in the preference list are accepted by each channel. Only when all

the users are matched with a channel, this process can be stopped. Specifically, if the

channel is not matched with any user, we force it to match with its first preferred user,

which is used to improve the minimal achievable data transmission rate. We return the

initial matching Φ0 and consider it as an input for Algorithm 3.1.

In the swap-matching algorithm, users keep looking for swap-blocking pairs, while

the utilities of both players are guaranteed not to decrease and at least the utility of

one player, i.e., the user or the channel, will increase. The swap operation carries out

if only one swap-blocking pair appears in the present matching game. The process of

searching and swap operation is stopped when reaching the ultimate matching state.

Then after Algorithm 3.1 returning the channel access decision, the preferred channel

lists of active users are renewed.

A few theorems have been derived from the proposed ECAA, which are as follows.

Theorem 1. Stability: in the ECAA, the ultimate matching is a 2ES matching.

Proof. For the proposed ECAA, if the final matching Φ contains at least one more swap-

blocking pair, at least the utility of one player can be reformative and the utilities of
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other arbitrary players will not be reduced. Nevertheless, if any pair of players blocks

the current matching, Φ, the ECAA will not stop, that is, Φ can not be considered as the

final matching, so it will cause conflicts between players. As a result, the final matching

Φ is defined as 2ES .

Theorem 2. Convergence: after performing swap operations a finite number of times,

ECAA is converged to the final matching, 2ES .

Proof. For the proposed ECAA, it performs finite swap operations since there are lim-

ited number of players and each channel is restricted to accept finite number of users.

Furthermore, each swap operation will make the achieved minimal transmission rate of

each channel increase. The stop condition of the swap operations is defined as when the

transmission rate is satisfied in the worst case. This is because there is an upper bound

for the achievable transmission rate of each channel since the spectrum resources is lim-

ited. As a result, the proposed ECAA is converged to the stable state after performing

swap operations a finite number of times.

Theorem 3. Complexity: there exists an upper bound of the computational complex-

ity for the proposed ECAA, which is calculated by O
(
MU + 1

2IDU (M − 1)
)
.

Proof. From Algorithm 3.1 and 3.2, the ECAA is proposed including the initial match-

ing as well as the swap operations, so its computational complexity is made up of two

parts. In the first part, the worse case that all the users are proposed to all the avail-

able channels is considered. In this case, the computational complexity is calculated by

O (MU).

In the second step, both the number of iterations in the algorithm, ECAA, and

the swap operations in each iteration are contributed to the computational complexity.

Nevertheless, it takes finite iterations, I, to reach the final matching 2ES though there

are no closed-form expressions, which is proved in Theorem 2. In each iteration, given

any user ui, M − 1 possible swap-blocking pairs are generated since the gateway has M
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channels to access and each user only occupies one channel at most. There are at most

D users are allocated to the selected channel lm. Thus, there are at most D (M − 1)

possible combinations of a swap matching Φ giving any user ui. The proposed ECAA

needs to consider at most 1
2DU (M − 1) swap matchings in each iteration. As a result,

the upper bound of the complexity in the second step is denoted by O
(
1
2IDU (M − 1)

)
.

In conclusion, the upper bound of the computational complexity of our proposed

ECAA is calculated as O
(
MU + 1

2IDU (M − 1)
)
.

It is easily noticed that the ECAA has much lower complexity than the brute force

exhaustive-search approach in which the computation becomes more and more compli-

cated, even is increasing exponentially with the increasing number of active users, U .

3.4 RL-based Power Allocation

After performing the ECAA, the users are matched with one of the available channels.

For those users allocated to the same channel, the optimal orthogonal code domain mul-

tiplexing scheme is performed to eliminate the interference among them [121]. Therefore,

the interference component is removed from (3.2.7), so the SNR of the uplink transmis-

sion for user ui can be computed as

γkm,i =
P km,ih

k
m,i

σ2m
, ∀ m, i, k. (3.4.1)

Then, the optimization problem (P3.1) is converted as

(P3.3) max
Pk
m,i, t

t∑
k=1

U∑
i=1

Rm,i(P
k
m,i), (3.4.2a)

s.t. C1 : 0 ≤ P km,i ≤ P
A,k
m,i , ∀m, i, k, (3.4.2b)

C2 : t ∈ {1, ...K}. (3.4.2c)
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Since there is no interference for the uplink data transmission of the users, the network

throughput maximization can be converted to maximize the achievable rate of each indi-

vidual user. Take ui as an example, to maximize its transmission rate, the dynamic

power allocation considering both uncertain channel conditions and random energy har-

vesting process is explored. The data transmission and energy harvesting process are

assumed to be performed separately in different time slots, that is, the transmit power

P km,i = 0 when the time slot k ⊆ Kh is allocated to harvest energy; correspondingly,

the harvested power PH,km,i = 0 when the time slot k ⊆ Kd is used to transmit data.

Moreover, Kh∪Kd = K, where K presents the set of all the time slots in each time frame

F except for the reserved time slots for channel allocation. In this chapter, the transmit

power allocation is optimized over all the time slots while the time slot used for energy

harvesting can be considered as fixed power allocation with the transmit power P km,i = 0.

A pre-defined transmit power threshold P thm,i is used to enable data transmission at the

user. So the optimization problem is converted into

(P3.3.1) max
Pk
m,i

Rm,i(P
k
m,i), (3.4.3a)

s.t. C1 : P thm,i ≤ P km,i ≤ P
A,k
m,i , ∀m, i, k ⊆ Kd, (3.4.3b)

C2 : P km,i = 0, ∀m, i, k ⊆ Kh, (3.4.3c)

where C1 indicates the value range of the transmit power when the time slot is used

for data transmission, and C2 denotes the case that the time slot is used to harvest

energy. Since it is hard to know the complete information about channel conditions and

available battery power in the future time slots, here, assuming that only some stochastic

information of the harvested power PH,km,i and the channel gain hkm,i for future time slots

are available. In this case, the IoT user makes decisions on data transmission or energy

harvesting as well as how much power for data transmission over time slots, during this

process, the transitions of channel conditions and available battery power have Markov

property. Therefore, a finite-horizon MDP is used to model the joint random process of

PH,km,i and hkm,i, and then two power allocation algorithms are proposed by exploiting DP
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method and Q-learning algorithm.

Assuming the channel information is only available in current time slot, that is, hkm,i

is known at time slot k. Note that the amount of harvested energy in time slot k is

unavailable until the end of the time slot, i.e., it will be known at time slot k+ 1. Thus,

the channel gain and the energy arrival process are modelled by first order Markov model.

The transition probabilities of them are defined as Pr(P
H,k
m,i |P

H,k−1
m,i ) and Pr(h

k
m,i|h

k−1
m,i ),

respectively. Since the energy harvesting process and the channel gain transition are

independent, the joint probability density function is given by

P(PH,k−1m,i , hkm,i) = Pr(P
H,k−1
m,i |PH,k−2m,i )Pr(h

k
m,i|h

k−1
m,i ). (3.4.4)

As shown in (3.2.1), the available power PA,km,i in time slot k depends on its last state

PA,k−1m,i , which also can be modelled as a first order Markov model. Then, the system

states in time slot k is defined as

skm,i = (PA,km,i , P
H,k−1
m,i , hkm,i), (3.4.5)

where skm,i indicates the state of user, ui, assigned into channel, lm, it consists of the

available battery power, PA,km,i , and the channel gain, hkm,i, in the current time slot k,

as well as the harvested power, PH,k−1m,i , in the previous time slot k − 1. Based on the

current state, skm,i, at time slot k, the user decides to transmit data with power P km,i.

That is an action taken at time slot k from its feasible set Am,i

Am,i = {P thm,i ≤ P km,i ≤ P
A,k
m,i and P

k
m,i = 0}, ∀m, i, k. (3.4.6)

The threshold power P thm,i is set to enable data transmission at user ui, which makes the

action space reduced. This means the time slots that are waiting for data transmission

become available for energy harvesting. And the action P km,i = 0 means the user ui

chooses to harvest energy in time slot k.
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The objective is to obtain an optimal policy π∗ that maximizes the accumulative

expected network throughput over the K time slots for each user. By giving an initial

state, s0m,i, the optimal value function can be calculated as

V ∗ = max
π∈

∏
K∑
k=1

E{Rkm,i|s0m,i, π}, (3.4.7)

where E indicates the statistical expectation of channel gain and the harvested energy

under the transition probabilities. Then the optimization problem is represented as

(P3.3.2) max
πk

E{[
K∑
k=1

Rkm,i]|P}, (3.4.8a)

s.t. C1 : P thm,i ≤ P km,i ≤ P
A,k
m,i , ∀m, i, k ⊆ Kd, (3.4.8b)

C2 : P km,i = 0, ∀m, i, k ⊆ Kh, (3.4.8c)

where P is the state transition probability matrix. In general, this optimization prob-

lem is impossible to be solved independently in each time slot because of the causality

constraints on the variables. Then, the DP method is used to solve this problem in the

next section.

3.4.1 DP-based Power Allocation Algorithm

In practice, the state transition probability matrix P can be obtained by experiments,

which is assumed to be known here. Therefore, the optimization problem (P3.3.2)

can be solved by formulating it as a DP problem. To solve the DP problem, Bellman’s

equations are introduced [122]. Then it is expressed as the backward recursive equations,

which starts from k = K to k = 1.

For k = K,

VK(sKm,i)) = max
aKm,i

RKm,i, (3.4.9)
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and for k = K − 1, ..., 1,

Vk(s
k
m,i)) = max

akm,i

rkm,i + V̄k+1(s
k
m,i, P

k
m,i), (3.4.10)

where the second term contains the future reward information from the time slot k + 1

to K, which is presented as

V̄k+1(s
k
m,i, P

k
m,i) = Eskm,i

{Vk+1(s
k+1
m,i )|P, skm,i}, (3.4.11)

where Eskm,i
presents the statistical expectation of all the possible states in future time

slot k + 1 given the current state skm,i and the transition probability matrix P. (3.4.11)

is considered as the optimal system throughput obtained from the future time slots. It

means this problem is to maximize the cumulative network throughput from the current

time slot to the last time slot resulted from the current state and the current policy.

In order to solve this problem, the backward induction method based on the Bellman’s

equations is adopted. Then, a DP-based power allocation algorithm is developed for each

IoT user. In Algorithm 3.3, the initialization phase initializes user set allocated to the

same channel according to the ECAA. Then the DP-based power allocation algorithm

is performed, which includes two steps: planning step and transmission step. In the

planning step, a look up table is built up to record the optimal policy π∗, that is, the

optimal sequence of transmission power from the time slot K to 1 over all the possible

states skm,i = (PA,km,i , P
H,k−1
m,i , hkm,i). By using backward induction method, it starts

from the final time slot K, in which all the available power in the battery should be

used, i.e., PKm,i = PA,Km,i . Then (3.4.9) is solved for all the possible values of PA,Km,i , h
K
m,i.

Afterwards, for k = {K − 1, ..., 2, 1}, the (3.4.10) is calculated recursively for all the

possible states. In the transmission phase, the current state skm,i is known at time slot k,

then comparing the available battery power with the pre-defined threshold to determine

if the data transmission is enabled in this time slot. As a result, the optimal policy π∗

during the time frame is obtained, that is, each user knows the optimal transmit power
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Algorithm 3.3: DP-based power allocation algorithm

Inputs:
IoT users are assigned with one of the available channels according to ECAA.

Optimal algorithm
1: Planning phase

2: Set k = K, calculate VK(sKm,i),

∀sKm,i = {PA,Km,i , P
H,K
m,i , h

K
m,i}, using (3.4.9)

3: for k = K − 1 : 1 do
4: Calculate Vk(s

k
m,i) using (3.4.10), ∀PA,km,i , P

H,k
m,i

5: end for
6: Transmission phase

Initializing PA,km,i , hkm,i, P
H,k−1
m,i

7: for k = 1 : K do
8: if PA,km,i > P thm,i then

9: Finding ak∗m,i ∈ Am,i that maximizes Vk(s
k
m,i) from the planning phase, that is,

PH,km,i = 0
10: else
11: The user harvests PH,km,i amount of power, and the optimal policy in time slot k

ak∗m,i = 0
12: end if
13: IoT user ui consumes transmit data to the gateway with the transmit power from

π∗ in time slot k
14: Update the available power PA,k+1

m,i in the battery through (3.2.1)
15: end for
16: return π∗, ∀k

at each time slot.

3.4.2 Q-Learning based Algorithm

To solve MDP problem, RL techniques can find the optimal policies without knowing an

explicit model of the environmental dynamics, that is, the state transition probability

P(sk+1
m,i |skm,i, P km,i) is unknown or even non-stationary. Therefore, the agent, each IoT

user can learn from the interactions with the environment to make decisions on transmit

power, data transmission or energy harvesting in each time slot. The formulated dynamic

power allocation problem is a classic single-agent finite-horizon MDP problem. In the

last section, the optimization problem is solved by DP method using backward induction

method which has to know the explicit model of the environment dynamics in advance.

In this section, a classic model-free RL algorithm, Q-learning algorithm, is considered to
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explore the dynamic power allocation under uncertain channel conditions and dynamic

energy harvesting process by maximizing the long-term network throughput.

The Q-value, Q(s, a), is defined as the expected cumulative discounted throughput

when taking an action ak ∈ A following a policy π for a given state-action pair (s, a).

Therefore, the action-value function Q(s, a) is given by

Q(s, a) = Eπ[rk+1 + λQπ(sk+1, ak+1)|sk = s, ak = a]. (3.4.12)

To solve the dynamic power allocation problem with Q-learning algorithm, let Rkm,i

denote the obtained reward in time slot k, and Q(skm,i, a
k
m,i) denote the calculated

throughput for any given state skm,i and action akm,i. A Q-table is built up to save

all the possible Q(skm,i, a
k
m,i). And Q(skm,i, a

k
m,i) is updated in each time slot if the

new Qnew(skm,i, a
k
m,i) is larger than the current value. The Q(skm,i, a

k
m,i) is updated

incrementally based on the current throughput and the cumulative discounted Q-value

Q(sk+1
m,i , am,i),∀am,i ∈ Am,i in the next time slot k + 1.

The one-step Q-update equation is given by

Qnew(skm,i, a
k
m,i)← (1− α)Q(skm,i, a

k
m,i) + α(Rkm,i + λmax

Pm,i

Q(sk+1
m,i , am,i)), (3.4.13)

where Rkm,i is the throughput calculated from the current state, α is the learning rate

(0 < α ≤ 1). Q-learning is an online action-value function learning with an off-policy,

in each time slot, the Q-value in the next time slot is calculated with all the possible

actions that it can take, then the maximum Q-value is chosen that can obtain and record

the corresponding action.

Therefore, the optimization problem (P3.3.2) is solved by using Q-learning algo-

rithm, and to explore the unknown states instead of trusting the learning values of

Q(skm,i, a
k
m,i) completely, the ε-greedy Q-learning algorithm is proposed, where the agent

picks a random action with a small probability ε, or with 1− ε it chooses an action that
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Algorithm 3.4: Q-Learning based power allocation algorithm

InPut
Initialization parameters: discount factor λ, learning rate α, exploration rate ε,
QSm,i×Am,i table

Initialize states: set h1m,i, P
H,1
m,i randomly, pick PA,1m,i from PAm,i, k = 1,

Procedure
1: while k ≤ K do
2: hkm,i, P

H,k
m,i is changed according to a random matrix.

3: e← random number from [0,1]
4: if e < ε then
5: Choose action akm,i randomly.
6: else
7: Choose action akm,i according to arg min

akm,i∈Am,i

Q(skm,i, a
k
m,i)

8: end if
9: Set sk+1

m,i = (hk+1
m,i , P

H,k+1
m,i , PA,k+1

m,i ), where

PA,k+1
m,i = PA,km,i − P km,i + PH,km,i .

10: calculate the reward Rkm,i
11: update Q(skm,i, a

k
m,i) by (4.5.6)

12: Set k = k + 1
13: end while

maximizes the Q(sk+1
m,i , am,i) as shown in (3.4.13) in each time slot. Then the Q-learning-

based power allocation algorithm is proposed as shown in Algorithm 3.4.

3.5 Numerical Results

In this section, the proposed ECAA is verified with simulations and comparing it with

the baseline approaches. After performing ECAA, the performance of the proposed

DP-based and RL-based power allocation algorithms are shown versus the number of

time slots. LoRa communication technology is simulated to demonstrate the proposed

algorithms. The simulations are conducted on the MATLAB and use the MDP toolbox.

In the simulations, the LoRa users are randomly distributed around the gateway, and

they are located in a circle with the radius rc = 10 km. The LoRa technology works

at 868 MHz with M = 3 available channels, and the bandwidth of each channel is set

the same Bm = 125 KHz. Each channel allows at most D = 6 users with different SFs

ranging from 7 to 12. The noise is set as σ2 = −174+10log10 (Bm) dBm . The path loss
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exponent is set as α = 3.5 for all the communication links. From Algorithm 3.3, the

maximum battery capacity is PAmax = 30 dBm, and the pre-defined threshold to enable

data transmission is P thm,i = 12 dBm. A three-state Markov chain is considered to model

the channel gain of the uplink transmission between the LoRa users and the gateway,

that is, the channels have three possible values: “good”, “normal” and “bad”. Then the

channel gain set is hm,i = {0.5× 10−4, 1× 10−4, 1.5× 10−4}, with the transition matrix

Ph =


0.3 0.7 0

0.25 0.5 0.25

0 0.7 0.3

. (3.5.1)

For simplicity, the energy arrival process is modelled as a finite-horizon MDP with

four states, the possible values are taken from {0, aHe, bHe, cHe}. Let one possible value

be 0, which is the value of the harvested power of the LoRa user when the time slot k is

used to transmit data. He is the energy harvesting rate with the value of 15 dBm. The

transition probability matrix [54] is given as

Pe =



PH1H1 PH1H2 PH1H3 PH1H4

PH2H1 PH2H2 PH2H3 PH2H4

PH3H1 PH3H2 PH3H3 PH3H4

PH4H1 PH4H2 PH4H3 PH4H4


,

=



0.3 0.7 0 0

0.25 0.5 0.25 0

0 0.25 0.5 0.25

0 0 0.7 0.3


.

(3.5.2)

where PHiHj , i, j ∈ {1, 2, 3, 4} indicates the transition probability of the harvested energy

state from state Hi to state Hj .
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Figure 3.3: Comparison of minimal transmission rates.
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Figure 3.4: The optimal power policy π∗ over the time slots.

In Fig. 3.3, the feasibility of the proposed ECAA is validated with different numbers

of active LoRa users. For comparison, another two baseline approaches are considered

as well, including random channel assignment and brute-force exhaustive search. In this

case, each LoRa user has fixed transmit power which is set as PAmax, which can remove the

effects of different transmit power. It is observed that the proposed algorithm, ECAA,

achieves 80% of the optimal performance in exhaustive search. However, ECAA has

much lower computational complexity as illustrated in Theorem 3.
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Figure 3.5: Performance comparison of the optimal and offline scheme.

3.5.1 DP-based Power Allocation

Given the transition probability matrix in (3.5.1) and (3.5.2), the power allocation prob-

lem can be solved by the DP method. Fig. 3.4 shows the optimal policy over the time

slots obtained by the DP-based power allocation algorithm. The energy harvesting rate

is set as {0, 2He, 5He, 8He}. The optimal policy for each LoRa user presents the optimal

transmission power in each time slot, moreover, LoRa user switches to energy harvesting

when the transmit power P km,i = 0. The offline scheme is presented for comparison, here,

the LoRa user harvests energy in the first few time slots, then uses all the energy stored

in the battery to transmit data in the remaining time slots. As a comparison, the number

of time slots used for energy harvesting is set the same as the proposed optimal scheme

as shown in the Fig. 3.4. It is demonstrated that the dynamic transmit power allocation

is achieved over time slots by updating the available battery power in real time through

the proposed algorithm.

Fig. 3.5 shows the performance comparison of the proposed optimal scheme and the

offline scheme in terms of the achieved network throughput. It is noted that the network

throughput of the optimal scheme is increasing with the increasing number of time slots.
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Figure 3.6: The network throughput comparison under different energy harvesting rates.
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Figure 3.7: The optimal policies for different users allocated to the same channel.

However, the network throughput of the offline scheme only increases before the number

of the time slots reaches 20, then it remains the same. This is because that the battery

capacity is limited, that is, the maximum amount of the harvested power cannot exceed

the battery capacity, i.e., the total available power for the rest time slots are equal to

the battery capacity. In Fig. 3.6, the three energy harvesting value vectors are set as:

He1 = [0, 5He, 8He, 11He], He2 = [0, 4He, 7He, 10He], He3 = [0, 2He, 5He, 8He]. It

is observed that the network throughput increases with the increasing of the energy

harvesting rate value vectors.
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Figure 3.8: The optimal policies under different pre-defined power threshold.

Fig. 3.7 illustrates the optimal policies for different LoRa users allocated to the same

channel. The different energy harvesting value vectors are used to distinguish different

LoRa users while their channel gains are taken from the same channel gain value vector.

In Fig. 3.7, energy harvesting value vectors for different LoRa users are set as user1 =

[0, 1He, 4He, 7He], user2 = [0, 2He, 5He, 8He], user3 = [0, 3He, 6He, 9He], respectively.

Noted that there are at most 6 users transmitting data at the same channel as the SF

ranges from 7 to 12. In this work, by enabling LoRa users to start performing their

optimal policies in different time slots, The capacity of each channel is increased by

including more users in the same channel. This is because the extra users are allowed to

harvest energy which will not cause interference to the users that are transmitting data.

In Fig. 3.8, it shows that the optimal power policy with different pre-defined power

threshold is obtained. It is noted that the battery will not run out of its power with

increasing the power threshold. This means that the rechargeable battery do not have to

discharge all of its power frequently, which will help extend its operation life. Moreover,

the maximum transmit power will increase as shown at the bottom figure of Fig. 3.8 after

13th time slot. This is because the user starts transmitting data with more available

battery power.



Chapter 3. Computation Offloading in Wireless Powered IoT Networks 66

0 100 200 300 400 500
iterations

4.35

4.40

4.45

4.50

4.55

4.60

4.65

Th
ro

ug
hp

ut
 (b

ps
)

1e6

Figure 3.9: The convergence performance of Q-learning based power allocation algorithm.
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3.5.2 Q-learning based Power Allocation

Q-learning algorithm is a popular model-free RL approach which can interact with the

environment to maximize the reward of the system. Here,it does not need any explicit

models of the dynamic environment, that is, the transition matrices of channel gain and

energy harvesting are no longer needed. At first, the Q table and states are initiated,

then to train the Q-table following the Q-update function in (3.4.13), the convergence
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performance of the Q-learning based power allocation algorithm is obtained in Fig. 3.9.

To train the Q-table, let K = 15 steps in each iteration and run 5000 iterations. There-

fore, the convergence performance of the network throughput is obtained.

In Fig. 3.10, the network throughput performance comparison of both DP-based and

Q-learning based power allocation algorithm is presented. It is noted that Q-learning

based power allocation algorithm has achieved approximate 90% network throughput

performance comparing to the DP-based algorithm that is optimal with the need of

transition probability model. Moreover, the Q-learning algorithm needs less environment

information, which is superior for the practical implementation.

3.6 Summary

In this chapter, the resource allocation problem in wireless powered IoT networks has

been investigated to extend the network lifespan and maximize the network through-

put. At first, an ECAA was proposed with low complexity to match the IoT users with

the available channels. Then, the transmit power allocation problem under dynamic

energy harvesting conditions coupled with uncertain channel conditions was formulated

as MDPs, so that both DP method and RL techniques were exploited to solve this prob-

lem by proposing DP-based and Q-learning based power allocation algorithms. Simu-

lations have demonstrated that the proposed ECAA achieves 80% of the optimal per-

formance in brute-force exhaustive search but with much lower complexity, and better

network throughput performance than the random channel assignment. The DP-based

algorithm has achieved dynamic power allocation for each user by maximizing the accu-

mulative network throughput over finite time slots, which has been proved to outper-

form the offline scheme. Moreover, Q-learning algorithm has been demonstrated to have

approximate 90% network throughput performance of the DP-based algorithm with no

need of environmental information model. Therefore, the proposed resource allocation

methods have achieved a good performance considering system performance and com-

putational complexity.
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In this chapter, efficient channel allocation and power allocation have been considered

in wireless powered IoT networks. This causes heavy network congestion with all the

IoT users trying to transmit all the collected data to the central server, especially for

increasingly data-intensive IoT networks. In the next chapter, data processing in IoT

networks will be explored with edge computing.



Chapter 4

Computation Offloading in IoT

Networks via Machine Learning

As discussed in chapter 3, matching based efficient channel allocation and RL-based

power allocation have been investigated to address the challenge of spectrum scarcity

and learn the optimal transmit power strategy for the users in wireless powered IoT net-

works. Here, the IoT users transmit all the collected data to the central server for data

processing, which puts heavy burden on the spectrum resource and is very challenging for

data-intensive IoT networks. Moreover, compared to the conventional cloud platform,

the edge server has finite computation and power resource. Recently, the development of

smart chips has given the IoT devices powerful computation capabilities, which means

some simple computation tasks can be processed locally at the IoT users such that par-

tial computation offloading is emerged. However, this raises the challenges of which

task is processed locally, how to allocate power resource while offloading computation

tasks, how to manage spectrum resource for multiuser computation offloading and how

to manage the limited computation resource of IoT users. In this chapter, the joint

problem of computation offloading and resource allocation in IoT edge computing net-

work is investigated to find the efficient computation offloading strategies for IoT users

69
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by deciding which user should offload, which task should offload and how much transmit

power should be allocated while offloading through machine learning approaches. At

first, the centralized user clustering algorithm is explored to group the IoT users into

different clusters according to user priorities. The cluster with the highest priority is

assigned to offload computation tasks and perform task execution at the gateway, while

the lowest priority cluster is selected to execute tasks locally. For the other clusters, the

computation offloading process of each IoT user under dynamic environment is formu-

lated as a RL framework, where each IoT user is considered as an agent which makes a

series of decisions on computation offloading by minimizing the long-term system cost.

Moreover, this RL framework can be modelled as an MDP, which can be solved by classi-

cal model-free RL algorithm, Q-learning. To deal with the curse of high dimensionality,

DQN algorithm is adopted to learn the computation offloading strategy in which the

DNN is used to approximate the Q-table in Q-learning algorithm. The work presented

in this chapter has appeared in IEEE ICC [93] and IEEE Internet of Things Journal [94].

4.1 Objectives and Contributions

The authors in [90, 91] adopted DRL algorithms to address the computation offloading

with resource allocation problem, which needs to frequently communicate with the users

to train the agent. Inspired by the threshold-based structure of the optimal task offload-

ing policy [75], in this chapter, a centralized clustering algorithm is developed to group

the users in IoT networks into different user clusters corresponding to different compu-

tation offloading decisions, with defining user priority as the clustering feature. For each

user, its computation offloading scheme with resource allocation could be investigated

by using RL and DRL algorithms in [84, 85]. However, the computation resource of

the edge server and the users was not considered, moreover, the computation offloading

scheme was designed to minimize either the energy consumption or the time delay. The

major contributions of this paper are stated as following:

1. The joint optimization problem of computation offloading and resource allocation
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is addressed for the IoT edge computing networks via machine learning approaches,

which is cooperatively solved by centralized user clustering and designing dis-

tributed computation offloading strategies.

2. In the user clustering algorithm, the clustering feature is defined by user priority,

and based on it, the IoT users are grouped into different clusters by proposing the

K-means based clustering algorithm. The clusters with the highest and lowest user

priority are assigned as edge computing and local computing model, respectively.

3. Considering a typical IoT user in the remaining clusters, its dynamic computation

offloading process while interacting with the uncertain environment is modeled as

an MDP, where the objective is to minimize the long-term system cost. Moreover,

a DQN-based computation offloading algorithm is proposed for the IoT user to

learn the efficient computation offloading strategy.

4. Numerical results show that the IoT users are grouped into different user clusters

and the optimal cluster number is validated. Also, the DQN-based computation

offloading scheme is demonstrated to be superior to the other baseline schemes in

terms of system cost.

4.2 System Model

As shown in Fig. 4.1, an IoT framework is consisted of a variety of independent IoT

networks, which has a three-layer hierarchical architecture including the cloud layer

(e.g., cloud platform), the edge layer (e.g., the edge server and the IoT gateway) and

the local layer (e.g., the IoT users). Each independent IoT network provides services for

a large number of IoT users, which is achieved by the gateway collecting data from the

IoT users in its coverage area and processing it with its equipped edge server or sending

compute-intensive tasks to the cloud layer for further data processing.

An IoT network is considered as an example to explore the joint problem of com-

putation offloading and resource allocation between the local and edge layer. Here, the
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Figure 4.1: The framework of IoT system.

location distribution of the users U = {u1, ..., uU} in the considered IoT network is mod-

elled by a Poisson Cluster Process (PCP). From Fig. 4.1, the computation tasks can be

either executed locally at the IoT user or offloaded to the gateway and executed at the

edge server. However, it is hard for the IoT users to make decisions on computation

offloading since it cannot know the perfect knowledge of the environment, like channel

gains and other users’ decisions. Machine learning algorithms are exploited to design

the computation offloading schemes by learning the stochastic model of the dynamic

environment. The computation offloading scheme is designed with two steps: central-

ized user clustering and distributed computation offloading strategy design. Hence, the
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proposed scheme is assumed to operate on the time slot structure presented in Fig. 4.2,

and the time horizon is discretized into time slots with each time slot indexed by k in

each time frame F .

In the considered IoT network, the offloading users transmit their data to the gateway

by accessing to a limited number of channels with the bandwidth of each channel denoted

by Bm. Assuming each IoT user continuously generates independent computation tasks

in different sizes. Each IoT user can store a task queue with the maximum number of

tasks not exceeding T . Hence, the possible number of tasks stored at each IoT user in

time slot k, i.e., the possible length of task queue tki , is denoted by tki ∈ {T1, ..., TT }. The

task generation is assumed to be an independent and identically distributed sequence

of Bernoulli random variables with a common parameter τk ∈ [0, 1]. The indicator

of task generation is presented as Ik = {0, 1}, where Ik = 1 indicates the jth task

Ti,j(di,j , D
th
i,j) is generated at user ui with the task size as di,j and the task execution

delay as Dth
i,j ; otherwise, Ik = 0 means there is no task generated at current time slot k.

Here, τk = Pr{I = 1} = 1− Pr{I = 0}.

4.3 Problem Formulation

The benefits of distributively processing computation tasks are releasing the computa-

tion burden on the cloud server, shrinking the task execution latency and reducing the
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waste of spectrum resource. Edge computing harnesses these benefits by distributing the

powerful computation devices to closer to the IoT devices in the IoT networks. More-

over, the more powerful smart chips are deployed in IoT devices, which makes it possible

for the users to perform local computing and run machine learning algorithms. In this

section, two possible computing models to execute the computation tasks generated in

IoT networks are first presented, and then the system cost under each computing model

is calculated.

The computation offloading decision and transmit power allocation are jointly con-

sidered for each IoT user. Firstly, the possible decisions of each IoT user on computation

offloading in time slot k are Ok = {1}∪{0}, which indicates whether the task is offloaded

or not. Secondly, if the IoT user is selected to offload its computation task, its transmit

power level is selecting from a discrete set PT = {P1, ..., PX}. Noted that the IoT user

does not offload the computation task when Ok = 0, then the system cost only contains

local computation energy consumption and local task execution latency, and the trans-

mit power is defined as P T,k = 0 in this case. In contrast, Ok = 1 indicates that the IoT

user decides to offload the computation task to the gateway, with the transmit power

P T,k ∈ PT . In both cases, the computation task is executed successfully, but there is a

possibility that the task execution is failed. For example, the task transmission might

suffer from communication outage between the IoT user and the gateway, so a penalty

function is introduced to cope with this situation.

4.3.1 Local Computing Model

Let Ok = 0 if the computation task is executed locally at the IoT user. And let ν denote

the fixed CPU frequency of the device, which presents the number of CPU cycles required

to compute 1 bit of input data. The energy consumption of per CPU cycle is denoted

by eLi . Then νeLi indicates the energy consumption of per bit data at the IoT user.

The total energy consumption of executing the computation task Ti,j at the IoT user is

denoted by ELi,j = νeLi di,j . Moreover, let fi denote the computation capacity of the IoT
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user, which is measured by the number of CPU cycles per second. The remaining CPU

resource of the IoT user ui is denoted by the remaining percentage of its computation

resource ρi ∈ [0, 1]. The local computation latency DL
i,j at the IoT user is defined as

DL
i,j = (νdi,j)/fi. The system cost of choosing the local computing model is defined as

CLi,j = ELi,j + βDL
i,j , (4.3.1)

where β indicates the weight factor between the energy consumption and the task exe-

cution latency, which combines different types of functions with different units into a

universal cost function.

4.3.2 Edge Computing Model

Let hi denote the channel gain from the IoT user to the gateway, which is assumed to

be constant during each time slot. P Ti is the transmit power of the IoT user. Then

the achievable transmission rate (bit/s) of the user ui by transmitting the task Ti,j is

denoted by

Ri = Bmlog2(1 +
P Ti hi
σ2

), (4.3.2)

where σ2 indicates the power of the AWGN noise. Then the energy consumption of

the IoT user consumed by the data transmission is calculated as P Ti D
T
i,j , where the

transmission delay is given by DT
i,j = di,j/Ri. Similarly, let ν denote the CPU frequency

and eE denote the energy consumption per CPU cycle at the gateway. f indicates

the computation capacity of the gateway. The computation energy of the IoT user at

the gateway is given by EEi,j = di,jνe
E , and the computation latency is calculated by

DE
i,j = (di,jν)/f . Therefore, the system cost of choosing the edge computing model can

be derived as

CEi,j = EEi,j + P Ti D
T
i,j + β(DE

i,j +DT
i,j). (4.3.3)

As discussed above, the task execution is assumed to be successful in both cases. But

there is a possibility that the task execution is failed, like the task transmission might
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suffer transmission outage. Then a penalty value δ is defined as the cost when the task

execution fails. Therefore, the system cost is reformulated into a piece-wise function as

Cki =


CLi,j if local,

CEi,j if edge, not failed,

δ if edge, failed.

(4.3.4)

4.4 Centralized User Clustering

4.4.1 User Priority Initialization

The considered IoT network is consisted of a set of IoT users as U = {u1, ..., ui..., uU},

where users are requesting for computation services from the resource-constrained gate-

way, but it is noted that those users have different priorities of task execution. In this

section, a centralized user clustering method is investigated to group the IoT users into

different user clusters according to user priorities which are then assumed to have sim-

ilar values across users in the same cluster. Here, the user priority of the IoT user ui

is defined by its channel gain hi (mainly depending on the large-scale fading) to the

gateway and its computation offloading probability Pi. The definition of computation

offloading probability Pi for IoT user ui is given in Definition 4.1.

Each task is generated with its requirement on task execution delay at the IoT user

ui, if the local computing at the user cannot meet the delay requirement, the task has to

be offloaded to the gateway for execution. An initial process is allocated in the clustering

algorithm for the gateway to initialize the users’ priorities, which is shown in Fig. 4.2.

It contains that the users calculate and send their computation offloading probabilities

to the gateway, and then the gateway records the channel gain of all the users. After

that, the gateway performs the clustering algorithm to group the IoT users into a bunch

of clusters based on the initialized user priorities..

Definition 4.1. Considering the IoT user ui, the task Ti,j is generated with its task
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execution delay requirement as Dth
i,j. Assuming there are MT tasks are generated in each

time frame F . The task execution delay with the local computing model at the IoT user ui

is calculated as DL
i,j = di,jν/fi. In time frame F , the computation offloading probability

of user ui is defined as the frequency of offloading tasks from time frame ι = 1 until time

frame ι = F − 1,

Pi = Pr(D
L
i > Di) = Pr(

F−1∑
ι=1

MT∑
j=1

DL
i,j,ι >

F−1∑
ι=1

MT∑
j=1

Dth
i,j,ι). (4.4.1)

Here, the generated tasks are independent. This is calculated in the initial process in the

clustering algorithm shown in Fig. 4.2, and later it’s improved and updated in each time

frame F .

4.4.2 Priority-driven Clustering based on K-means

As discussed above, let xi indicate the user priority of user ui, which is defined by

the feature vector including the channel gain hi from user ui to the gateway and the

computation offloading probability Pi, so that xi = {hi,Pi}. Therefore, a priority-

driven user clustering algorithm based on the standard K-means algorithm is proposed

to group IoT users into H clusters according to user priorities by minimizing the sum of

squared error

min
Ch,ch

H∑
h=1

∑
xi∈Ch

‖xi − ch‖22, (4.4.2)

where H is the initial number of clusters, Ch indicates the cluster h, xi is the user priority

feature of user ui. Here, the centroid of the cluster Ch is calculated as

ch =
1

|Ch|
∑
xi∈Ch

xi, (4.4.3)

where |·| is the cardinality and the detailed description is provided in Algorithm 4.1.

It is noted that the optimal cluster number Hop is hard to get. One good method to

validate the optimal cluster number is called the elbow method. The basic idea is to run
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Algorithm 4.1: Priority-driven Clustering based on K-means

1: Input:
2: The number of observed tasks J , clusters H and clustering feature vectors, user

priorities X = {x1, ...., xi, ..., xU}
3: Initialization:
4: Randomly initialize H cluster centroids c1, ..., cH
5: Repeat:
6: for i = 1 : U do
7: for ĥ = 1 : H do
8: Calculate cluster index ĥi for xi as :

ĥi = arg min
ĥ
‖xi − ch‖22

9: end for
10: end for
11: for ĥ = 1 : H do
12: Update the cluster centroids by

ch :=
∑U

i=1 1{ĥi=ĥ}xi∑U
i=1 1{ĥi=ĥ}

13: end for
14: Until: No change of the cluster centroids

K-means clustering algorithm on the dataset for a range values of cluster number H. If

the selected cluster number H ′ is smaller than the real cluster number H, the sum of

squared errors (SSE) is reduced dramatically when the cluster number increases by 1.

Inversely, the SSE does not have obvious changes. Then the optimal cluster number is

located at the turning point of the curve, known as the elbow point. The performance

index of the elbow method, i.e., SSE, is defined as

SSE =

H′∑
h=1

∑
dist(xi, ch)2, (4.4.4)

where the SSE indicates the sum of squared errors between the sample point xi and the

cluster centroid ch.
∑
dist(xi, ch)2 denotes the distoration of cluster h, the smaller the

distoration is, the closer the sample points in the cluster h are; otherwise the looser the

sample points are. The distoration is decreasing with increasing the number of clusters,

but it will receive significantly decrease at a turning point, and then it decreases slowly.

However, the elbow method is sometimes ambiguous. The average silhouette method

can be an alternative to validate the optimal cluster number jointly. This method defines
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a Silhouette Coefficient to measure the similarity of a user to its own cluster compared

to its neighboring clusters, its Silhouette Coefficient is calculated by

SCi =
bi − ai

max{ai, bi}
, if |Ch| > 1, (4.4.5)

where ai indicates the mean distance between the user ui and all the other users in the

same cluster Ch, bi is the mean distance between the user ui and all the users in its

closest neighboring cluster Cl which is given by

Cl = arg min
Ch

1

q

∑
xl∈Ch

|xl − xi|2, (4.4.6)

where q indicates the number of users in the cluster Ch. Then the average Silhouette

Coefficient is obtained by calculating the mean of SCi over all the users. The average

Silhouette Coefficient is in the range [−1, 1], the higher value means the cluster number

is more appropriate for the clustering algorithm.

Noted that the proposed priority-driven user clustering algorithm is the first method

to cluster IoT users by defining user priority of user’s task execution; other explorations

could be done in the future with different features, such as radio propagation, usage, user

mobility pattern, etc. Moreover, the user clustering algorithm is performed periodically

based on the coverage of users’ location changes and the monitored task type changes.

4.4.3 Complexity Analysis

Finding an optimal solution to the clustering problem for observations in N dimensions

(feature vector) is an NP-hard problem. If the cluster number H and the dimension

size N are fixed, the computational complexity can be exactly calculated as O(UNH+1),

where U is the number of users that need to be clustered and N is the dimension of the

cluster feature vector. It depends on the two main steps: calculate the cluster index and

update the cluster centroids. There are many heuristic algorithms that can be used to

find the optimal solution, like Lloyd’s algorithm which has the complexity as O(IUNH).
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Here, I is the iteration number until the algorithm has converged and it has I = 2O(
√
U)

iterations in the worst case.

4.5 DRL-based Computation Offloading

After running the centralized user clustering algorithm, the IoT users are grouped into

different clusters by the gateway according to their unique features, user priorities. Here,

the cluster with the highest priority is directly designated as edge computing while the

cluster with the lowest priority assigned as local computing. In each cluster, all the IoT

users are assumed to have the same priorities to offload their tasks. For the remaining

clusters, the computation offloading scheme is further explored by DRL techniques in

this section. First, the basic formulations of RL are presented and then the dynamic

computation offloading process of the IoT user is modelled by an MDP. At last, a DQN-

based computation offloading algorithm is proposed to learn the efficient computation

offloading strategy, which can address the curse of dimensionality while solving the MDP

problem.

4.5.1 The RL Preliminaries

As shown in Fig. 4.3, RL is a dynamic process where the agent continuously learns

optimal actions to take by interacting with the environment. In this scenario, each

IoT user is considered as an agent and everything else in the IoT network is made up

of the environment. In this work, through the centralized user clustering, the scale of

the computation offloading problem in the IoT network is reduced. The computation

offloading process is discretized into time slots with the time slot structure shown in

Fig. 4.2. From Fig. 4.3, each agent, i.e., the IoT user ui, observes a state ski from state

space Si at time slot k, and then an action aki is taken from the action space Ai, that is,

decides which computing model and how much transmit power are taken based on the

policy πi. Therefore, the environment changes with the taken action, then the new state

sk+1
i is observed and a reward rki is obtained by the user. In this scenario, the reward
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Figure 4.3: The RL framework for computation offloading in IoT networks

is designated as a negative reward, the system cost Cki , i.e., the weighted sum of energy

consumption and task execution delay.

In a RL problem, the few key elements are {Action, State,Reward,Environment},

and which can be formulated as an MDP problem.

Action

The computation offloading decision and the transmit power of the IoT user are combined

as the action space, so the action set is denoted by Ai = {0,PTi }. Here, in time slot

k, P Ti = 0 indicates choosing the local computing model while PTi is the discretized

transmit power set in edge computing model 1.

State

The possible states observed by the agent represent the exploration information from

the environment. Here, the channel gain hki , task queue tki stored at the IoT user and

its remaining computation resource ratio ρki are consisted of the state, which presents

the exploration information of the IoT user. Hence, the observed state of the user at the

time step k is given as

ski = {hki , tki , ρki }, (4.5.1)

where ski ∈ Si, hki ∈ Gh. Gh is the channel gain set of IoT users in the cluster Ch that has

1Assume that the transmit power is larger than 0 while offloading tasks to the edge
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not been assigned any direct decisions on computation offloading yet, which is obtained

after performing the centralized user clustering algorithm.

Reward

The function of the reward signal is to encourage the learning algorithm to reach the goal

of the optimization problem. In this chapter, the negative reward is adopted to minimize

the long-term system cost while making the right decisions on computation offloading

and transmit power allocation. Here, the system cost is measured by the weighted sum

of energy consumption and task execution latency as derived in (4.3.1) and (4.3.3). To

make it clear, the reward function is defined as a piece-wise function. Therefore, the

reward function of each IoT user at time slot k is given by

rki =


CLi,j , if local,

CEi,j , if edge, 1− p,

δ, if edge, p,

(4.5.2)

where p is the failure rate of task transmission (considering the possibility of failed task

transmission) in the edge computing model, for simplicity, which is set as a fixed value

in this work, and δ is the penalty value of failed task execution. Here, the objective

function is given as a negative reward, i.e., the system cost shown in (4.3.4).

In addition, the state transitions of the computation offloading process are stochastic

and can be modelled as an MDP problem, where the state transition function and the

reward only depend on the environment and the obtained policy. The transition prob-

ability P = (sk+1
i , rki |ski , aki ) is defined as the transition from state ski to sk+1

i with the

obtained reward rki when the action aki is taken according to the policy πi. Generally, the

MDP problem is solved by finding an optimal strategy that will maximize some cumu-

lative function of the random rewards. In this case, the expected long-term cumulative
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discounted reward over a finite horizon is given by

Vi(si, πi) = E

[
+∞∑
τ=0

λτri(k + τ)

∣∣∣∣∣ski = si, πi

]
, (4.5.3)

where λ ∈ [0, 1] is the discount factor and E indicates the statistical conditional expec-

tation with transition probabilities.

Basically, the conventional solutions, like policy iteration and value iteration [123]

belonging to dynamic programming can be used to solve the MDP optimization problem

with the known state transition function. But it is hard for the agent to know the prior

information of the state transition function, which is determined by the environment.

Therefore, a model-free RL approach is proposed to investigate this decision-making

problem since the agent cannot make predictions about what the next state and cost

will be before it takes each action.

In this scenario, the IoT user is trying to obtain an optimal computation offloading

strategy and transmit power allocation solutions according to some stochastic infor-

mation, such as the possible channel conditions, the possible remaining computation

resource of the user and the possible task queue, observed from the environment. Par-

ticularly, the user is finding the optimal policy π∗i that minimizes the long-term reward

V (si, πi). This means for any given network state si, the optimal policy π∗i can be

obtained by

π∗i = arg min
πi

V (si, πi), ∀si ∈ Si. (4.5.4)

The problem of jointly designing computation offloading strategy and transmit power

allocation for the IoT user can be formulated as a classic single-agent finite-horizon MDP

problem. The classic model-free RL approach, Q-learning algorithm, is an effective way

to learn the optimal computation offloading strategy by minimizing the expected long-

term accumulated discounted reward, V (si, πi). Q(si, ai) denotes the Q-value that is

the expected accumulated discounted reward when taking an action aki ∈ Ai following a
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policy πi for a given state-action pair (si, ai). Thus, the action-value function Q(si, ai)

is defined as

Q(si, ai) = Eπi [r
k+1
i + λQπi(s

k+1
i , ak+1

i )|ski = si, a
k
i = ai]. (4.5.5)

In the proposed algorithm, Q(si, ai) indicates the value calculated from cost function

(4.3.4) for any given state si and action ai, it is stored in the Q-table which is built

up to save all the possible accumulative discounted reward. And the current Q(ski , a
k
i )

is updated during the time slot k if the new Q(sk+1
i , ak+1

i ) is smaller than the current

Q(ski , a
k
i ). The Q(ski , a

k
i ) is updated incrementally based on the current reward function

rki and the discounted Q(sk+1
i , ai),∀ai ∈ Ai in the next time slot. This is achieved by

the one-step Q-update equation

Q(ski , a
k
i )← (1− α)Q(ski , a

k
i ) + α(rki + λmin

ai
Q(sk+1

i , ai)), (4.5.6)

where rki is the reward obtained in the current state, α is the learning rate. Q-learning

is a model-free and off-policy solution to solve the MDP problem, in each time slot, the

Q-value in the next time slot is calculated with all the possible actions that it can take,

then it chooses the minimum Q-value and records the corresponding action.

Moreover, to explore the unknown states instead of trusting the learned values of

Q(si, ai) completely, the ε-greedy approach is used in the Q-learning algorithm, where

the agent picks a random action with small probability ε, or with 1 − ε it chooses an

action that minimizes the Q(sk+1
i , ai) as shown in (4.5.6) in each time slot.

4.5.2 Optimality and Approximation

The agent in the RL algorithm aims to solve sequential decision-making problems by

learning an optimal policy. In practice, the requirement for Q-learning to obtain the

correct convergence performance is that all the state action pairs Q(s, a) keep to be

updated. Moreover, if the policy is explored infinitely, the Q-value Q(s, a) has been
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validated to converge with possibility 1 to Q∗(s, a) , which is given by

lim
n→∞

Pr(|Q∗(s, a)−Q(s, a)n| ≥ ς) = 0, (4.5.7)

where n is the index of the obtained sample, and Q∗(s, a) is the optimal Q-value while

Q(s, a)n is one of the obtained samples. Therefore, Q-learning can identify an optimal

action selection policy based on infinite exploration time and a partly-random policy for

a finite MDP model.

4.5.3 DQN-based Computation Offloading Algorithm

As mentioned above, the classical Q-learning algorithm can find the optimal strategy

when the state-action space is small, and it depends on a Q-table to store the Q-values

and has to look up for every state in the table while training. If the state-action space

becomes huge, it takes a long time for the Q-table to converge. The reason is that the

states will be visited infrequently and the corresponding Q-values are updated rarely

for a large number of states. In the considered problem, multiple state dimensions and

continuous environment variations generate a large state space. To solve this problem,

a neural network is used to approximate the Q-function, which can predict the Q-values

based on the input (states), that is, once the weight vector θ is obtained through training,

we can get the output Q-values Q(ski , a
k
i ). Specifically, DNN has achieved successful

performance in approximating the Q-table, known as DQN. DNN can be applied to the

larger scale problems, and it’s appropriate to address sophisticate mappings from states

to the desired Q-values output.

The DQN follows the rule of neural network to update its weight vector θ at each

iteration by minimizing the loss function,

Loss(θ) = E[(Q′(ski , a
k
i )−Qtarget(ski , aki ;θ))2], (4.5.8)

where Qtarget(s
k
i , a

k
i ;θ) is the target output Q-value, and the current Q-value Q′(ski , a

k
i )
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is the prediction information which is given by

Q′(ski , a
k
i ) = rki + min

ai∈Ai

Q(ski , ai,θ), (4.5.9)

where rki is the corresponding negative reward, i.e., the system cost.

Here, the agent uses a replay memory with finite size to store state transitions

(ski , a
k
i , r

k
i , s

k+1
i ). The experience replay technique is adopted to sample a mini-batch

from the memory pool, which is then used to train the DQN in the direction of minimiz-

ing the loss function (4.5.8). The detailed process of training the DQN-based computa-

tion offloading algorithm is presented in Algorithm 4.2. After the algorithm training is

finished, given an initial state, the IoT user selects each action that has the minimum esti-

mated Q(ski , ai,θ
∗) to obtain the optimal computation offloading strategy and transmit

power allocation. Hence, the test algorithm is proposed as a DQN-based computation

offloading algorithm shown in Algorithm 4.3.

Algorithm 4.2: DQN training for computation offloading

Initialization
Initialize the size of replay memory and the mini-batch,
Initialize Q-network with random weight vector θ,
Initialize parameters: discount factor λ, learning rate α, exploration rate ε, and the
channel gain set Gh in the clusters Ch

Procedure
1: while i′ ≤ iteration do
2: Observe initial state ski = (hki , t

k
i , ρ

k
i )

3: Select an action aki according to ε-greedy policy.
4: After taking action aki , calculate the cost rki by (4.5.2), and new state sk+1

i =
(hk+1
i , tk+1

i , ρk+1
i ) is observed.

5: Store the state transition (ski , a
k
i , r

k
i , s

k+1
i )in the replay memory

6: Randomly sample a mini-batch of transitions from the experience pool
7: Update weight vector θ by minimizing (4.5.8)
8: Every C steps update the Q-network
9: Update time epoch: k = k + 1

10: end while
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Algorithm 4.3: DQN-based computation offloading algorithm

Initialization
Given an initial state s1i = (h1i , t

1
i , ρ

1
i )

1: while tki > 0 do
2: Select an action aki = min

ai∈Ai

Q(ski , ai,θ
∗).

3: State sk+1
i = (hk+1

i , tk+1
i , ρk+1

i ) is observed.
4: end while

4.5.4 Complexity Analysis

In this section, the complexity of the proposed DQN-based computation offloading algo-

rithm is analyzed, which is mainly determined by the training algorithm shown in

Algorithm 4.2. For Q-learning algorithm, its time complexity depends on the episodes

I and the steps Hs in each episode, denoted as O(IHs). In DQN, DNN is used to approx-

imate the Q-value function in Q-learning algorithm. Hence, its time complexity mainly

comes from training the DNN, which can be calculated as O(Hi·H1+H1·H2+...+Hn·Ho).

Moreover, how many times required for training the DNN relies on the total episodes

I and the replay memory size D, denoted by W = b(I/D)c. Here, the input layer of

the DNN is determined by the batch size B and state space S, i.e., Hi = BS, while

the output layer depends on the action space A. Therefore, the time complexity of the

proposed algorithm is O(W × (BS ·H1 +H1 ·H2 +H2 ·H3 +H3 · A)).

4.6 Numerical Results

In this section, the joint design of computation offloading strategy and transmit power

allocation is analyzed via the simulations. The proposed computation offloading scheme

is achieved by user clustering and DRL-based computation offloading design. Here, user

clustering is based on K-means clustering algorithm according to users’ unique features,

user priorities. After running centralized user clustering algorithm, the users are grouped

into different user clusters where the cluster with the highest user priority is designated

as edge computing while the cluster with the lowest user priority is specified as local

computing. For the remaining clusters, a DQN-based computation offloading algorithm
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Figure 4.4: Priority-driven user clustering and the optimal cluster number validation

is proposed for each user to learn the optimal computation offloading strategy and power

allocation solutions distributively.
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4.6.1 Parameters Setup

In the simulations, the location distribution of the IoT users is modelled by PCP with

the parameter λPossion = 50. The small scale fading of the channels between users and

the gateway is set as Rayleigh fading, and the path-loss parameter is a = 2.5. The

input cluster number of priority-driven user clustering algorithm is 4, the result of user

clustering and the validation of the optimal cluster number are shown in Fig. 4.4.

For DQN training, the DNN with three fully-connected feed forward hidden layers is

used to approximate the Q-function, the neurons of each hidden layer is 256, 256 and

512, respectively. The activation function of the first two hidden layers are rectified

linear units (ReLUs), and the final hidden layer employs tanh function as the activation

function. The replay memory is set to have the capacity of 1000 recent transitions due to

the dramatically changing environment, and the mini-batch size is B = 300. The action

exploration is following the ε-greedy policy with ε = 0.9, and it’s linearly decreasing with

the iteration number. The possible channel gain values between the IoT user and the

gateway are set as the channel gain set obtained in the clustering algorithm. For the user

ui ∈ Ch, the channel gain hi is selecting possible values from Gh. The other simulation

parameters of the proposed DQN-based computation offloading algorithm are shown in

Table 4-A. The experiments are conducted by using Tensorflow for machine learning

library.

Table 4-A: Simulation Parameters

Parameters Values

γ, α 0.9, 0.5

Bm, σ 106Hz,−174 + 10log10Bm
Channel gain set Gh
Task queue set T = [0, 19]

Task size set M = [10, 30]Kbits

ν 600 cycles/bit

eEi 10−8 Joule/CPU cycle

eLi 10−7 Joule/CPU cycle

f , fi 4GHz, 500 MHz

β 100
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4.6.2 DQN-based Computation Offloading Scheme

In this section, the performance of the distributed computation offloading strategy

learned by the DQN-based computation offloading algorithm is quantified. For com-

parison, the three benchmarks: local computing, edge computing and greedy scheme are

also studied,

1. Local computing: the computation tasks are locally executed at the IoT user in

each time slot whatever the size of the generated task is.

2. Edge computing: all the computation tasks generated at the IoT user are offloaded

to the gateway and then processed there.

3. Greedy scheme: when the task queue is not empty and the remaining computation

resource of the user is still enough, the IoT user decides to execute the task locally or

offload it to the gateway while minimizing the system cost, that is, min{CLi,j , CEi,j}.

Through the centralized user clustering, the IoT users are grouped into different

clusters corresponding to different user priorities. A typical IoT user in the cluster Ch

(except the cluster with the highest and lowest user priority) is considered as an example

to explore the computation offloading strategy and power allocation solution learned by

the DQN-based algorithm Algorithm 4.2.

First, the convergence performance of the DQN-based computation offloading algo-

rithm is validated. The possibility of task generation is set as τk = 0.5. From Fig. 4.5,

it is observed that the training loss is converged to a stable value by simulating the loss

function (4.5.8). Based on the convergence performance of the proposed DQN-based

computation offloading algorithm, the following simulation results are analyzed from the

trained DQN running for 2× 104 iterations.

With the trained DQN, the computation offloading scheme is tested through the

proposed algorithm in Algorithm 4.3. The task queue is initialized as 15 and the

terminal state is set as the task queue equalling to zero in the first time. The per-
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Figure 4.6: Performance comparison of the cumulative system cost Ci with the proposed DQN-
based computation offloading scheme and the other three baseline schemes versus the time slots,
β = 100.

formance of the cumulative system cost Ci over the experienced time slots is analyzed

in Fig. 4.6. Moreover, it demonstrates the comparisons of the cumulative system cost

among local computing, edge computing, greedy scheme and DQN-based computation

offloading scheme over the time slots. The proposed DQN-based computation offloading
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Figure 4.7: Performance comparison of cumulative energy consumption Ei with the proposed
DQN-based task offloading scheme and the other three baselines versus the time slots. β = 100

scheme has lower cumulative system cost than the other three schemes. The reason is

that the proposed DQN-based scheme can learn the computation offloading strategy to

select the computing model and transmit power by minimizing the long-term system

cost while the greedy scheme only considers the current minimum system cost. Here,

the higher task generation probability, τk = 0.5 means more computation tasks are

generated and executed at the user compared to τk = 0.3, so the system cost is higher.

Fig. 4.7 shows the comparisons of the energy consumption Ei among edge computing,

local computing, greedy scheme and the proposed DQN-based computation offloading

scheme over the time slots. It is shown that the edge computing has the highest energy

consumption because the IoT user consumes transmit power to offload the computation

task to the gateway. But for the local computing model, it consumes the least energy

since all the energy consumption only comes from the task execution. In the proposed

DQN-based scheme, the decisions on computation offloading are made by observing envi-

ronment information. Compared to local computing, it has higher energy consumption

because it may choose edge computing model according to the learned computation

offloading strategy. Here, the greedy scheme has the lowest energy consumption since it
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Figure 4.8: Performance comparison of cumulative task execution delay Di with the proposed
DQN-based task offloading scheme and the other three baselines versus the time slots. β = 100

considers the current minimum system cost, the energy consumption.

The performance of the task execution delay Di among the three baseline schemes

and the proposed DQN-based computation offloading scheme is shown in Fig. 4.8. Local

computing has the highest execution delay since the computation ability of the IoT

user is much weaker than the gateway. Specifically, the task with large task size takes

long time to be executed locally. However, the computation task can be executed more

quickly when it is offloaded to the gateway for execution. Similarly, the computation

offloading strategy learned by the proposed DQN-based scheme includes both actions:

local computing model and edge computing model, hence it has neutral performance of

task execution delay.

Fig. 4.9 presents the performance comparisons over different computation capacity

Ds of the gateway in terms of the average cost. It is demonstrated that the average cost

is smaller when the gateway has larger computation capacity Ds = 20 GHz compared

to Ds = 4 GHz. This is because more powerful computation capacity can provide faster

task execution, that is, smaller task execution delay by executing tasks at the gateway.
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Figure 4.9: Performance comparison of average cost under different edge server computation
capacity versus time slots k. β = 50

4.7 Summary

In this chapter, the joint problem of computation offloading scheme and resource allo-

cation has been explored in IoT edge computing networks by considering the statistics

information of environment, including the time-varying channel conditions, the dynamic

task queue and the remaining computation resource of the IoT users via machine learning

approaches. This problem was solved by two steps: centralized user clustering and dis-

tributed computation offloading strategy. The centralized user clustering was achieved by

the proposed priority-driven clustering algorithm by defining user priorities as the cluster-

ing features. By running user clustering algorithm, the users were grouped into different

clusters, where the clusters with the highest and lowest user priority were assigned as

edge computing model and local computing model, respectively. For the users in the

remaining clusters, a DQN-based computation offloading algorithm was proposed for

each user to distributively learn the computation offloading strategy and power alloca-

tion solutions by using DQN framework with minimizing the long-term system cost. The

simulations demonstrate the priority-driven user clustering algorithm and the optimal

cluster number was validated. Moreover, the DQN-based computation offloading algo-
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rithm has been simulated, it has lower system cost compared to the other three baseline

schemes and a neutral performance was obtained with separately considering energy

consumption and task execution delay.

In this chapter, the computation offloading problem of users in IoT edge computing

networks was investigated from the aspect of user clustering and distributed computa-

tion offloading scheme. Here, the distributed computation offloading scheme was learned

only considering single user computation offloading scenario. In the next work, the mul-

tiuser computation offloading scenario where multiple users making their computation

offloading decisions together will be discussed, which can be formulated as a stochastic

game that makes it more suitable for practical applications.



Chapter 5

MARL for Multiuser

Computation Offloading in IoT

Networks

As discussed in Chapter 3 and 4, edge computing provides a front-end distributed com-

puting archetype of centralized cloud computing with low latency, but where the edge

server has finite resources to support all the users offloading their computing tasks.

Therefore, the joint optimization problem of computation offloading and resource allo-

cation in IoT edge computing network was studied in Chapter 4, where the computation

offloading scheme adopting machine learning techniques has been proposed. A cen-

tralized user clustering was first investigated to pre-process the computation offloading

decisions for users, and then a DQN-based computation offloading algorithm was devel-

oped for the user to learn efficient computing offloading strategies and resource alloca-

tion solutions distributively with considering single user computing offloading scenario.

However, the challenges of multiple users offloading their computation tasks simultane-

ously need to be addressed since the uses are competing for spectrum, computation and

radio access technologies resources during the offloading process. In this Chapter, the

96
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computation offloading mechanism of multiple selfish users is investigated in IoT edge

computing network by formulating it as a non-cooperative stochastic game. Each user

is a learning agent observing its local network environment to learn optimal decisions

on either local computing or edge computing and optimal resource allocation solutions

including transmit power level, radio access technology and sub-channel with a goal of

minimizing long-term system cost while without knowing any information from the other

users. Since the users’ decisions are coupling at the gateway, the reward function of each

user is defined by considering the aggregated effect of other users. Therefore, an MARL

framework is developed to solve the stochastic game by proposing an IL-based MA-Q

algorithm. The convergence of the proposed IL-based MA-Q algorithm is shown under

different learning parameters by the simulations, and then this algorithm is tested to be

feasible to solve the formulated problem and achieve distributed computation offload-

ing decision making. Finally, compared with the benchmark algorithms, including the

random and the iterative algorithm studied from [6], it has lower system cost perfor-

mance. Moreover, it achieves around 80% performance of the centralized algorithm but

has less complexity. The work presented in this chapter has been published in China

Communications [124].

5.1 Motivation and Contributions

In IoT edge computing networks, due to its characteristics of distributed nature and

random channel conditions, as well as limited spectrum resource, to find the computation

offloading scheme with efficient resource allocation solutions for simultaneous multiuser

computation offloading problem is full of challenge. To address these challenges, the

authors in [6, 74, 105] formulated this problem as a computation offloading game using

game theory and then the iterative algorithm was proposed and proved to reach a NE

[6]. To the best of my knowledge, multiuser computation offloading problems have not

been well investigated with MARL that can provide promising solutions for intelligent

resource management with distributed learning. The major contributions of this chapter
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are presented as:

1. The joint optimization problem of multiuser computation offloading and resource

allocation aiming to minimize the long-term system cost is investigated in IoT edge

computing network by jointly selecting the transmit power level, the sub-channel

and the radio access technology.

2. The multiuser computation offloading problem with resource allocation is formu-

lated as a stochastic game, where each user becomes a self-interested learning agent

to learn its computation offloading strategy and resource allocation solutions dis-

tributively under the dynamic wireless environment.

3. The MARL framework is exploited to develop intelligent computation offloading

scheme and resource management solutions with distributed learning for users.

Specifically, each user’s reward function is defined by considering the aggregated

effect of other users.

4. an IL-based MA-Q algorithm is proposed to explore the optimal computation

offloading strategy with efficient resource allocation solutions for users. Here, each

user runs an independent Q-learning algorithm with considering other users as part

of the environment, and there is no information exchange among users.

5. Numerical results demonstrate that the proposed IL-based MA-Q computation

offloading algorithm is superior to the random and the iterative algorithm proposed

in [6]. Moreover, it achieves around 80% performance of the centralized algorithm

but has less complexity, and it is more energy efficient without extra cost on channel

estimation.

5.2 System Model

As shown in Fig. 5.1, considering a multiuser IoT edge computing network, which

includes U single antenna IoT users and one single antenna edge server. Here, the IoT
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Figure 5.1: Multiuser computation offloading model in IoT networks.

users (e.g., sensors or mobile devices) can process some small computation tasks, while

the edge device (e.g., gateway or the access point) can provide data processing for more

intensive computation tasks from the IoT users with its higher computation capacity.

Assuming that the IoT users are stationary and randomly distributed around the gate-

way, they collect data and process it with two possible ways: 1) local computing: process

computation tasks locally at the IoT users; 2) edge computing: offload computation tasks

to the gateway and process them at the edge server. The IoT users have limited computa-

tion capacity and the generated computation tasks are delay-constrained, so to improve

the performance of data processing, they may choose to offload some compute-intensive

computation tasks to the gateway by selecting the possible radio access technologies

denoted by RA = {RA1, ..., RAN} with each radio access technology having M orthog-

onal sub-channels, denoted by CH = {CH1, ..., CHM}. Noted that each radio access

technology is operated on different radio frequencies. From Fig. 5.1, different computa-

tion tasks are continuously generated at each IoT user. The gateway in the considered
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IoT edge computing network serves a set of IoT users U = {u1, ..., uU}. Each IoT user

ui continuously generates computation tasks with the jth task denoted as Ti,j(di,j , D
th
i,j),

where di,j is the task size and Dth
i,j is the delay constraint of executing the task Ti,j at

user ui. The generated task sequence at each user is indicated by {T1, T2, ...TT } shown

in Fig. 5.1

This chapter is focused on dynamic multiuser computation offloading with efficient

resource allocation in the considered IoT edge computing network by selecting transmit

power levels, radio access technologies and sub-channels distributively without sharing

information among users. Here, each IoT user only can observe its local information, such

as the CSI between the IoT user and the gateway, and the feedback from the gateway.

The system is assumed to operate on a time slotted structure with discretized time slots

indexed by an integer k ∈ K = {1, 2, ...,K}. At each time slot k, each IoT user makes its

own decisions on computation offloading and resource allocation solutions distributively

according to the observed local environment information.

5.2.1 Local Computing Model

In the considered multiuser IoT edge computing network, each IoT user is possible to

execute its tasks locally or offload to the edge server and perform task execution there.

Let the IoT user ui choose to execute its task locally in time slot k. ν presents the

number of CPU cycles required to process 1 bit data, and eLi denotes the computing

energy consumption of each CPU cycle at the IoT user. Hence, the computing energy

consumption of the task Ti,j is ELi,j , and the time delay of local execution is DL
i,j .

5.2.2 Edge Computing Model

Compared to the IoT user, the gateway has much more powerful computation capacity

f and more stable power supply. Then the computation time delay of the task execu-

tion at the edge server is DE
i,j , and the energy consumption by processing the offloaded

computation task Ti,j is EEi,j .
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As mentioned before, the IoT users could offload their computation tasks to the gate-

way and which is able to support efficient computation task execution with its powerful

computation ability. Assuming that the channels between each IoT user and the gateway

follow Rayleigh fading distribution, each user can select one radio access technology from

RA and one sub-channel from CH in the selected RA to offload the computation task

Ti,j to the gateway. The transmission rate can be presented as

Rm,ni = Bm,nlog2(1 +
P Ti h

m,n
i

σ2 +
Z∑

z=1, z 6=i
δm,nz hz→oP Tz

), (5.2.1)

where P Ti is the transmit power of the user ui, h
m,n
i is the channel gain of the radio

access technology RAn in sub-channel CHm,n
1, and hz→o, z ∈ Z is the channel gain

from the user uz to the gateway O. The noise is assumed to be AWGN with its power

as σ2 and P Tz is the interference from the IoT user uz that chooses the same channel

CHm,n, and δm,nz indicates if the user uz takes up the channel CHm,n or not, which is

defined as

δm,nz =


1, uz in CHm,n,

0, otherwise.

(5.2.2)

Then the transmission delay of offloading the task Ti,j of user ui to the gateway is

given by

DT
i,j = di,j/R

m,n
i . (5.2.3)

Moreover, the consumed energy for offloading the task Ti,j is calculated as

ETi,j = P Ti ·DT
i,j . (5.2.4)

Here, the observed SINR from user ui to the gateway over channel CHm,n by offload-

1For simplicity, let CHm,n indicate the channel CHm of radio access technology RAn.
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ing task Ti,j is given by

γm,ni =
P Ti h

m,n
i

σ2 +
Z∑

z=1, z 6=i
δm,nz hz→oP Tz

. (5.2.5)

In this chapter, each IoT user adopts discrete transmit power control, with the trans-

mit power values discreted as in a set PTi = {P1, ..., PX}. At time slot k, each IoT

user selects its transmit power P Ti = Px,∀x = {1, ..., X} from PTi when it chooses edge

computing model; otherwise, P Ti = 0 indicates the user chooses local computing model.

Hence, the possible transmit power levels can be selected by the IoT user ui are defined

as a finite set,

PTi = {P0, P1, ..., PX}, Px 6= 0,∀x = {1, ..., X},∀i ∈ U , (5.2.6)

where P0 = 0 indicates the user chooses to execute task locally. Similarly, the pos-

sible radio access technologies and the possible sub-channels under each radio access

technology can be selected by the IoT user ui are defined as the finite sets, respectively.

RAi = {RA1, RA2, ..., RAN},∀i ∈ U ,

CHi = {CH1, CH2, ..., CHM},∀i ∈ U .
(5.2.7)

The considered multiuser IoT edge computing network is assumed to operate on the

discrete time horizon with each time slot equalization and non-overlapping. Moreover,

assuming that the communication parameters keep unchanged during each time slot.

The timeslot structure is shown in Fig. 5.2, with each time slot lasting Ks duration.

During the time slot k, each IoT user executes its computation tasks according to the

computation decisions made in the last time slot k−1, and then receives some feedbacks

from the gateway, at last, it has to make decisions on computation offloading and resource

allocation by the end of time slot k, i.e., k = (k − 1) +Ks.
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Figure 5.2: The timeslot structure of the multiuser computation offloading scheme.

5.3 Problem Formulation with Stochastic Game

In this section, the joint problem of computation offloading and resource allocation for

multiuser IoT edge computing network is firstly formulated, and then the stochastic

game is used to model the formulated problem with multiple self-interested users simul-

taneously choosing computing model, transmit power level, radio access technology and

sub-channel.

5.3.1 Problem Formulation

In IoT edge computing networks, energy consumption and time delay are two main

concerns for successful computation task execution. If the IoT user chooses to offload

its computation task, it has to request spectrum and computation resource from the

gateway, which in turn reduces the resource that other users can be allocated. Moreover,

from (5.2.5), larger transmit power means higher transmission rate, smaller transmission

delay, but causes more interference to other IoT users. Therefore, it is necessary to

design a joint computation offloading scheme with efficient resource allocation for the

IoT users. Here, the system cost, defined as the weighted sum of energy consumption and

time delay, is considered as an index to evaluate the decisions on computation offloading

and resource allocation made by the IoT user ui, given by

Ci = Ei + βDi, (5.3.1)
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where Ei is the energy consumption, and Di is the time delay. Specifically, the system

cost is considered as a negative reward function in the formulated problem, which can

indicate what are good or bad decisions for the user.

At the time slot k, the IoT user ui has two possible computing models, executing

task locally or transmitting task to the gateway for execution. Based on the observed

state from the environment, each IoT user selects its transmit power level, radio access

technology and sub-channel. Then it receives a reward to evaluate the performance

of the selected actions. Hence, the design of the reward function directly guides the

learning process. In this chapter, the reward function rki of each IoT user ui is defined

by considering the aggregated effect of other users, which is given by

rki =



(a) CLi,j , γm,ni = 0,

(b) CEi,j + CTi,j , γm,ni > γ̄n, Wall < W̄ ,

(c) CEi,j + CTi,j + ω, γm,ni > γ̄n, Wall > W̄ ,

(d) CTi,j +$, γm,ni < γ̄n,

(5.3.2)

where (a) indicates user ui chooses local task execution and receives the reward CLi,j ,

which obviously indicates that the gateway will not receive any data transmission from

this user, γm,ni = 0. (b) indicates user ui chooses to offload task to the gateway for

execution and gets the reward CEi,j +CTi,j , which means the offloaded task is successfully

received by the gateway, that is, γm,ni > γ̄n, where γ̄n denotes the threshold of the SINR.

Also, the offloaded task from user ui can be successfully executed, that is, Wall < W̄ ,

which means the computation capacity of the gateway is enough to support the data

processing of all the offloaded tasks, Wall indicates the required computation capacity of

all the offloaded tasks while W̄ is the computation capacity of the gateway. (c) presents

that user ui chooses edge task execution and the offloaded task is successfully received

by the gateway, but the computation capacity requirements from all the offloading users

exceed the computation capacity of the gateway, that is, Wall > W̄ , so the obtained

reward is CEi,j + CTi,j + ω, where ω denotes the waiting cost received by the offloading
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users. (d) means the user ui chooses edge task execution, but due to the interference

from other users, the computation offloading process fails (e.g., the SINR is smaller than

the SINR threshold). Therefore, it receives the reward CTi,j + $, where $ denotes the

received penalty because of failed computation offloading process. CLi,j , C
E
i,j , and CTi,j

present the cost of local task execution, edge task execution and computation offloading,

which are calculated by

CLi,j = ELi,j + βDL
i,j ,

CEi,j = EEi,j + βDE
i,j ,

CTi,j = ETi,j + βDT
i,j .

(5.3.3)

Noted that the instant reward of the IoT user ui in any time slot k mainly relies on

its observed information. 1) the available information: the taken actions including the

transmit power level P T,ki , the radio access technology RAki and the sub-channel CHk
i ,

and it relates to the current channel gain hm,n,ki and the remaining computation capacity

of the edge server. 2) the unavailable information: the actions taken by the other IoT

users in the same IoT network and the channel gains between them and the gateway.

Next, to consider the long-term system cost, which is given by

vki =

+∞∑
τ=0

λτrk+τi , (5.3.4)

where λ ∈ [0, 1] is the discount factor. vki presents the discounted sum of future rewards

from the time slot k, which can be used to measure the taken action by IoT user ui.

And τ is the time slot index from the time slot k.

The action space of each IoT user contains the set of possible transmit power level

PTi , radio access technologies RAi and sub-channels CHi, which can be denoted as

Ai = PTi × RAi × CHi. Moreover, at any time slot k, the goal of each IoT user is to

take an optimal action a∗i (k) = (P T∗i , RA∗i , CH
∗
i ) ∈ Ai with maximizing the long-term

reward in (5.3.4). Specifically, the reward function is defined by the system cost, which

is a negative reward, so it converts to minimize the long-term reward here. Therefore,
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the optimization computation offloading problem of the IoT user ui can be formulated

as

ak∗i = arg min
ai∈Ai

vki . (5.3.5)

However, the design of multiuser computation offloading scheme for the considered

IoT edge computing network consists of U sub-problems as discussed above, which cor-

responds to U IoT users. Moreover, each IoT user has no information of other IoT

users and it is hard or even impossible to share their local information, like the taken

actions and the received rewards, to each other. It is difficult to get a direct tool to solve

this problem accurately, so a non-cooperative stochastic game is exploited to model this

problem, and then an MARL framework is proposed as the solution.

5.3.2 Stochastic Game

In this section, a stochastic game is investigated to model the design of multiuser com-

putation offloading strategies while minimizing the long-term system cost. In the con-

sidered IoT edge computing network, each IoT user is considered as a player to take

actions including computation offloading decisions and resource allocation solutions to

maximize its own payoff by interacting with the environment. This is an n-player game,

in which multiple self-interested and selfish users learn their own computation offloading

strategies without any cooperation with the other IoT users. Each player observes its

local environment state ski ∈ Si, then independently takes the action aki ∈ Ai. Conse-

quently, each player receives a reward rki = ri(s
k
i , a

k
1, ...a

k
U ), and observes a new state

sk+1
i ∈ Si depending on the actions of all the involved players.

A stochastic game is the generalization of MDP in the multi-agent case, also named

as a Markov game, which is denoted by a tuple < S, U,A,P,R >.

• S is the environment states that include the states of each player, and S = S1 ×

S2 · · · × SU ;

• U is the player number;
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• A is the joint action set A = A1 ×A2 · · · × AU ;

• P : S ×A× S ∈ [0, 1] is the state transition probability function;

• R = {r1, · · · rU} contains all the reward functions of the players.

5.3.3 Computation Offloading Game Formulation

Based on the definition of the stochastic game, the considered multiuser computation

offloading problem can be formulated as a stochastic game with each item presented as

follows.

5.3.3.1 Action

In the considered IoT edge computing network, each IoT user ui is considered as an

intelligent agent, at any time slot k, it takes an action including selecting transmit

power level P T,ki , radio access technology RAki and sub-channel CHk
i to complete task

execution. aki ∈ Ai = PTi × RAi × CHi is denoted as the IoT user ui’s action at time

slot k. Hence, the action space of the computation offloading game is A =
∏
i∈U Ai.

5.3.3.2 State

There is no cooperation among the competitive IoT users, so the environment state is

defined based on each IoT user’s local observations. At time slot k, the state observed

by the IoT user ui is given by

ski = (Lki , Iki ,J ki ), (5.3.6)

where Lki ∈ {0, 1} indicates the user ui chooses local computing or edge computing

model, that is, whether the transmit power P T,ki of the user ui is equal to zero or not,

denoted as

Li(k) =


0, if P T,ki = P0 = 0,

1, otherwise.

(5.3.7)
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Iki ∈ {0, 1} indicates whether the ui’s computation offloading can be recognized by the

gateway, that is, the received SINR γm,n,ki of user ui is above or below the SINR threshold

γ̄n,

Iki =


1, if γm,n,ki (aki ,a

k
−i) > γ̄n,

0, otherwise,

(5.3.8)

where ak−i = (ak1, ..., a
k
i−1, a

k
i+1, ..., a

k
U ) ∈ A−i = A1× ...×Ai−1×Ai+1× ...×AU indicates

the action vector of the other IoT users.

Moreover, J ki ∈ {0, 1} denotes the broadcast information from the gateway that

presents if the gateway’s computation capacity is enough to support the offloaded com-

putation tasks from users at time slot k, given by

J ki =


1, if Wall ≤ W̄ ,

0, otherwise.

(5.3.9)

5.3.3.3 Reward

The reward rki (ski , a
k
i ,a

k
−i) of IoT user ui in state ski presents the immediate return by

user ui taking action aki while the other IoT users taking actions ak−i at time slot k. It’s

rewritten as

rki (ski , a
k
i ,a

k
−i) =



CLi,j , if Lki = 0,

CEi,j + CTi,j , if (Lki , Iki ,J ki ) = (1, 1, 1),

CEi,j + CTi,j + ω, if (Lki , Iki ,J ki ) = (1, 1, 0),

CTi,j +$, if (Lki , Iki ) = (1, 0).

(5.3.10)

Here, the reward function of user ui is defined by considering the aggregated effect

of other users’ actions on user ui. Since only the users that choose edge comput-

ing model may have coupling actions including sub-channels selection and computa-

tion resource competition at the gateway, the reward function r(ski , a
k
i ,a

k
−i) (hereinafter

shorten rki (ski , a
k
i ,a

k
−i) as r(ski , a

k
i ,a

k
−i)) depends on the actions taken by the users choos-
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ing edge computing model. This means that the user ui requesting for the computation

resource from the gateway is affected by the other users that have the same requests at

the same time slot k, also, its channel access is affected by the users competing for the

same channel. For these considerations, two different penalties, ω and $, are defined

in the reward function to mitigate the completely unknown information from the other

offloading users.

Recall that a policy, πi(si, ai), is a mapping from each state, si ∈ Si and ai ∈ Ai

to a probability πi(si, ai) = Pr(at = a | st = s) ∈ [0, 1]. It gives the probability of

taking action ai in state si. Specifically, for IoT user ui in the state si, it has mixed

strategy as πi(si) = {πi(si, ai) | ai ∈ Ai}. Hence, in a stochastic game, a joint strategy

for U agents is defined as a strategy vector π = (π1(s1), π2(s2), ..., πU (sU )) with each

strategy belonging to each agent. Based on the probabilistic policies, we formulate the

optimization goal of each IoT user ui in (5.3.4) into its expected discounted form as

Vi(si,π) = E

[
+∞∑
τ=0

λτri(k + τ)

∣∣∣∣∣ski = si,π

]
, (5.3.11)

where E[·] is the expectation operation, which calculates the state transition under strat-

egy π in state si. The state transition from the state ski to the new state sk+1
i is deter-

mined by the joint strategy of all the IoT users. Moreover, in the non-cooperative game,

at each time slot k, each IoT user ui chooses its strategy πi(s
k
i ) independently in state ski

to maximize its discounted reward Vi(si,π), and then it receives its current individual

reward based on the joint strategy π. Here, the goal of each IoT user is to learn the

optimal strategy π∗i from any state si ∈ Si, i.e., the optimal strategies of other IoT users

are learned as π∗−i = (π∗1, ..., π
∗
i−1, π

∗
i+1, ..., π

∗
U ), and the expected reward is reformulated

as

Vi(si, πi,π−i) = E
[
+∞∑
τ=0

λτri(s
k+τ
i , πi(s

k+τ
i ),π−i(s

k+τ
i ))

∣∣∣∣ski = si

]
,

π−i(s
k
i ) = (π1(s

k
1), ..., πi−1(s

k
i−1), πi+1(s

k
i+1), ....πU (skU )).

(5.3.12)

Hence, the solution of the multiuser computation offloading game may reach a Nash
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equilibrium (NE) at one stage, which is defined by Definition 5.1.

Definition 5.1. A Nash equilibrium is a set of U optimal strategies (π∗1, ..., π
∗
U ), in which

no IoT user can receive any lower reward by only changing their own strategies. That

is, for each IoT user ui ∈ U in each state si ∈ Si,

Vi(si, π
∗
i ,π

∗
−i) ≤ Vi(si, πi,π∗−i), ∀πi ∈ Πi, (5.3.13)

where Πi is the set of possible strategies can be taken by IoT user ui.

Definition 5.2. 1) Every finite stochastic game has a Nash equilibrium if it has a finite

number of players, U , finite action set, A, and set of states, S.

2) A game with infinite stages if the total payoff is the discounted sum, Vi(si, πi,π−i).

This means, there always exists a NE in our formulated computation offloading game.

In a NE, each IoT user has obtained its optimal strategy, no IoT user can get any better

strategies by changing only their own strategies. Therefore, in this chapter, each IoT

user ui is aiming to find an NE strategy for any state si.

5.4 MARL based Computation Offloading Algorithm

In this section, the multiuser computation offloading in IoT edge computing network is

formulated by the MARL framework. Then a MA-Q learning based computation offload-

ing algorithm is proposed to address the formulated multiuser computation offloading

game.

5.4.1 MARL Framework for Multiuser Computation Offloading

Fig. 5.3 illustrates an MARL framework for a multiuser computation offloading problem

in the IoT edge computing network. Here, in time slot k, each IoT user ui at state ski

takes the action aki ∈ πi(si), and then the environment is changed to a new joint state

Sk+1 = {sk+1
1 , ..., sk+1

i , ..., sk+1
U } based on the joint action Ak = {ak1, ..., aki , ..., akU} taken
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Figure 5.3: The MARL framework for multiuser computation offloading in IoT networks.

by all the IoT users. Finally, each IoT user observes its local information oki as the

new state sk+1
i and gets its own reward rki . Since the future state Sk+1 only depends

upon the present state Sk and the taken action Ak, this dynamic MARL process has

Markov property such that it can be formulated into a stochastic game, i.e., Markov

game. Specifically, the stochastic game with a single player is modelled as an MDP,

moreover, the decision problem faced by a player in a stochastic game when all the other

players choose a fixed profile of stationary strategies is equivalent to an MDP [125].

In the non-cooperative game, each IoT user ui chooses the strategy πi(si) indepen-

dently to maximize its total expected discounted reward, defined in the value function,

from (5.3.12). The value function can be decomposed into two parts as shown in the

Bellman equation:

Vi(si, πi,π−i) = E[ri(si, πi(si),π−i(si)) +
+∞∑
τ=1

λτri(s
′
i, πi(s

′
i),π−i(s

′
i)) | ski = si],

(5.4.1)

where for simplicity, let ski = si and sk+1
i = s′i, so the Bellman equation is formulated as

Vi(si, πi,π−i) = E[ri(si, πi(si),π−i(si)) + λVi(s
′
i, πi,π−i) | ski = si]

= E[ri(si, πi(si),π−i(si))] + λE[Vi(s
′
i, πi,π−i)],

(5.4.2)
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where the expectation of the immediate reward is defined as

E[ri(si, πi(si),π−i(si))] =
∑

(ai,a−i)∈Ai

ri(si, ai,a−i)
∏
z∈U

πz(sz, az), (5.4.3)

where πz(sz, az) denotes the probability of the IoT user uz choosing action az in state

sz. Moreover, the expectation of the discounted value of successive state is calculated

with the state transition function

E[Vi(s
′
i, πi,π−i)] =

∑
s′i∈Si

Psis′i
(πi(si),π−i(si))Vi(s

′
i, πi,π−i). (5.4.4)

Therefore, at the state ski = si, the IoT user takes action aki and then gets the expectation

value of the cumulative return under policy π defined as the state-action value function

Qπ
i (si, ai) = E[

+∞∑
τ=0

λτri(si, ai,π−i(si)) | ski = si, a
k
i = ai]

= E[ri(si, ai,π−i(si)) + λQπi (s′i, a
′
i) | ski = si, a

k
i = ai],

(5.4.5)

similarly, the first part of the Q-value function presents the current return of the IoT

user by taking action ai in state si, which is defined as

E[ri(si, ai,π−i(si))] =
∑

a−i∈A−i

ri(si, ai,a−i)
∏

z∈U\{i}
πz(sz, az). (5.4.6)

Hence, (5.4.5) is reformulated as

Qπi (si, ai) = E[ri(si, ai,π−i(si))] + λ
∑
s′i∈Si

Psis′i
(ai,π−i(si))Vi(s

′
i, πi,π−i)

= E[ri(si, ai,π−i(si))] + λ
∑
s′i∈Si

Psis′i
(ai,π−i(si))

∑
a′i

πi(s
′
i, a
′
i)Q

π
i (s′i, a

′
i).

(5.4.7)

As discussed in Section III, there always exists an NE in the formulated computation

offloading game. Hence, the optimal strategy satisfies the Bellman’s optimality equation,

given as
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Vi(si, π
∗
i ,π

∗
−i) = max

ai∈Ai

{E[ri(si, ai,π
∗
−i(si))] + λ

∑
s′i∈Si

Psis′i
(ai,π

∗
−i(si))Vi(s

′
i, π
∗
i ,π

∗
−i)}.

(5.4.8)

Similarly, the optimal Q-value function Q∗ is the maximal action-value function over

all the possible strategies, that is, when all the IoT users follow the NE strategies given

by

Qi
∗(si, ai) = E[ri(si, ai,π

∗
−i(si))] + λ

∑
s′i∈Si

Psis′i
(ai,π

∗
−i(si))Vi(s

′
i, π
∗
i ,π

∗
−i). (5.4.9)

By combining (5.4.8) and (5.4.9), the optimal Q-function is reformulated as

Qi
∗(si, ai) = E[ri(si, ai,π

∗
−i(si))] + λ

∑
s′i∈Si

Psis′i
(ai,π

∗
−i(si)) max

a′i∈Ai

Q∗i (s
′
i, a
′
i). (5.4.10)

From (5.4.10), the optimal strategy means each IoT user ui chooses the optimal

action which maximizes the corresponding Q-value function for the current state si,

which forms an optimal policy over each time step. Moreover, the optimal Q-function is

determined by the joint policy of all the users π, which makes it difficult to obtain the

optimal strategy. In this chapter, independent learning is used to solve the formulated

computation offloading game. Each IoT user is considered as an independent learner

to learn its individual strategy without sharing information with other IoT users, that

is, for the IoT user ui, the other users are just forming of one part of the environment.

Actually, it is more practical because it is hard for the IoT user to be aware of the

existence of the other IoT users, or to reduce complexity, it may choose to ignore the

action information from the other IoT users.
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5.4.2 IL-based MA-Q learning Algorithm

In this section, Q-learning is applied to solve the independent MDP problems, and an

IL based MA-Q learning algorithm is proposed to solve the joint problem of multiuser

computation offloading and resource allocation in the IoT edge computing network. In

the proposed algorithm, each IoT user runs an independent Q-learning algorithm and

simultaneously learns an individual optimal strategy for their own MDPs. Specifically,

the selection of an optimal action depends on the Q-function, by following (5.4.10), the

optimal Q-function is defined as the optimal expected value of state si when taking action

ai and then proceeding optimally. Since the state transition probability function Psis′i

and the reward function rsis′i are hard or even impossible to be obtained in practice,

the mean return with multiple sampling is used to approximately calculate the expected

cumulative reward. This is achieved by using Monte-Carlo (MC) Learning method, with

sampling the same Q-function Qi(si, ai) over different strategies. However, MC learning

is complicated by calculating mean return with sampling complete episodes, so Temporal

Difference (TD) learning is used to recursively update Q-value function with learning

the estimates on the basis of the old values, which is presented as

Q′i(si, ai)← Qi(si, ai) + α(r′i + λ min
a′i∈Ai

Q(s′i, a
′
i)−Qi(si, ai)), (5.4.11)

where r′i + λ min
a′i∈Ai

Q(s′i, a
′
i) indicates the optimal cumulative returns at time slot k + 1,

which is called TD target. α is the learning rate (0 < α ≤ 1), for ensuring the convergence

of Q-learning, the learning rate αk is set as

αk = αk−1 ∗ (
αend
αini

)
1

episodes , (5.4.12)

where αini, αend are the given initial and last values of α, respectively, and episodes is

the maximum iterations of the learning algorithm.

In this chapter, an IL-based MA-Q learning algorithm is proposed for multiple users

to independently learn their optimal computation offloading strategies for the formulated
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computation offloading game. In the proposed algorithm, each IoT user runs a Q-learning

procedure independently, and it only maintains its own Q-table. The detailed process of

the proposed algorithm is shown in Algorithm 5.1.

Algorithm 5.1: IL-based MA-Q learning computation offloading algorithm

Initialization:
Initialize parameters: discount factor λ, learning rate parameters αini, αend, explo-
ration rate ε.
Set k = 0.

1: for i to U do
2: Initialize action-value function Qki (si, ai)
3: Initialize the resource allocation strategy πki (si, ai)
4: Initialize the state ski
5: end for

Learning:
6: while k ≤ K do
7: for i to U do
8: Choose an action ai according to the strategy πi(si)
9: Measure the received SINR γm,ni at the receiver and the computation capacity

of the gateway by identifying the transmit power, radio access technology and
sub-channel

10: Observe the current state sk+1
i

11: Obtain a reward rki according to the measured information
12: Update Qk+1

i (si, ai) by (5.4.11)
13: Update the strategy πk+1

i (si, ai) according to ε-greedy method
14: Set k = k + 1
15: end for
16: end while

In the proposed learning algorithm, the ε-greedy method is adopted as the strategy

of action selection, which focuses on solving the important problem of reinforcement

learning, the trade-off between exploration and exploitation. This gives a guide that the

agent reinforces the best decision given information or explores new actions to gather

more information. With the ε-greedy method, the agent selects the optimal action

corresponding to the largest Q-function with probability 1 − ε, and chooses a random

action with probability ε ∈ [0, 1].
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Table 5-A: Simulation Parameters

Learning parameters

αini, αend 0.9, 0.001

λ, β 0.9, 5

Channel parameters

BL
m,n, σ

L 1.25 ∗ 105Hz,−174 + 10log10BL
m,n

BW
m,n, σ

W 5 ∗ 106Hz,−160 + 10log10BW
m,n

γ̄L, γ̄W −15dB, 10dB

CHL, CHW 10, 13

PL,PW [0.05, 0.3]W , [0.1, 1]W

Computation parameters

di,j [10K, 4M ]bits

ν 500 cycles/bit

eE , eLi 10−7, 10−8 W/CPU cycle

f , fi 10GHz, [500MHz, 1GHz]

5.5 Simulation Results

In this section, the performance of the proposed IL-based MA-Q learning algorithm

for multiuser computation offloading with the resource allocation problem is presented

in the simulations. In the considered IoT network, each IoT user runs a Q-table and

independently interacts with the environment to learn its own optimal computation

offloading strategy and resource allocation solutions. The distances between the IoT

users and the gateway are following the normal distribution with µ = 1000, ξ = 3,

that is, the users are located in a circle with its radius rc = 1km. The small scale fading

between the users and the gateway is set as Rayleigh fading, and the path-loss parameter

is set as a = 2.5. Two radio access technologies, WiFi and LoRa, are considered as an

example to illustrate the proposed algorithm. The detailed simulation parameters are

given in Table 5-A. The experiments are conducted by using Tensorflow for machine

learning library.

Here, the maximum iteration episode for all the simulation experiments is set as

episodes = 10000. To verify the proposed IL-based MA-Q learning algorithm, without

loss of generality, an IoT user u1 is considered as an example. As shown in Fig. 5.4, it

shows the convergence performance of the proposed algorithm under different exploration
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Figure 5.4: Convergence performance of the proposed IL-based MA-Q learning algorithm mea-
sured by the average Cost Cave, achieved by u1, Ag = 30.

rates ε. The average cost per time slot is converged with the iterations increasing, which

indicates the Q-table of user u1 has been trained stably. Moreover, it is observed that

the larger ε = 0.9 causes the worse average cost, that is, the user explores too many

random actions instead of exploiting the optimal action. From Fig. 5.4, the user has to

pay more attention to exploiting its optimal action in the considered scenario.

Fig. 5.5 shows the convergence performance comparison over different number of

users. It is observed that the average cost, Cave, per time slot of user u1 is higher with

more users in the considered IoT network. This is because with more users, it is harder

for each user to access the gateway due to the limited number of channels. Furthermore,

with the trained Q-tables, the IoT users can make their computation offloading decisions

simultaneously. Considering there are 30 IoT users in the IoT network with 23 available

channels including 10 LoRa channels and 13 WiFi channels. From Fig. 5.6, 20 users

choose to offload their computation tasks while the other 10 users choose to execute their

computation tasks locally. Here, 8 users offload their computation tasks using the LoRa

channels while the others access to the gateway with WiFi channels. It is noted that the

IoT users can access the channels reasonably without collisions.
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Figure 5.5: Performance comparison with different number of users U measured by the average
Cost Cave, achieved by u1, ε = 0.2.
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Figure 5.6: Access channels allocation with LoRa and WiFi access technologies, Ag = 30, ε =
0.2.

Moreover, the average cost per time slot per IoT user under different computation

offloading algorithms is investigated: the proposed IL-based MA-Q, Centralized, Iterative

presented in Algorithm 5.2 and Random. Here, Centralized, Iterative and Random

algorithm are proposed as three benchmark algorithms for the proposed algorithm.

1. IL-based MA-Q computation offloading: each user independently runs its own Q-
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Algorithm 5.2: Iterative computation offloading algorithm

Initialization:
Set k = 0

1: for i to U do
2: Initialize the strategy selection probability of user ui as 1

U+1 ∈ wk
i = ( 1

U+1 , ...,
1

U+1)
3: end for

Learning:
4: for k to K do
5: for i to U do
6: User ui selects an offloading strategy πki according to wk

i

7: Measure the received SINR γm,ni at the receiver and the computation capacity
of the gateway by identifying the transmit power, radio access technology and
sub-channel. Evaluate a reward rki .

8: Update wk
i by wk+1

i = wk
i + boki (eπk

i
− wk

i ) where 0<b<1 is the learning step

size, eπk
i

is (U + 1)-dimensional unit vector with the πki -th element equal to 1,

oki = 1− ζirki , ζi is a scaling factor and ζi ≤ 1
max
k

rki

9: Until all the users do not change their offloading strategies.
10: end for
11: end for

table to learn the efficient computation offloading strategy by interacting with the

environment.

2. Centralized computation offloading: first, the gateway makes channel estimation

over each user to obtain their channel information and computation task sizes, then

it allocates users for local computing, or offloading computation tasks with LoRa

channels or WiFi channels.

3. Iterative computation offloading: it is based on the multi-agent stochastic learning

algorithm proposed in [6] to solve the multiuser computation offloading problem,

which initializes a strategy selection probability vector wk
i as a uniform distribu-

tion for each user, then performs a loop by a) each user updates its computation

strategy according to wk
i ; b) each user measures its instantaneous payoff; c) each

user updates its wk
i with an updating rule. The loop ends until all the users do not

adjust their respective computation offloading strategies. The detailed procedure

is illustrated in Algorithm 5.2.
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Figure 5.7: Comparisons for average cost Cave, with different IoT users under algorithms Cen-
tralized, IL-based MA-Q and Random.

4. Random computation offloading: each user randomly chooses to offload its com-

putation tasks using LoRa channels or WiFi channels, or locally execute its com-

putation tasks.

Fig. 5.7 shows that the average cost is increasing with the number of IoT users

increasing. However, the centralized algorithm does not show obvious upward trend,

this is because it gets the solution with knowing the complete information of the envi-

ronment, that is, there is no competition among users such that the interference will not

increase with the increasing number of users. The proposed IL-based MA-Q algorithm

has lower average cost than the random and iterative based computation offloading, and

the iterative algorithm takes a long time to converge with a large action space. It is

observed that even though the centralized algorithm has around 20% less cost than the

proposed algorithm, it has higher complexity. Moreover, the proposed algorithm can be

achieved in a distributed way, which reduces the computation burden on the gateway,

and it saves the extra cost with no need of performing channel estimation.
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5.6 Summary

Towards addressing the multiuser computation offloading problem with limited resources,

like power, computation and spectrum, in IoT edge computing networks, a joint prob-

lem of multiuser computation offloading and resource allocation is formulated. Then, a

non-cooperative multiuser computation offloading game is formulated with multiple self-

ish and self-interested users making decisions on computation offloading simultaneously

while competing for resources from the gateway. Moreover, an IL-based MA-Q algorithm

was developed to solve the formulated problem. The proposed algorithm enabled each

IoT user to independently learn their computation offloading strategies by considering

the aggregated effect of the other users in the defined reward function. The feasibility

of the proposed IL-based MA-Q algorithm applied to different scale of IoT networks has

been verified by simulation results. Compared to the iterative and random benchmark

algorithms, it achieved less system cost, and improved computation performance for the

multiuser IoT edge computing networks with distributed learning.



Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis focused on solving the resource allocation problem of computation offload-

ing in the Internet of Things (IoT) networks by adopting efficient resource management

methods and especially exploiting machine learning techniques, which is considered as

one of the biggest challenges in the future intelligent IoT networks aiming to achieve

connected intelligence. To deal with data processing in the intelligent IoT networks,

compared to the conventional cloud computing, edge/fog computing with its distributive

property can reduce network congestion and shrink communication latency by exploring

intelligent computation offloading mechanisms based on Artificial Intelligence (AI). By

invoking machine learning techniques, like clustering and Reinforcement Learning (RL)

algorithms, the complex and dynamic computation offloading problem can be converted

to the data-driven framework or formulated by the Markov Decision Process (MDP),

which is of great significance in IoT edge computing networks since the conventional

approaches are restricted by large scale problem and specific application scenarios. Dur-

ing my PhD study, the fundamental research was carried out to design optimal resource

allocation schemes and computation offloading strategy by exploiting matching theory

and machine learning algorithms, with particular effort to achieve distributed learning

122
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to improve network throughput, energy efficiency and data processing latency.

It has been an effective way for the resource-limited IoT users to transmit their

collected data to a central server for data processing. In this case, the IoT users offload

all the collected data to the central server to get data processing, but which raises

the challenge of spectrum allocation. Besides, the IoT users need sufficient power to

transmit the collected data to the gateway. The use of energy harvesting techniques

provides continuous power supply for data transmission but makes the power allocation

more challenging. Therefore, these challenges were addressed in chapter 3 by proposing

matching theory based Efficient Channel Allocation Algorithm (ECAA) and online power

allocation framework. The proposed ECAA efficiently assigned the IoT users to the

available access channels without collisions, achieved 80% of the optimal performance but

with much lower complexity and achieved better performance than the random channel

assignment. Moreover, the online power allocation framework achieved dynamic transmit

power control for each IoT user by the proposed Dynamic Programming (DP) and RL

based power allocation algorithms. The comparison of network throughput performance

between both proposed power allocation algorithms and the offline power allocation

scheme was carried. The DP-based power allocation has highest network throughput,

and Q-learning-based algorithm could reach 90% of the highest performance but with

no need of pre-known network state transition probability function.

However, offloading all the data to a central server consumes large communication

bandwidth and transmit power. Moreover, compared to cloud computing, edge server

has finite computation and power resource. The development of more powerful chips

enables the IoT users to execute partial computation tasks locally, so partial compu-

tation offloading is more reasonable to be considered in practical IoT networks. Nev-

ertheless, it brings the concern that which task should be offloaded and how it should

be offloaded, how many users should be chosen to offload their tasks. To address these

issues, machine learning approaches with two steps were explored in chapter 4. Firstly,

a centralized K-means based clustering algorithm was proposed to group IoT users into
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different clusters in IoT edge computing network, which roughly decided the computa-

tion offloading strategies for the IoT users in the clusters with highest and lowest user

priority. Next, for the users in the remaining clusters, a distributed computation offload-

ing strategy was learned by exploiting Deep Q-Network (DQN) algorithm to minimize

the long-term system cost by considering the single user computation offloading scenario.

It was demonstrated that the clustering algorithm could eliminate redundant processing

for those users with relatively obvious decisions on computation offloading. Moreover,

the DQN-based computation offloading mechanism achieved lower system cost than the

other three benchmark schemes and had a neutral performance separately considering

energy consumption and execution latency.

Machine learning approaches have received good performance to learn computation

offloading strategy and efficient resource allocation schemes for IoT users from chapter

4. The distributed computation offloading strategy based on DQN was learned by only

considering the single user scenario and ignoring other users’ interference and resource

competition. In reality, multiple users are likely offloading computation tasks simulta-

neously, which causes competition for limited system resources and interference among

users. Chapter 5 investigated this problem as a joint computation offloading and resource

allocation optimization problem, and formulated it as a non-cooperative stochastic game.

Next, a Multi-Agent Reinforcement Learning (MARL) framework was explored to solve

the formulated problem and then an Independent Learners based Multi-Agent Q-learning

(IL-based MA-Q) algorithm was developed to learn the efficient computation offload-

ing strategy and resource allocation solutions, with special effort on the design of each

user’s reward function by aggregating the effect of all the other users. Simulations have

demonstrated the feasibility of the proposed IL-based MA-Q learning algorithm applied

to different scale of IoT networks, and it achieved lower system cost compared to the

iterative and random benchmark algorithms. Moreover, it was shown 20% more cost

than the centralized algorithm but with less complexity. Consequently, it achieved effi-

cient resource management and improved computation performance for the users in IoT
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edge computing networks with distributed learning.

To sum up, in this thesis, the efficient resource allocation methods and computation

offloading mechanisms have been proposed for computing offloading in IoT networks

based on matching theory and machine learning techniques with an emphasis on improv-

ing network throughput, energy efficiency and network latency, as well as achieving dis-

tributed learning. An amount of simulations have been performed. It demonstrated the

feasibility of the proposed matching theory-based channel allocation algorithm, the joint

RL-based computation offloading strategies and resource allocation schemes. Moreover,

they were proved to be superior to the benchmark algorithms and have less complexity

than the optimal scheme, and have achieved distributed learning.

6.2 Future Work

A few research issues have been identified and will be addressed in the future work, for

achieving edge intelligence enabled IoT networks which contributes an important part

in 6G networks.

6.2.1 Federated Learning for Edge Intelligence

Based on the research work in chapter 4, each IoT user has to run an independent

deep Q-network to learn the optimal computation offloading strategy and resource allo-

cation solutions. However, each user has limited data source, and is always resource-

constrained, including power-limited battery and capacity-limited processor. Federated

learning enables collaborative training with the master-slave architecture where multiple

IoT devices are slavery to the edge server by offloading their local training model param-

eters and then getting the global training model update from the edge server, which has

received much attention recently. As mentioned in section 2.3, edge intelligence requires

the edge server to provide both machine learning enabled data processing and distributed

AI model integration. This raises the challenge in computation offloading, i.e., the joint

design of data offloading and model parameters offloading, especially for offloading data
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and the model parameters of the learning model for computation offloading scheme itself.

6.2.2 Distributed Intelligence

As mentioned before, federated learning generally enhanced distributed AI model train-

ing with a central parameter server to integrate the local AI models from the IoT devices.

In this case, network congestion is still challenging because many users need to offload

their model parameters to the central server. The partially/fully decentralized AI model

training method, in which users might rely on their closest neighbours or more powerful

devices to support their AI model training, is attracting the attention from researchers.

Moreover, according to research in chapter 5, to deal with the non-cooperative multiuser

computation offloading game, each user has to learn the actions taken by the other users

since it is observing local information from the varying environment due to the joint

action of all the users. Therefore, the design of fully distributed learning method when

it is hard or impossible to know the coupled actions from other users and the environ-

mental changes is full of challenges, at the same time it is essential to be addressed for

6G networks.

6.2.3 Embedded Intelligence for IoT Applications

Along with the development of AI services in our lives, like augmented reality and virtual

reality, and autonomous driving, they require data-driven machine learning methods to

analyse the massive amount of data and then make real-time decisions. More critical and

efficient communication technologies via machine learning algorithms are needed to sat-

isfy the extreme requirements, including ultra-low latency and ultra-low energy consump-

tion. Specifically, embedding machine learning algorithms into the resource-constrained

IoT devices raises a big challenge for algorithm design and hardware implementation.

Here, the design of machine learning algorithm needs to focus on low complexity and

easily ported. In contrast, the hardware design has to be put more attention on more

powerful and integrated AI chips.
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