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Abstract

In this thesis, we study the analytical properties of harmonic Ricci flows and Ricci flows in presence

of a finite time singularity. After recalling some well-known results from the theories of these

flows, we start our analysis considering Type I harmonic Ricci flows. We can characterise the

pointwise singular behaviour of the flow by means of several natural curvatures associated to the

flow, generalising results by Enders, Müller1 and Topping. Next, we move our attention to Ricci

flows, and prove some extension results for Ricci flows under suitable space-time integral curvature

assumptions, extending results by Wang. For this purpose, a new and delicate parabolic regularity

theory argument is used. Then, a refined local singularity analysis is developed, introduced jointly

with R. Buzano in order to get rid of the Type I condition assumed in the work of Enders, Müller

and Topping, obtaining thus a theory for general Ricci flows. This relies on some new concepts of

regularity scales and their continuity properties. We give some applications of this new theory to

the case of Ricci flows with scalar curvature bounded uniformly along the flow. Finally, we outline

a plan for future research on the topic, shortly presenting some research in progress.

1Reto Müller changed his surname in Buzano in 2015. In this thesis we will reference works from both before and
after this name change, using always the surname under which the cited work has been published.
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Chapter 1

Introduction and Brief Summary of

the Main Results

Geometric flows constitute a general procedure of transforming a given object into an equivalent

one with more symmetry or regularity properties. They first appeared in 1964 in [33], where Eells

and Sampson introduced the harmonic map flow to solve the homotopy problem in non-positively

curved manifolds. Another remarkable example is provided by the solution of the Poincaré and

Thurston Geometrization Conjectures by Perelman in [65] and [66] using Ricci flow. In general,

geometric flows may develop singularities which may prevent them from being continued smoothly;

in these cases, one may hope to understand the geometry at the singular time well enough to be able

to either modify the object in consideration without losing any information, and then to start the

flow again, or to flow through the singularity in a weak sense. It is therefore natural to study the

singularity formation of these kind of flows. Throughout this thesis we will focus on two particular

examples, the Ricci flow and the harmonic Ricci flow.

1.1 Extension Theorems for the Ricci Flow

A Ricci flow is a smooth one-parameter family (g(t))t∈I of Riemannian metrics on a n-dimensional

smooth manifold Mn, defined on a time interval I and satisfying for every t ∈ I

∂tg(t) = −2 Ricg(t) . (1.1.1)

Here Ricg(t) denotes the Ricci tensor of the metric g(t). This flow was introduced by Hamilton

in [42], where he showed the remarkable result that a simply connected 3−manifold admitting a

metric of positive Ricci curvature must be a 3−sphere; this result functioned both as prototype

and as inspiration for the subsequent developments of the Ricci flow theory, and ultimately to the

1



2 Chapter 1. Introduction and Brief Summary of the Main Results

resolution of the Poincaré conjecture by Perelman.

A Ricci flow (M, g(t)) defined on a time interval of the form [0, T ), with T < ∞, is said to

develop a singularity at time T if it cannot be smoothly extended past T . By Hamilton’s original

long-time existence criterion [42], if a Ricci flow (M, g(t))t∈[0,T ) defined on a closed manifold M

develops a singularity at the time T <∞, then the Riemannian curvature tensor Rm must blow-up,

i.e.

lim sup
t↗T

sup
M
|Rm(·, t)|g(t) =∞ (1.1.2)

or equivalently

(T − t) sup
M
|Rm(·, t)|g(t) ≥ 1/8, ∀t ∈ [0, T ). (1.1.3)

Property (1.1.3) follows from (1.1.2) by a maximum principle argument applied to the evolution

equation of the Riemannian curvature tensor along the Ricci flow. This result was later extended

by Shi to Ricci flows for which (M, g(t)) are complete with bounded curvature for all t ∈ [0, T ), see

[71]. Let us mention that there exist Ricci flows satisfying (1.1.2), with curvature blow-up at spatial

infinity, which can be smoothly extended past time T , see [16, 38] for instance. In particular (1.1.2)

is necessary but not sufficient for T to be the maximal time of existence. In this work however,

we always implicitely assume our flows have bounded geometry time-slices, that is they

have bounded curvature and their injectivity radius bounded away from zero, up to the

maximal time of smooth existence, unless otherwise stated. These hypotheses are both

natural in view of Remark 2.4.10. The reader may be misled to believe that these hypotheses forces

the existence of singular points, but we notice that in the very recent [19], the authors constructed

Ricci flows satisfying these assumptions and getting singular only at spatial infinity. The result by

Hamilton and Shi cited above can be seen as archetypes of extension theorems: one can get further

smooth existence of the flow as long as a suitable condition (on some curvature) is met. Other

remarkable examples of such theorems were proven by Sesum [69] and Ma-Cheng [26], who showed

that a Ricci flow can be continued as long as the Ricci curvature remains bounded, respectively

in the closed and the complete and bounded curvature time-slices cases, generalising therefore

Hamilton’s and Shi’s results. Extension theorems have been obtained under a wide variety of other

pointwise or integral curvature bounds on closed manifolds or complete manifolds with bounded

geometry, see for example [17, 26, 45, 50, 51, 83, 84, 90, 91] for a non-exhaustive list.

In Chapter 4 we will present two extension theorems obtained by the author in [32]. Inspired by

the results in [84], we will deduce the extendibility of the flow assuming the boundedness of suitable

space-time integral norms of some curvature. Our first result, Theorem 4.1.2, says that the flow

can be extended past a finite time T if the (α, β)−integral norm of the Riemann curvature Rm on

M×[0, T ) is bounded, under a proper condition on the pair (α, β), see Definition 4.1.1. For the same

range of (α, β)’s, we show in our second result, Theorem 4.1.3, that one can weaken this curvature

bound to an analogous integral bound on the scalar curvature R, assuming further a global Ricci
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curvature lower bound along the flow. In [84], Wang considered the case in which the spatial and

the temporal integrability exponents match α = β, and the flow is defined on a closed manifold,

whereas we allow them to be different and the flow to be with complete and bounded geometry

time-slices, subtleties which lead to several additional difficulties. The first theorem is proven by

a standard blow-up argument, using that the space-time integral norm considered constitutes a

(sub-)critical quantity for our choice of (α, β)′s. In order to prove the second theorem, the lack

of Rm curvature bounds in the contradiction argument does not allow us to extract a blow-up

limit; we therefore develop a Moser iteration under the Ricci flow, and we eventually arrive to a

Moser-Harnack type inequality for the scalar curvature. Under our assumptions, we can apply this

inequality for a sequence of rescalings in the contradiction argument, comparing the L∞−norm and

the (α, β)−norm of the rescaled scalar curvature asymptotically, which gives again a contradiction

since the latter is again a (sub-)critical quantity. We refer the reader to Chapter 4 for further

details.

1.2 Local Singularity Analysis for the Ricci flow

Many of the results currently present in the literature study and classify singularities from a global

point of view, that is they fit in the framework of the extension theorems discussed above, without

considering where the flow becomes singular. Of particular importance is the work of Hamilton,

who introduced different notions of finite time singularities, called Type I and Type II singularities,

distinguishing them by the rate at which the maximal curvature blows-up at the singular time, see

[43]. A Ricci flow on [0, T ) is said to be of Type I if there exists a constant C such that

(T − t) sup
M
|Rm(·, t)|g(t) ≤ C, ∀t ∈ [0, T ). (1.2.1)

If no such C exists, meaning that

lim sup
t↗T

(T − t) sup
M
|Rm(·, t)|g(t) =∞, (1.2.2)

the Ricci flow is said to be of Type II. In view of (1.1.3), these two classes exhaust that of singular

Ricci flows. If a Type I Ricci flow develops a singularity, this is forming at the fastest possible rate,

so that one expects to be able to carry out the singularity analysis more easily than in the general

case. This heuristic idea led Hamilton to make the following conjecture, which we state informally

here.

Conjecture 1.2.1 (Hamilton’s Conjecture [43]). Singularities in Type I Ricci flows are modelled

on non-trivial gradient shrinking soliton solutions.

We postpone the exact meaning of the verb “modelling”, as well as of the words “shrinking

soliton” and “trivial” to the concept of tangent flows and the other definitions in Chapter 2. This
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conjecture was initially approached independently by Enders [34] and Naber [64] who verified the

gradient soliton structure of tangent flows to Type I Ricci flows, and Sesum [70] who confirmed

the conjecture in case all the tangent flows are closed. The full result was later established by

the work [35] of Enders-Müller-Topping, where the authors implemented the first local singularity

theory for the Ricci flow, achieving remarkable results which have been of great inspiration, and

even more have provided a motivation for the local singularity analysis developed by the author and

his supervisor R. Buzano in the joint work [14], which is the focus of Chapter 5. Before proceeding

to examine the work [35], let us mention that in [61], a different approach to Conjecture 1.2.1 is

presented, consisting of heat kernel bounds and Perelman’s entropy preservation along blow-up

procedure; this latter work prompted the study of the heat kernel we briefly outline in Chapter 6.

In [35], the authors focused their attention to Type I Ricci flows, for which they proved Conjec-

ture 1.2.1 as well as a really interesting singular points characterisation. First of all, let us recall

their general definition of singular points, which we will adopt too, and some related definitions

important for their work.

Definition 1.2.2 (Singular Set, Definition 1.5 in [35]). Suppose (M, g(t))[0,T ) is a Ricci flow with

complete and bounded geometry time-slices. We say that a point p ∈ M is a singular point if for

any neighbourhood U of p, the Riemannian curvature becomes unbounded on U as t approaches T .

The singular set Σ is the set of all such points and the regular set Reg consists of the complement

of Σ. Given a singular point p ∈ Σ, any sequence (pk, tk) such that pk → p, tk ↗ T and along

which |Rm |(pk, tk) → +∞ is called an essential blow-up sequence (e.b.s. in short) for the point

(p, T ).

Definition 1.2.3 (Special Singular Sets, Definitions 1.2, 1.3, 1.4 in [35]). Suppose (M, g(t))[0,T ) is

a Ricci flow with complete and bounded geometry time-slices. We define the singular subsets Σ∗I ,

Σ∗Ric or Σ∗R as follows

� p ∈ Σ∗I if there exists an e.b.s. for (p, T ) with |Rm |(pk, tk) ≥ c
T−tk for some c > 0;

� p ∈ Σ∗Ric if |Ric |(p, t) ≥ c
T−t for some c > 0 and every t ∈ [0, T );

� p ∈ Σ∗R if |R |(p, t) ≥ c
T−t for some c > 0 and every t ∈ [0, T ).

Their solution to Hamilton’s Conjecture 1.2.1 is presented in the following theorem.

Theorem 1.2.4 (Theorem 1.1 in [35]). Given a complete Type I Ricci flow (M, g(t)), and a point

p ∈M , then any tangent flow at (p, T ) carries a gradient shrinking soliton solution structure, which

is non-trivial if and only if p ∈ Σ∗I .

Let us briefly mention the striking generalisation of this result recently proven by Bamler in

[8, 9, 10]. This theorem provides an exceptionally strong tool for the singularity analysis of Type I
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Ricci flows, which allowed them to deduce the following characterisation result for singular points.

Theorem 1.2.5 (Theorem 1.2 in [35]). Given a Type I Ricci flow (M, g(t)), then we have the

equivalence Σ = Σ∗I = Σ∗Ric = Σ∗R. In particular, the scalar curvature blows-up at the Type I rate at

every singular point.

Motivated by the theory described above, the accurate study developed by Angenent and Knopf

in [2], as well as several recent examples of Type II singularities, e.g. [3, 4, 30, 77, 86], the author

and R. Buzano introduced in [14] a local analysis of singularities and curvature blow-up rates, which

does not rely on any Type I assumption. We will sketch it here shortly, and postpone a thorough

explanation to Chapter 5.

New concepts of singular points are proposed, whose Definitions 5.1.1-5.4.6 carefully take into

account all the rates associated to an e.b.s. for one of these points; in particular, one wants to

control simultaneously the curvature blow-up rate and how fast the e.b.s. (pk, tk) converges to

(p, T ). Let us mention that the corresponding singularity analysis we derive is actually stronger

than a local one, since the domains involved in these definitions typically collapse, but it is still

not pointwise as the one in [35], we refer the reader to Chapter 5 for further details. Two of our

main results, Theorems 5.1.2, 5.1.8, may be regarded as a generalisation of Theorem 1.2.5 above,

and combined they say, roughly speaking, that for any singular point there exists an e.b.s. along

which the Ric curvature blows-up at least at the Type I rate (and hence the Rm does the same),

further providing information on the convergence of the (pk, tk) to (p, T ). These results generalise

several theorems in the literature and some of those cited above, as we remark in Chapter 5. In

order to keep this introduction short, we just say that the proofs of these results are based on some

distance distortion estimates under local curvature bounds due to Simon-Topping ([75, 76]), on

some new concepts of regularity scales (for the Rm and Ric curvatures) and on a local-to-global

blow-up contradiction argument reminiscent of Sesum’s original proof of the result we cited above.

Another important result we obtain, Lemma 5.5.5, is an integral concentration for the Ric

regularity scale, which we apply to the study of bounded scalar curvature Ricci flows. In view of

Sesum’s extension theorem, it has been conjectured that a bound on the scalar curvature could

potentially also be sufficient to extend the flow. In dimension three, this is a consequence of

the Hamilton-Ivey pinching estimate [43, 47] while in higher dimensions it is known to be true

for Type I Ricci flows by Theorem 1.2.5 above as well as in the Kähler case by Zhang [95]. In

recent years, this conjecture has been the focus of many interesting new developments, see for

example [7, 11, 23, 24, 25, 55, 73, 74, 84, 92] and the references therein, but without the Type I

or Kähler assumption the conjecture still remains open in dimensions n ≥ 4. As an application

of our singularity theory, we show that, under a technical assumption, Ricci flows with bounded

scalar curvature cannot develop singularities in dimension n smaller than 8 (Theorem 5.1.10),

and the singular set has codimension 8 in a suitable sense if n ≥ 8 (Theorem 5.1.12). This
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technical assumption allows us to compare the Ric regularity scale of a singular point to its Ric

curvature. Once this is obtained, the proofs are based on contradiction arguments: on one side the

Ric regularity scale integral concentration stated above bounds a certain integral away from zero,

whereas on the other we have that, for every ε > 0, the L4−ε−norm of the Rm regularity scale

is infinitesimal by a result of Bamler [7], see also [11, 73]. The link between these two integrals

comes from our Theorem 5.1.8 stating that any singular point is a Ric singular point, our technical

assumption and a general observation by Wang [84] and Bamler-Zhang [11] that for such Ricci

flows, one can always control the Ric curvature with the square root of the Rm curvature in a small

enough neighbourhood, see Theorem 5.5.4. Further and more precise elements are presented in

Chapter 5.

In Chapter 6, we give a brief outline of a joint work in progress by the author and R. Buzano,

which is a continuation of the local singularity analysis descrived above. It concerns heat kernel and

conjugate heat kernel bounds along the Ricci flow, depending on whether the base point is regular,

Type I or Type II singular point. These bounds are then applied to carry out a local version of the

proof of Conjecture 1.2.1 given by Mantegazza-Müller in [61].

1.3 Local Singularity Analysis for Type I harmonic Ricci flows

In [63], Müller introduced the harmonic Ricci flow, a coupling between the harmonic map flow and

the Ricci flow, developed for it short and long time existence theory and monotonicity formulas

for entropy functionals, reduced length and volume, and a non-collapsing theorem reminiscent of

Perelman’s tools for the Ricci flow from [65].

Suppose we have two Riemannian manifolds (Mn, g), (Nk, γ), with N closed, and a smooth non-

negative coupling function α(t). We say that a smooth family (g(t), φ(t)) of Riemannian metrics

g(t) on M and smooth maps φ(t) from M to N provides a solution to the harmonic Ricci flow

equation if it satisfies 
∂g(t)
∂t = −2 Ricg(t) +2α(t)∇φ(t)⊗∇φ(t),

∂φ(t)
∂t = τg(t)φ(t).

(1.3.1)

Here we have denoted by τgφ = ∆gφ− A(φ)g(∇φ,∇φ) the so-called tension field of φ, where A is

the second fundamental form of N , viewed isometrically embedded into Rd via Nash’s embedding

theorem. In the special case where φ(t) is a real valued function (after composing with an isometric

map of S1 into R), this flow reduces to List’s flow introduced in [57]. For convenience of the

reader, we introduce the (0, 2)−tensor S := Ric−α∇φ ⊗ ∇φ, locally denoted Sij , and its trace

S := R−α|∇φ|2.

A priori, a solution to (1.3.1) can develop a singularity either in the metric component or the

map component only or in both components simultaneously. Surprisingly, it turns out that the
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metric component dominates the map component and certain types of singularities can be ruled

out. In particular, for sufficiently large coupling functions α(t), singularities in the map component

can be excluded, see Proposition 5.6 in [63]. (In fact, singularity formation in finite time for

a volume-normalised version of (1.3.1) can be excluded completely for large α(t) if the domain

manifold M is two dimensional, see [13].) More generally, as long as α(t) is bounded away from

zero, the map component cannot become singular without the metric component also developing

a singularity. That is, the coupled system has a singularity at a finite time T if and only if the

curvature blows-up at T . This was proven by Müller in [63] for closed manifolds, and by Cheng and

Zhu in [27] for complete and bounded geometry flows (even under the weaker condition of having

bounded Ric curvature). These results should be compared with our results in Section 3.2, where

the heuristic dominance of the metric component on the map component is once more confirmed.

The purpose of Chapter 3 is to generalise Theorems 1.2.4 and 1.2.5 to this setting. In order to

do so, we first introduce a new notion of Type I harmonic Ricci flows in Definition 3.1.2, depending

explicitely only on the metric component. Another definition was yet available and due to Shi

[71], but this involved the map component too, so we prefer to give a new one more aligned

with the discussion above. Then, we develop some compactness Theorems 3.2.6-3.2.9 and a new

pseudolocality Theorem 3.1.5, generalising results in [40, 71], and introduce a reduced length and

a reduced volume based at the singular time for the harmonic Ricci flow, adapting the study of

Enders [34] to our context, see Theorem 3.1.4. These ingredients are needed in order to prove

rigorously Theorem 3.1.3, which says that for a Type I harmonic Ricci flow, any tangent flow can

be endowed with a gradient shrinking soliton structure, and this is non-trivial if and only if the

point is singular. Once again, this powerful theorem allows us to show a pointwise characterisation

for the singular points in the same spirit as Theorem 1.2.5, but this time involving the tensors S
and S introduced above, see Theorem 3.5.3.
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Chapter 2

Preliminaries

The purpose of this chapter is to give the reader a general background about Ricci and harmonic

Ricci flows, and to recall some preliminary results in their theories which will be used extensively

throughout the thesis.

We explicitely remark that the Ricci flow equation (1.1.1) can be recovered from the harmonic

Ricci flow one (1.3.1) simply by setting α = 0 and φ(t) ≡ y0 a map to a constant point y0 ∈ N .

For this reason, we will give several definitions only in the harmonic Ricci flow setting, leaving to

the reader to deduce their Ricci flow’s versions.

2.1 Preliminaries on Differential Geometry

Given a Riemannian manifold (M, g), we always endow it with its Levi-Civita connection ∇, and

adopt the following sign convention for its curvature tensors: for any three vectors X,Y, Z belonging

to the tangent space TpM of M at a point p ∈ M , the Riemann curvature tensor Rm is given by

the vector defined as

Rm(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z ∈ TpM. (2.1.1)

This is a (3, 1)−tensor, encoding how the manifold is curved in terms of how the second derivatives

of a vector are not commutative. It is sometimes useful to think of it as a (4, 0)−tensor through the

identification Rm(X,Y, Z,W ) := g(Rm(X,Y )Z,W ), where X,Y, Z,W ∈ TpM . This tensor satisfies

some well-known symmetry relations, which we rewrite as they depend on our sign convention: given

X,Y, Z,W ∈ TpM we have

Rm(X,Y, Z,W ) = −Rm(Y,X,Z,W ) = −Rm(X,Y,W,Z) = Rm(Z,W,X, Y ) [symmetry];

Rm(X,Y, Z,W ) + Rm(Y,Z,X,W ) + Rm(Z,X, Y,W ) = 0 [1st Bianchi Identity]; (2.1.2)

9
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∇X Rm(Y, Z)W +∇Y Rm(Z,X)W +∇Z Rm(X,Y )W = 0 [2nd Bianchi Identity].

Taking the trace of this tensor with respect to the first and third component, we obtain the so

called Ricci tensor

Ric(X,Y ) := trace(Rm(·, X, ·, Y )). (2.1.3)

The Ricci tensor is a symmetric (2, 0)−tensor, giving an averaged curvature of the space along the

2−dimensional plane spanned by X and Y . It can be seen as a local measure of how the volume

element differs from the Euclidean one. Tracing the second Bianchi identity we get

trace(∇·Rm(·, Y, Z,W )) = ∇Z Ric(Y,W )−∇W Ric(Y, Z). (2.1.4)

Raising an index with the help of the metric and taking a trace, we obtain the so called scalar

curvature R := trace(Ric(·, ·)). A further trace of (2.1.4) gives

trace(∇·Ric(·, X)) =
1

2
∇X R . (2.1.5)

Assume now (N,h) is another Riemannian manifold, closed and isometrically embedded in Rd

for some large d thanks to Nash’s embedding theorem [59]. For any smooth map φ : M −→ N , we

can then identify the map φ with a vector (φλ)λ=1,..,d, and consider the pulled-back tangent bundle

φ∗TN over M , whose fibre at a point p ∈ M is given by Tφ(p)N . The gradient (or any higher

covariant derivative) of φλ will then belong to TM (or higher ranked tensor bundles) for every

λ and we can define |∇φ|2 :=
∑

λ

∑
i,j g

ij∇iφλ∇jφλ in local coordinates (analogously for higher

derivatives). A formula of extreme importance in this setting is the Bochner identity:

−∆g|∇φ|2 + 2〈∇∆φ,∇φ〉+ 2|∇2φ|2 + 2〈Ric,∇φ⊗∇φ〉 = 2 RmN (∇iφ,∇jφ,∇iφ,∇jφ). (2.1.6)

Given a constant α, we define a (0, 2)−tensor S by S := Ric−α
∑

λ∇φλ ⊗ ∇φλ. We denote its

trace as S := R−α
∑

λ |∇φλ|2. We set the same definitions in case the metric g and/or the map φ

depend smoothly on a parameter t, i.e. we compute everything fixing the parameter itself. In that

case, we call the triple (M, g(t), φ(t)) a flow.

We conclude recalling the orthogonal decomposition for the Riemann tensor

Rm = − R

2(n− 1)(n− 2)
g©∧ g +

1

n− 2
Ric©∧ g + W, (2.1.7)

where we denoted by W the Weyl tensor and by ©∧ Kulkarni-Nomizu’s product of symmetric

(0, 2)−tensors defined as follows: given two symmetric (0, 2)−tensors h and k, h ©∧ k is the
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(0, 4)−tensors defined on four vectors X,Y, Z,W as

h©∧ k(X,Y, Z,W ) := h(X,Z)k(Y,W ) + h(Y,W )k(X,Z)− h(X,W )k(Y, Z)− h(Y,Z)k(X,W ).

2.2 Evolution equations and Symmetries

In this section, we will focus our attention to families of Riemannian metrics evolving under the

Ricci flow equation (1.1.1) or the harmonic Ricci flow equation (1.3.1) and recall some evolution

equations for several geometric quantities important for our analysis. Then we will recall the three

basic symmetries equation (1.3.1) verifies. More precisely, we will state the equations for the more

general harmonic Ricci flow case, and leave to the reader to deduce these in the restricted Ricci

flow case. The following evolution equations can be found in [63, 62]. In the formulas below, C

depends only on the dimension of M , c0 depends only on the curvature of N and all the spatial

derivatives are computed with respect to the connection of the metric g(t). Under the harmonic

Ricci flow (1.3.1) one has

∂t|Rm |2 ≤∆|Rm |2 − 2|∇Rm |2 + C|Rm |3 + αC|∇φ|2|Rm |2 + αC|∇2φ|2|Rm |

+ αCc0(N)|∇φ|4|Rm |; (2.2.1)

∂|∇φ|2

∂t
=∆|∇φ|2 − 2α|∇φ⊗∇φ|2 − 2|∇2φ|2 + 2〈RmN (∇iφ,∇jφ)∇jφ,∇iφ)〉; (2.2.2)

∂t|∇2φ|2 ≤∆|∇2φ|2 − 2|∇3φ|2 + C|Rm ||∇2φ|2 + αC|∇φ|2|∇2φ|2 + Cc0|∇φ|4|∇2φ|

+ Cc0|∇φ|2|∇2φ|2; (2.2.3)

∂t Sij =∆Sij +2 Rmipjq Spq −Ricip Spj −Ricjp Spi +2ατg(φ)∇i∇jφ− α̇∇iφ∇jφ; (2.2.4)

∂t S =∆ S +2| Sij |2 + 2α|τgφ|2 − α̇|∇φ|2; (2.2.5)

∂tdµg(t) =− S(t)dµg(t). (2.2.6)

In order to recover the evolution equations for the curvatures under the Ricci flow, one can just set

α = 0 and φ any map to a fixed point in N .

Suppose (M, g(t), φ(t)) is a solution of (1.3.1) with coupling function α(t), defined on a time

interval I. Then for any value λ > 0, family of diffeomorphisms ψ(t) of M , and time parameter

t0 ∈ R, the harmonic Ricci flow equation (1.3.1) satisfies the following symmetries:

� scaling invariance: (M, gλ(t), φλ(t)) defined by gλ(t) := λg( tλ) and φλ(t) := φ( tλ) solves (1.3.1)

with coupling function αλ(t) := α( tλ) on the time interval λ · I;

� space invariance: (M,ψ(t)∗g(t), ψ(t)∗φ(t)) solves (1.3.1) with the same coupling function α

on the same time interval I;

� time invariance: (M, g(t0 + t), φ(t0 + t)) solves (1.3.1) with coupling function α(t0 + t) on the

time interval I − {t0}.
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2.3 Convergence and Compactness of flows

In the study of singular Ricci flows, or even in a more general PDEs context, a major role is played by

compactness theorems, since they typically allow to model the singularity as a self-similar solution.

Here we introduce the classic concepts of convergence and compactness of manifolds and flows, as

well as recall a few results from their theory.

Definition 2.3.1 (Cheeger-Gromov Convergence). A sequence (Mk, gk, pk) of pointed Rieman-

nian manifolds is said to converge in the smooth Cheeger-Gromov sense to a pointed Riemannian

manifold (M∞, g∞, p∞) if there exist

� a family of relatively compact domains (Ωk)k∈N, with pk ∈ Ωk for every k and exhausting M∞

in the sense that Ωk ⊂ Ωk+1 and
⋃
k∈N Ωk = M∞;

� a family of smooth maps Ψk : Ωk →Mk diffeomorphic onto their image, with Ψk(p∞) = pk,

such that Ψ∗kgk → g∞ smoothly locally on M∞ as k →∞.

If the sequence considered (Mk, gk, φk, pk) consists of pointed Riemannian manifolds coupled

with maps φk from Mk to a fixed target manifold N , we will require further Ψ∗kφk → φ∞ smoothly

locally, and the limit will be (M∞, g∞, φ∞, p∞).

Finally, if we are considering a sequence of flows (Mk, gk(t), φk(t), pk) depending smoothly on a

parameter t belonging to a common interval I, we will impose the smooth local convergence of Ψ∗kgk

and Ψ∗kφk on compact subsets of M∞ × I of the form Ωk × Ik exhausting M∞ × I.

It is clear from the definition of Cheeger-Gromov convergence of flows, that the sequence of

time-slices is converging to the corresponding time-slice of the limit, but the convergence defined

is stronger. Moreover, this definition admits several natural generalisations, allowing for instance

a sequence of target manifolds Nk, converging themselves to a limit target N∞, or a sequence of

intervals Ik of definitions of the flows, converging to a limiting interval I∞.

We will later need the following compactness theorem of Riemannian manifolds (cfr. Theorem

2.5 in [81]):

Theorem 2.3.2 (Compactness of manifolds). Suppose that (Mi, gi, pi) is a sequence of (smooth)

complete, pointed Riemannian manifolds, all of dimension n, satisfying:

(i) ∀r > 0 and ∀k ∈ N we have

sup
i

sup
Bgi (pi,r)

|∇ki Rm(gi)|gi <∞

and
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(ii) infi inj(Mi, gi, pi) > 0.

Then there exists a (smooth) complete, pointed Riemannian manifold (M∞, g∞, p∞) of dimension n

such that, after passing to some subsequence, (Mi, gi, pi) −→ (M∞, g∞, p∞) in the pointed Cheeger-

Gromov sense.

The following compactness theorem, slightly generalising Hamilton’s classical compactness result

from [43], is taken from Topping [80]. See also [81] for an expository review and first applications.

Theorem 2.3.3 (Theorem 1.6 in [80]). Let (Mi, gi(t), pi) be a sequence of pointed and complete

Ricci flows, defined on a common time interval (a, b), with −∞ ≤ a < 0 < b ≤ +∞. Suppose that

� inf inj(Mi, gi(0), pi) > 0,

� there exists a constant M such that for every r > 0 there exists ir ∈ N, such that for every

i ≥ ir and t ∈ (a, b) we have

sup
Bgi(0)(pi,r)

|Rm |gi(t) ≤M. (2.3.1)

Then there exists a complete pointed Ricci flow (M∞, g∞(t), p∞) defined on (a, b), which is a pointed

smooth Cheeger-Gromov limit of some subsequence of (Mi, gi(t), pi).

We will later extend this theorem to the harmonic Ricci flow setting in Chapter 3. We conclude

this section with the definition of limit and tangent flows at points in the final time-slice, appearing

in the formulation of Theorem 1.2.4.

Definition 2.3.4 (Limit flows and Tangent flows). Let (M, g(t), φ(t), p) a pointed harmonic Ricci

flow, defined on an interval of the form [0, T ), T <∞, with target manifold N . We call the pointed

harmonic Ricci flow (M∞, g∞(s), φ∞(s), p∞) a limit flow at the point (p, T ) if there exist a sequence

of parameters λk →∞ and space-time points (pk, tk)→ (p, T ) such that the sequence of rescalings

(M, gk(s), φk(s), pk) defined by gk(s) := λkg(tk + s
λk

) and φk(s) := φ(tk + s
λk

) is converging to

(M∞, g∞(s), φ∞(s), p∞) in the smooth Cheeger-Gromov sense. If we can choose (pk, tk) ≡ (p, T )

for every k, we say that (M∞, g∞(s), φ∞(s), p∞) is a tangent flow at (p, T ).

Notice that limit flows are solutions to (1.3.1) with constant coupling function given by limt↗T α(t).

Let us mention that a new astonishing weak compactness theory has been recently developed by

Bamler in [9]. Subsequently, in [10], he has introduced a new weak notion of tangent flow which

allows singular limits, which brought major breakthroughs in the Ricci flow theory, such as a thick-

thin decomposition generalising Perelman’s result from [66] to higher dimensions and an extension

of Conjecture 1.2.1 to Type II Ricci flows.
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2.4 Preliminaries on the Ricci flow

Mixed Integral Norms

We now want to give a short introduction on mixed integral norms along the Ricci flow, since

they will play a central role in Chapter 4. For a measurable function u defined on a smooth flow

(M, g(t)), we set ∥∥‖u‖α,Ω∥∥β,I :=

(∫
I

(∫
Ω
|u|αdµg(t)

)β/α
dt

)1/β

, (2.4.1)

where Ω ⊆ M and I ⊆ [0, T ). Our first result is a lemma that will be used in Moser’s iteration

argument, when restricting our attention to Ricci flows, but it is valid in a more general framework.

Lemma 2.4.1. Let (M, g(t)) be a smooth flow defined in [0, T ], and fix a subset Ω′ ⊂M such that

0 < c ≤ Volg(t)(Ω
′) ≤ C < +∞ for every t. Then we have for any measurable function u

lim
(a,b)→(+∞,+∞)

∥∥‖u‖a,Ω′∥∥b,[0,T ]
= ess supΩ′×[0,T ] |u|(x, t). (2.4.2)

Before proving Lemma 2.4.1, we show an analogous result on the averages.

Lemma 2.4.2. Let (M, g(t)) be a smooth flow defined in [0, T ], and fix a subset Ω′ ⊂M such that

Volg(t)(Ω
′) ≤ C < +∞ for every t. Then we have for any measurable u

lim
(a,b)→(+∞,+∞)

φ(a, b) = ess supΩ′×[0,T ] |u|(x, t), (2.4.3)

where

φ(a, b) :=

(
1

T

∫ T

0

(
1

Volg(t)(Ω′)

∫
Ω′
|u|adµg(t)

) b
a

dt

) 1
b

. (2.4.4)

Proof. Without loss of generality we can assume u ≥ 0 and u ∈ L∞ (otherwise we prove it for

the truncation uM := max {min {u,M},−M} and then let M to infinity). A simple application of

Hölder inequality gives that φ is a non-decreasing function of both a and b, from which we easily

deduce

lim
(a,b)→(+∞,+∞)

φ(a, b) = sup
(a,b)∈[1,+∞)×[1,+∞)

φ(a, b) = sup
a∈[1,+∞)

φ(a, a) = lim
a→+∞

φ(a, a). (2.4.5)

Set D′ := Ω′ × [0, T ]. We can bound u from above with its essential supremum, so that we obtain

lim
a→+∞

φ(a, a) ≤ ess supD′ u(x, t). (2.4.6)

For any ε > 0, by definition of essential supremum we get the existence of a δ > 0 such that, if we
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set E := {(x, t) ∈ D′ | u(x, t) ≥ ess supD′ u− ε}, we have

|E| :=
∫ T

0

(∫
Et

dµg(t)

)
dt > δ, (2.4.7)

where Et := E ∩ (M × {t}). Therefore we obtain:

φ(a, a) ≥
(

1

T

∫ T

0

1

Volg(t)(Ω′)

∫
Et

(ess supD′ u− ε)adµg(t)dt
) 1
a

(2.4.8)

≥ (ess supD′ u− ε)
1

(CT )
1
a

|E|
1
a ≥ (ess supD′ u− ε)

1

(CT )
1
a

δ
1
a .

It suffices now to first let a go to infinity, and then ε to zero to conclude the proof.

Proof of Lemma 2.4.1. We easily compute

∥∥‖u‖a,Ω′∥∥b,[0,T ]
=

(
TT−1

∫ T

0
Volg(t)(Ω

′) Volg(t)(Ω
′)−1

∫
Ω′
|u|adµ

) b
a

dt

) 1
b

≤ T
1
b (sup

[0,T ]
Volg(t)(Ω

′))
1
aφ(a, b) ≤ T

1
bC

1
aφ(a, b).

(2.4.9)

Similarly, we get ∥∥‖u‖a,Ω′∥∥b,[0,T ]
≥ T

1
b c

1
aφ(a, b). (2.4.10)

The conclusion follows taking the limit for a and b going to infinity.

In Moser’s iteration, we will also need some control on the volume of the domain in consideration.

Below we prove a generalization of Property 2.3 in [84].

Lemma 2.4.3. Let (M, g(t)) be a Ricci flow defined on [0, T ]. For a fixed point p ∈M and radius

r, we set Ω := Bg(T )(p, r). Suppose there exists a constant B > 0 such that Ric(x, t) ≥ −Bg(t) on

the set
(
Ω× [0, T ]

)
∪
(
M × {T}

)
. Then there exists a constant Ṽ = Ṽ (n, r, T,B) ≥ 1 such that

∥∥‖1‖α,Ω∥∥β,[0,T ]
≤ Ṽ (2.4.11)

for every α, β ≥ 1. Moreover, Ṽ is bounded as long as n, r, T and B remain bounded as well.

Proof. From the lower Ricci bound on the region Ω × [0, T ], and the evolution equation for the

volume element (2.2.6), we get

Volg(t)(Ω) ≤ e(n−1)BT Volg(T )(Ω) (2.4.12)

for every t ∈ [0, T ]. The lower bound on the whole final time-slice allows us to use Bishop-
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Gromov’s inequality (see Theorem A.3 in [28] for instance), which gives the existence of a constant

V = V (n, r,B) such that

Volg(T )(Ω) ≤ V. (2.4.13)

Therefore, we easily obtain the following chain of inequalities

∥∥‖1‖α,Ω∥∥β,[0,T ]
≤ ‖(e(n−1)BTV )

1
α ‖β,[0,T ] ≤ Ṽ , (2.4.14)

where we have set Ṽ = max{e(n−1)BTT
1
β V

1
α , 1}.

Remark 2.4.4. Alternatively, one could assume a scalar curvature bound on the cylinder considered

and take Ṽ = C(n,B)r
n
α by the results of Zhang [92], and Chen and Wang [26], after possibly

reducing T and r. Our choice is adapted to the structure of the proof of the main Theorem in

Chapter 4.

An easy application of Hölder’s inequality both in space and time yields the following inequality.∫ T

0

∫
M
fgdµdt ≤

∥∥‖f‖α,M∥∥β,[0,T )

∥∥‖g‖α′,M∥∥β′,[0,T )
, (2.4.15)

where α′ = α/(α−1) and β′ = β/(β−1) are the Hölder conjugate exponents of α and β respectively.

One can use this inequality to produce an interpolation inequality, which we recall.

Proposition 2.4.5. Let 1 ≤ p ≤ q ≤ r < +∞, 1 ≤ P ≤ Q ≤ R < +∞. Suppose that for some

θ ∈ [0, 1] we have
1

q
=
θ

p
+

1− θ
r

and
1

Q
=

θ

P
+

1− θ
R

. (2.4.16)

Then for every measurable function v we have
∥∥‖v‖q,M∥∥Q,[0,T )

≤
∥∥‖v‖p,M∥∥θP,[0,T )

∥∥‖v‖r,M∥∥1−θ
R,[0,T )

.

In the proof of Lemma 4.3.3 we will be interested in extrapolating an optimal pair of expo-

nents given a super-optimal one (see Definition 4.1.1) and the pair (1, 1), in the conjugate Hölder

exponents plane. The following lemma characterises such a pair.

Lemma 2.4.6. For any pair (a, b) such that a > n
2

b
b−1 , there exists a unique pair (α∗, β∗) with

α∗ = n
2

β∗
β∗−1 , such that the pair (a′, b′) is interpolated from (1, 1) and (α′∗, β

′
∗), that is we have

∥∥‖w‖a′,M∥∥b′,[0,T )
≤
∥∥‖w‖α′∗,M∥∥θβ′∗,[0,T )

∥∥‖w‖1,M∥∥1−θ
1,[0,T )

, (2.4.17)

for every measurable function w. Moreover, the interpolating parameter θ satisfies θ := 1
b + n

2a .

Proof. Multiplying the inequality satisfied by the pair (a, b) by a factor b−1
ab , we obtain the following
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equivalent condition
1

b
+

n

2a
< 1. (2.4.18)

Similarly, we need to find a unique pair (α∗, β∗) such that

1

β∗
+

n

2α∗
= 1, (2.4.19)

and verifying for some θ the interpolation identities

1

a′
=

θ

α′∗
+

(1− θ)
1

,
1

b′
=

θ

β′∗
+

(1− θ)
1

. (2.4.20)

Applying the interpolation Theorem 2.4.5 would then allow us to conclude. Using the definition of

Hölder’s conjugate exponents we get

1− 1

a
=

1

a′
=

θ

α′∗
+ (1− θ) = θ − θ

α∗
+ (1− θ) ⇐⇒ 1

α∗
=

1

θa
. (2.4.21)

Analogously, we can infer 1
β∗

= 1
θb , hence substituting in (2.4.19)

1

θb
+

n

2θa
= 1 ⇐⇒ θ :=

1

b
+

n

2a
. (2.4.22)

This θ is clearly greater than zero, and smaller than 1 by inequality (2.4.18). Moreover, θ determines

uniquely the solution to the system, and we have

α∗ =
a

b
+
n

2
and β∗ = 1 +

nb

2a
. (2.4.23)

We conclude this subsection recalling Theorem 4.1 in Wang’s paper [84]; it regards the existence

of a uniform Sobolev constant in a parabolic region, which will play a key role in the argument

used in showing Theorem 4.1.3.

Definition 2.4.7. We say that a subset N ⊂ M admits a uniform Sobolev constant σ at each

time-slice if (∫
N
|v|

2n
n−2dµg(t)

)n−2
n

≤ σ
∫
N
|∇v|2g(t)dµg(t), (2.4.24)

for every function v ∈W 1,2
0 (N) and t ∈ [0, T ].

Theorem 2.4.8 (Theorem 4.1 in [84]). Suppose (M, g(t)) is a complete Ricci flow defined on [0, 1].

Fix a point p ∈M and suppose that

� Ric(x, t) ≥ −(n− 1)g(t) for every (x, t) ∈M × [0, 1];
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� Ric(x, t) ≤ (n− 1)g(t) for every (x, t) ∈ Bg(1)(p, 1)× [0, 1];

� there exists a constant κ such that Volg(1)(Bg(1)(p, 1)) ≥ κ.

Then there exist a radius r = r(n, κ) > 0 and a uniform Sobolev constant σ = σ(n, κ) > 0 for

Bg(1)(p, r(n, κ)) on the time interval [0, 1].

A different method to develop Sobolev constant bounds along the Ricci flow was obtained by

Zhang in [93], and had great impact on the study of bounded scalar curvature Ricci flows, for

instance see [7, 11, 73, 74].

Standard Results for the Singularity Analysis

Let us recall the fundamental local noncollapsing Theorem of Perelman ([48, 65]) as well as an

extension of it (see [89]). We need the following definition.

Definition 2.4.9 (κ-Noncollapsing at Curvature Scales). Let κ > 0. We say that a Ricci flow g(t)

is κ-noncollapsed on the scale % if every metric ball Bg(t)(p, r) of radius r < % that satisfies for every

(x, t) ∈ Bg(t)(p, r)×(t−r2, t] the curvature bound |Rm(x, t)|g(t) ≤ r−2, has volume at least κrn. We

say that the flow is κ-noncollapsed on the scale % relative to the scalar curvature if for every metric

ball Bg(t)(p, r) of radius r < % that satisfies the scalar curvature bound |R(·, t)|g(t) ≤ n(n − 1)r−2

on Bg(t)(p, r), has volume at least κrn.

For a complete Ricci flow (M, g(t)) defined on a finite time interval [0, T ), with bounded curva-

ture time-slices and a lower injectivity radius bound at the initial time, Perelman’s Noncollapsing

Theorem [65] guarantees for every % the existence of a constant κ = κ(n, g(0), T, %) such that the

flow is κ-noncollapsed on the scale %. Furthermore, if the flows has uniformly bounded scalar cur-

vature, |R| ≤ n(n − 1)R0 on M × [0, T ), it is κ1-noncollapsed on the scale % = min{R−1/2
0 ,

√
T}

relative to the scalar curvature. In fact, by Aubin’s classical result we have bounds on the Sobolev

constants of the initial metric g(0) (see [5]). These bounds extend to later times thanks to Lemma

A.3 in [94], which yields the claimed statement using Lemma A.4 in the same paper. For another

approach to these noncollapsing results see [89]. In particular, for any r0 smaller than %, we have

the volume bound

µg(t0)

(
Bg(t0)(p0, r0)

)
≥ κ1r

n
0 . (2.4.25)

Here κ1 depends on the dimension n, the initial metric g(0), the time T and the scalar curvature

bound R0. It can be shown that the dependence of κ1 on the initial metric g(0) is just through

initial lower injectivity radius and Ricci curvature bounds. We will use these noncollapsing theorems

several times throughout the thesis, given their primary importance in the context of the singularity

analysis of the Ricci flow.
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Remark 2.4.10. Suppose we have a Ricci flow (M, g(t)) defined on a finite time interval [0, T ),

with bounded curvature time-slices for every t ∈ [0, T ) and such that the initial time-slice (M, g(0))

is complete and has a positive lower bound on the injectivity radius. A combination of distance

distortion estimates (see Lemma 3.2.1 for instance) and Hopf-Rinow’s theorem guarantees that the

flow remains complete for every time t ∈ [0, T ); therefore we can apply Perelman’s Noncollapsing

Theorem [65] as above, combined with Cheeger-Gromov-Taylor’s injectivity radius bound [20] to

deduce that the injectivity radius of (M, g(t)) remains bounded away from zero for every t ∈ [0, T ).

Finally, Shi’s estimates from [71] imply smooth bounds on the metric and the curvatures for every

(M, g(t)) with t ∈ (0, T ). In other words, the Ricci flow has complete and bounded geometry time-

slices as long as the curvature remains bounded, if the initial time-slice has those properties. This

argument shows to which extent the bounded geometry assumption introduced in the Introduction

chapter is natural.

2.5 Preliminaries on the harmonic Ricci flow

In this section, we briefly review some definitions and tools from harmonic Ricci flow theory de-

veloped by Müller in [63]. Regarding all the results in this section, we would like to stress the

dominance of the geometric component of the flow over the map one. Once again, one can recover

the Ricci flow case by choosing α = 0 and φ a constant map, so that the entire section can be

viewed as a further preliminary section on Ricci flow.

Using a simple maximum principle argument, together with equation (2.2.5) above, Müller

obtained that Smin(t) is monotonically increasing, thus R = α|∇φ|2 + S ≥ α|∇φ|2 + Smin(0). A

consequence of this result is the following Lemma.

Lemma 2.5.1 (Corollary 2.8 in [63]). Suppose (M, g(t), φ(t)) is a harmonic Ricci flow on a closed

manifold, with α(t) ≥ α > 0. If there exist a sequence (xk, tk) ⊂ M × [0, T ), with tk ↗ T and

|∇φ|2(xk, tk)→ +∞, then also R(xk, tk)→ +∞, thus the flow becomes singular at Tmax ≤ T .

Based on the inequalities (2.2.1), (2.2.2), (2.2.3), Müller developed an iterative scheme of bounds

which yielded a long time existence result.

Theorem 2.5.2 (Theorem 3.12 in [63]). Given a harmonic Ricci flow (M, g(t), φ(t)) on [0, T ),

T <∞, defined on a closed manifold M and with a non-increasing coupling function α(t) ∈ [α, α],

0 < α ≤ α < +∞. Then T is maximal, i.e. the flow cannot be extended past T if and only if

lim sup
t↗T

( sup
x∈M
|Rm(x, t)|2) = +∞. (2.5.1)

As already mentioned above, in Chapter 3 we will prove new compactness results for sequences

of harmonic Ricci flows. Their proof will rely on the following results.
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Definition 2.5.3. A sequence (Mi, gi(t), φi(t), pi) of n−dimensional, pointed, harmonic Ricci flows,

with fixed target manifold N , defined for t ∈ (a′, b′), where −∞ ≤ a′ < 0 < b′ ≤ +∞, is said to

satisfy uniform derivative curvature bounds if ∀s > 0, ∀k ∈ N, there exist constants M(k, s) and

C(s) such that ∀t ∈ (a′, b′) and ∀i we have

sup
Bgi(0)(pi,s)

|∇iφi|gi(t) ≤ C(s), sup
Bgi(0)(pi,s)

(
|∇(k)

i Rmi |gi(t) + |∇(k+2)
i φi|gi(t)

)
≤M(k, s). (2.5.2)

Recall the following proposition from [63]:

Proposition 2.5.4 (Proposition A.5, [63]). Let (M, g(t), φ(t)) be a complete solution of the har-

monic Ricci flow defined on [0, T ), with a non-increasing coupling function α(t) ∈ [α, α], where

0 < α ≤ α < ∞ and let T ′ < T < +∞. Define B := Bg(T ′)(x, r), and assume that |Rm | ≤ R0

on B × [0, T ′] for some constant R0. Then there exist constants K = K(α, α,R0, T, n,N) and

Ck = Ck(k, α, n,N) for k ∈ N, C0 = 1, such that for all k ≥ 0 we have

|∇φ|2 ≤ K

t
, |Rm | ≤ K

t
, |∇k Rm |2 + |∇k+2φ|2 ≤ Ck

(
K

t

)k+2

(2.5.3)

for every (x, t) ∈ Bg(T ′)(x, r/2)× (0, T ′).

Remark 2.5.5. We first remark that this theorem gives local estimates depending only on the

curvature bound and on the (possibly singular) time T . In the case T is not singular, which is the

case we will be interested in, we can take T ′ = T .

Secondly, given the curvature bound R0, we know Bg(0)(x, σ1r) ⊂ Bg(T ′)(x, r) ⊂ Bg(0)(x, σ2r)

for constants σ1, σ2 which depend only on R0, the dimension n and on the finiteness of the time T

(see Lemma 3.2.1), thus we can assume that both the bounds in the hypothesis and the conclusion

hold on time (t = 0)−balls crossed with the time interval (0, T ).

In the proof of our compactness Theorem 3.2.6 we will first extract a limit of the central time

t = 0−time-slices, and then extend the convergence at later times. In order to do so, we will need

some uniform bounds on the curvature, given by the following (Lemma 2.10 in [71] or Lemma 3.5

in [85]):

Lemma 2.5.6. Let (M,h) be a Riemannian manifold, K ⊂⊂ M and (gi(t), φi(t)) a sequence of

solutions to (1.3.1) defined on a neighbourhood of K× [a′, b′] with [a′, b′] containing 0. Suppose that

for each k ∈ N, we have the following conditions:

(a) C−1h ≤ gi(0) ≤ Ch on K for every i,

(b) |∇kgi(0)|h + |∇kφi(0)|h ≤ Ck on K, for every i,
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(c) |∇iφi|i ≤ C ′, |∇(k)
i Rmi |i + |∇(k+2)

i φi|i ≤ C ′k on K × [a′, b′],

where the constants are independent of i, but may depend on K, a′, b′ and k. Then for all k, s ∈ N
there exist constants C̃, C̃k,s independent of i such that

� C̃−1h ≤ gi(t) ≤ C̃h on K × [a′, b′] for every i,

� We have on K × [a′, b′] for every i∣∣∣ ∂s
∂ts
∇kgi

∣∣∣
h

+
∣∣∣ ∂s
∂ts
∇kφi

∣∣∣
h
≤ C̃k,s

Let us conclude this subsection with the following Perelman-Li-Yau-Harnack type inequality

due to Băileşteanu and Tran. It relates fundamental solutions of the conjugate heat operator under

Ricci flow, defined as �∗u := (−∂t −∆g(t) +R)u.

Theorem 2.5.7 (Theorem 1.1 in [6]). Let (M, g(t), φ(t)) be a harmonic Ricci flow on [0, T ], with

complete and bounded geometry time-slices, and non-increasing coupling function α(t). Suppose

u := e−f

(T−t)
n
2

is a fundamental solution of the conjugate heat equation �∗u = 0, i.e. it tends to δp

as t → T , where δp is the Dirac delta at a certain point p ∈ M . Then the function v defined by

v := ((T − t)(2∆f − |∇f |2 + S) + f − n)u, satisfies v ≤ 0 in (0, T ].

Self-Similar Solutions

This subsection contains the definitions of self-similar solutions for the harmonic Ricci flow as well

as some of their properties shown in [63].

Definition 2.5.8. Given a coupling function α(t), we say that a harmonic Ricci flow (M, g(t), φ(t))

defined on [0, T ) is a soliton solution if there exist a family of diffeomorphisms ψt : M −→M with

t ∈ [0, T ), and a function c : [0, T ) −→ R+ such that{
g(t) = c(t)ψ∗t g(0),

φ(t) = ψ∗t φ(0).
(2.5.4)

If the derivative of c verifies one of dc/dt = ċ < 0, ċ = 0 or ċ > 0, the solution is called shrinking,

steady or expanding solution respectively. If the diffeomorphisms ψt generate a family of vector

fields X(t) with X(t) = ∇g(t)f(t) for some function f(t) on M , we call the solution a gradient

soliton solution, and the function f(t) is called a potential of the soliton solution.

Self-similar solutions naturally arise from the symmetry properties of the harmonic Ricci flow

equations (1.3.1) seen in Section 2.2. One important example is the so-called Gaussian soliton:

consider the time independent flat solution given by (M, g(t), φ(t), N) ≡ (Rn, geuc, y0, N), where
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geuc is the standard Euclidean metric on Rn, and y0 is a constant map from Rn to N with image

given by y0 ∈ Rn. For any coupling function α(t), we can consider this solution as a gradient

shrinking solution, defining geuc = g(t) = c(t)ψ∗t geuc, φ(t) = ψ∗t y0 ≡ y0, where c(t) is any decreasing

function with c(0) = 1 and ψt is the family of diffeomorphisms generated by the complete vector

field ∇f(t) with f(t) = −ċ(t)
4c(t) |x|

2. In the particular case in which c(t) = T − t for some T , we will

call it Gaussian soliton in canonical form. We will see later in which sense the Gaussian soliton

models any harmonic Ricci flow near regular space-time points.

Now we recall the following result which describes a system of elliptic equations solved by a

gradient soliton, written differently from its presentation in [63].

Lemma 2.5.9 (Lemma 2.2 in [63]). Let (M, g(t), φ(t)) be a gradient soliton solution with potential

f(t) defined on M × [0, T ). Then for any t ∈ [0, T ), the solution satisfiesRicg(t)−α(t)∇φ(t)⊗∇φ(t) + Hess(f(t)) + σ(t)g(t) = 0,

τg(t)φ(t)− 〈∇φ(t),∇f(t)〉 = 0,
(2.5.5)

where σ(t) = ċ(t)
2c(t) . Conversely, fix smooth functions f on M × [0, T ), α and σ on [0, T ). Given

a smooth solution (g(t), φ(t)) of (2.5.5) on M × [0, T ) (also smooth in t), suppose that ∇f(t)

is a complete vector field with respect to g(t) for any t ∈ [0, T ). Then we can write the solution

(M, g(t), φ(t)) as a gradient soliton solution to the harmonic Ricci flow with potential f(t), coupling

function α(t), and with c(t) = exp(2Σ(t)), where Σ(t) =
∫ t

0 σ(s)ds.

Remark 2.5.10. The converse direction of this lemma was stated differently in [63], namely as

follows: given a function f and a solution of (2.5.5) at time t = 0, then there exists a family of

diffeomorphisms ψt, ψ0 = id, such that if we define (M, g(t), φ(t)) as in (2.5.4), with linear scaling

function c(t) = 1 + 2σ(0)t, then (M, g(t), φ(t)) solves the harmonic Ricci flow with (constant)

coupling function α = α(0). Clearly, this defines a soliton solution. Our version allows non-

constant α and σ.

Definition 2.5.11. We say that a gradient soliton solution is in canonical form if the scaling

function c(t) is linear, in which case (2.5.5) becomesRicg(t)−α(t)∇φ(t)⊗∇φ(t) + Hess(f(t)) + a
2(T−t)g(t) = 0,

τg(t)φ(t)− 〈∇φ(t),∇f(t)〉 = 0,
(2.5.6)

where (possibly after scaling) a = +1, 0,−1 respectively in the expanding, steady and shrinking case.

Differently from what happens in the Ricci flow case, it is easy to construct a soliton solution

which is not isometric (as a family) to one in canonical form; for instance, take M = N = S2,

α(t) = 1 − t, g(t) = (1 − t2)gS , φ(t) = idS2 where gS is the multiple of the standard metric with
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(constant) scalar curvature 2.

Definition 2.5.12. Given constants α and σ and a function f on M , then a solution (g, φ) ofRicg −α∇φ⊗∇φ+ Hess(f) + σg = 0,

τgφ− 〈∇φ,∇f〉 = 0
(2.5.7)

is called gradient soliton. The case σ < 0, σ = 0, σ > 0 are called respectively shrinking, steady and

expanding soliton. The function f is called a potential of the soliton.

Lemma 2.5.9 gives the relation between gradient soliton solutions and (complete) solitons. Recall

the following simple consequence of the soliton equations.

Proposition 2.5.13 (Section 2 in [63]). Let (g, φ) be a gradient soliton, i.e. a solution of (2.5.7).

Then we have R−α|∇φ|2 + ∆f + σn = 0

R−α|∇φ|2 + |∇f |2 + 2σf = constant.
(2.5.8)

Definition 2.5.14. We call a gradient soliton normalised, if the constant in the proposition above

is 0. We call a gradient soliton solution normalised if its corresponding solitons are normalised at

any time-slice.

Any gradient soliton can be normalised by adding a constant to its potential.

Reduced Length and Volume at Regular times

We conclude the preliminary chapter with Müller’s notions of reduced length and volume and

some results about them from [63]. The concepts of reduced length and volume in Ricci flow were

introduced by Perelman in [65]; he proved the monotonicity of this volume, a property which played

a key role in his proof of the local κ−non-collapsing theorem we discussed before, essential for his

resolution of the Poincaré and Thurston Geometrization Conjectures.

Definition 2.5.15 (Definition 1.2 in [62]). Let (M, g(t), φ(t)) be a harmonic Ricci flow defined on

[0, T ). For any 0 ≤ t̄ < t0 < T , we define the L-length of a curve γ : [t̄, t0] −→M as

L(γ) :=

∫ t0

t̄

√
t0 − t

(
|γ̇(t)|2g(t) + Sg(t)(γ(t))

)
dt. (2.5.9)

We also define two functions lp,t0 , Lp,t0 : M × (0, t0) −→ R, for a fixed space-time point (p, t0) ∈
M × [0, T ), as

lp,t0(q, t̄) := inf
γ

1

2
√
t0 − t̄

L(γ) =:
1

2
√
t0 − t̄

Lp,t0(q, t̄), (2.5.10)
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where γ ranges in the set of curves such that γ(t̄) = q and γ(t0) = p. The function lp,t0 is called

reduced length based at (p, t0).

Definition 2.5.16 (Definition 1.2 in [62]). Let (M, g(t), φ(t)) be a harmonic Ricci flow defined

on [0, T ). For any 0 ≤ t̄ < t0 < T , we define its reduced volume based at the point (p, t0) as the

function of t̄ given by

V(p,t0)(t̄) :=

∫
M

(4π(t0 − t̄))−
n
2 e−lp,t0 (q,t̄)dµg(t̄) =:

∫
M
vp,t0(q, t̄)dµg(t̄). (2.5.11)

From the singularities analysis point of view, this concept has the limitation of being based

at a regular time: even in the restricted Ricci flow case, a suitable blow-up limit of a Ricci flow

has constant reduced volume, thus from the theory of Perelman it is a gradient shrinking soliton

solution, but if the blow-up procedure is done at a regular space-time point, the curvature bound-

edness implies directly that this limit is a Gaussian soliton, hence a trivial model. Enders (in [34])

and Naber (in [64]) therefore independently introduced a concept of reduced length based at the

singular time for Ricci flow, which allows to rescale around singular points where the blow-up limits

can be non-flat. In Chapter 3 we will transpose their concept to the harmonic Ricci flow setting,

and then extend the subsequent analysis of Enders-Müller-Topping to this context.

In order to do so, we will need the following two results, proved by Müller in [63, 62].

Theorem 2.5.17 (Theorem 1.4 in [62]). Let (M, g(t), φ(t)) be a harmonic Ricci flow on [0, T ),

T < ∞, with complete and bounded geometry time-slices and let (p, t0) ∈ M × (0, T ). Then the

reduced length based at (p, t0) verifies the following inequalities in the sense of distributions and in

the smooth sense where smooth:

−∂lp,t0(q, t̄)

∂t̄
−∆lp,t0(q, t̄) + |∇lp,t0(q, t̄)|2 − Sg(t̄) +

n

2(t0 − t̄)
≥ 0 ⇐⇒ �∗vp,t0(q, t̄) ≤ 0

−|∇lp,t0(q, t̄)|2 + Sg(t̄) +
lp,t0(q, t̄)− n

(t0 − t̄)
+ 2∆lp,t0(q, t̄) ≤ 0

−2
∂lp,t0(q, t̄)

∂t̄
+ |∇lp,t0(q, t̄)|2 − Sg(t̄) +

lp,t0(q, t̄)

(t0 − t̄)
= 0.

(2.5.12)

The last result we cite is not explicitely stated in this form but is derived from [63].

Theorem 2.5.18. Let (M, g(t), φ(t)) be a harmonic Ricci flow on [0, T ), T < ∞, with complete

and bounded geometry time-slices and let (p, t0) ∈ M × (0, T ). Then the reduced volume based at

(p, t0) satisfies

� Vp,t0(t̄) ≤ 1, with equality at one time t̄ < t0 if and only if (M, g(t), φ(t)) is a Gaussian soliton

solution in canonical form;
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� Vp,t0(t̄) is a non-decreasing function of t̄; moreover, we have Vp,t0(t̄1) = Vp,t0(t̄2) for some

times 0 ≤ t̄1 < t̄2 ≤ t0 if and only if (M, g(t), φ(t)) is a Gaussian soliton solution in canonical

form;

� limt̄↗t0 Vp,t0(t̄) = 1.

The proof of this result is based on the fact that the reduced volume element satisfies �∗vp,t0 ≤ 0,

with equality if and only if (M, g(t), φ(t)) is a shrinking soliton solution in canonical form with

potential given by the reduced length lp,t0 . One can then argue that, since t0 is a regular time,

then the only possibility is that this soliton is a Gaussian soliton solution in canonical form, as we

shall see later in Chapter 3.
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Chapter 3

Local Singularity Theory for Type I

Harmonic Ricci Flows

In [35] Enders, Müller and Topping showed that a Type I Ricci flow admits a non-trivial tangent

flow at any singular point, with the structure of a gradient Ricci soliton, leading them to conclude

that for such flows several reasonable definitions of singular points agree with each other. In this

chapter, we present a proof of the analogous result for the harmonic Ricci flow, generalising in

particular results of Guo, Huang and Phong [40] and Shi [72]. In order to obtain our result, we

develop refined compactness theorems, a new pseudolocality theorem, and a notion of reduced

length and volume based at the singular time for the harmonic Ricci flow. The arguments follow

closely those in [31] by the author.

3.1 Introduction

In the present chapter we are dealing with Type I harmonic Ricci flows, which we define as follows.

Definition 3.1.2. We say that a solution (M, g(t), φ(t)) of (1.3.1) on [0, T ), T < ∞, is a Type I

harmonic Ricci flow if there exists a constant C > 0 such that

|Rm |(x, t) ≤ C

(T − t)
. (3.1.1)

In [72], Shi gave a definition of Type I harmonic Ricci flow in terms of the so-called AC curvature,

which depends both on the evolving metric and the map. Our definition is different and depends

only on the metric component of the flow, in agreement with the remarks in Chapter 1.

The main reason for introducing this concept resides in the fact that if such a flow develops a

27
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finite time singularity, this is forming as fast as possible, implying heuristically an easier blow-up

analysis; more generally, these singularities are called Type I singularities, compare with the results

in Chapter 5.

In Ricci flow theory, Type I Ricci flows are very well studied. The work most relevant for

us is [35], where the authors, we recall, proved self-similarity and non-triviality of tangent flows

at singular space-time points for these flows, confirming Hamilton’s Conjecture 1.2.1 from [43].

Moreover, they also showed an equivalence result for some natural definitions of singular point for

Type I Ricci flows. We will see in Chapter 5 how the situation becomes more convoluted without

this assumption. Their methods of proof rely upon Perelman’s pseudolocality theorem [65] and

an extension of Perelman’s reduced length, obtained independently by Enders [34] and Naber [64].

This extension has the crucial property of being based at the singular time, so one can use it to

analyze the blow-up limit at a singular point, forcing the limit to be a gradient shrinking soliton in

canonical form. The former is then used to prevent the trivial limit to occur in case the blow-up

is done at a singular point. The other results stated are also consequences of the pseudolocality

theorem. The aim of the present chapter is to prove an analogue of these results for the harmonic

Ricci flow. Our main result is the following.

Theorem 3.1.3. Let (M, g(t), φ(t), p) be a complete pointed Type I harmonic Ricci flow on [0, T ),

T < ∞, with non-increasing coupling function α(t) ∈ [α, α], where 0 < α ≤ α < ∞. Then for

any given sequence λj ↗ +∞, and any point p ∈ M , the sequence (M, gj(t), φj(t), p) of har-

monic Ricci flows, where gj(t) := λjg(T + t
λj

), φj(t) := φ(T + t
λj

) on [−λjT, 0), with associated

coupling functions αj(t) = α(T + t
λj

), admits a subsequence converging in the pointed Cheeger-

Gromov sense to a normalised gradient shrinking harmonic Ricci soliton solution in canonical form

(M∞, g∞(t), φ∞(t), p∞), t ∈ (−∞, 0), with constant coupling function limt↗T α(t). Moreover, any

subsequential limit is of this form. Finally, if the point p ∈ ΣH
I is a Type I singular point (see

Definition 3.5.1), then the limit is non-trivial, i.e. not locally isometric to the Gaussian soliton.

This theorem generalises Theorem 4.6 in [71], where Shi considered only the case of tangent

flows defined on closed manifolds, and Theorem 2 in [40], in which the authors considered the case

N = R, so List’s flow.

In order to prove Theorem 3.1.3, we choose to adapt the strategy from the Ricci flow case

outlined above, that is to introduce a reduced length based at a singular time for the harmonic

Ricci flow and to show a pseudolocality theorem. These two results might be of independent

interest. We firstly extend the reduced length definition to admit a singular space-time base point

(p, T ).
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Theorem 3.1.4. Let (M, g(t), φ(t)) be a complete Type I harmonic Ricci flow on [0, T ), T < ∞.

Fix ti ↗ T and a point p ∈M . Then there exists a locally Lipschitz function

lp,T : M × (0, T )→ R, (3.1.2)

which is a subsequential limit of the reduced lengths lp,ti in C0,1
loc . Moreover, defining

vp,T (q, t̄) := (4π(T − t̄))−
n
2 e−lp,T (q,t̄), (3.1.3)

these functions verify in the sense of distributions the following inequalities:

−
∂lp,T (q, t̄)

∂t̄
−∆lp,T (q, t̄) + |∇lp,T (q, t̄)|2 − Sg(t̄) +

n

2(T − t̄)
≥ 0 ⇐⇒ �∗vp,T (q, t̄) ≤ 0

−|∇lp,T (q, t̄)|2 + Sg(t̄) +
lp,T (q, t̄)− n

(T − t̄)
+ 2∆lp,T (q, t̄) ≤ 0

−2
∂lp,T (q, t̄)

∂t̄
+ |∇lp,T (q, t̄)|2 − Sg(t̄) +

lp,T (q, t̄)

(T − t̄)
= 0.

(3.1.4)

After obtaining the proper compactness theorems for sequences of harmonic Ricci flows, we

show the following pseudolocality theorem:

Theorem 3.1.5. For every β > 0, N , α and α, where 0 < α ≤ α <∞, there exist δ, ε > 0 with the

following property. Suppose that we have a pointed complete harmonic Ricci flow (M, g(t), φ(t), p)

defined for t ∈ [0, (εr0)2], with non-increasing coupling function α(t) ∈ [α, α]. Suppose the following:

� S(0) ≥ −r2
0 on Bg(0)(p, r0);

� Areag(0)(∂Ω)n ≥ (1− δ)cn Volg(0)(Ω)n−1, for any Ω ⊂ Bg(0)(p, r0), where cn is the Euclidean

isoperimetric constant.

Then |Rm |(x, t) < βt−1 + (εr0)−2 whenever 0 < t ≤ (εr0)2 and dg(t)(x, p) ≤ εr0.

Notice that we had to substitute the lower bound on the initial scalar curvature, originally

present in the Ricci flow analogue of this result (see Theorem 10.1 in [65]), with the stronger

lower bound on the initial S curvature. Moreover, we want to stress that this theorem generalizes

Theorem 1 in [40], where the authors prove a pseudolocality theorem for List’s flow, under the

further assumption of having bounded curvature time-slices; this is due to their application of the

compactness Theorem 7.5 in [57] which only holds under this additional hypothesis. However, we

can prove the theorem in this generality thanks to our stronger compactness Theorem 3.2.9, see

Section 3.4 for details on the proof of the pseudolocality theorem above.
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This chapter is organised as follows. In Section 3.2, we develop distance distortion estimates, a

compactness theory for the harmonic Ricci flow and a rigidity result for solitons. We also motivate

the concept of Type I harmonic Ricci flow given in Definition 3.1.2. The reduced length and volume

based at singular time are studied in Section 3.3, where Theorem 3.1.4 is proved. We show Theorem

3.1.5 in Section 3.4. Finally, in Section 3.5 we bring all these results together to obtain our main

result, Theorem 3.1.3.

3.2 Some Basic new Results in harmonic Ricci flow Theory

Distance Distortion Estimates

In this subsection we carry out distance distortion estimates for the harmonic Ricci flow.

Lemma 3.2.1. Let (M, g(t), φ(t)) be a harmonic Ricci flow with target manifold N . If for some

t0 < t1 we have S(·, t) ≤ Kg(t) on M × [t0, t1], then for every two points x0, x1 ∈M we have

dg(t1)(x0, x1)

dg(t0)(x0, x1)
≥ e−K(t1−t0).

Proof. For a fixed curve γ : [0, a] −→M , its length evolves by

d

dt
Length(γ) =

d

dt

∫ a

0

√〈dγ
ds

(s),
dγ

ds
(s)
〉
t
ds = −

∫ a

0
S
(dγ
ds

(s),
dγ

ds
(s)
) ds∣∣dγ

ds

∣∣ ≥ −K Length(γ).

Integrating this gives
Length(γ)

∣∣
t1

Length(γ)
∣∣
t0

≥ e−K(t1−t0)

so we deduce the conclusion by approximating the g(t1)−distance between x0 and x1 with γ.

Remark 3.2.2. Similarly, if S(·, t) ≥ −Kg(t) on M × [t0, t1], we get

dg(t1)(x0, x1)

dg(t0)(x0, x1)
≤ eK(t1−t0).

Lemma 3.2.3. Let (M, g(t), φ(t)) be a complete harmonic Ricci flow with target manifold N .

Suppose that x0, x1 ∈ M are two points with dg(t0)(x0, x1) ≥ 2r0 and Ric(x, t0) ≤ Kg(t0) for all

points x ∈ Bt0(x0, r0) ∪Bt0(x1, r0). Then d
dtdg(t)(x0, x1) ≥ −2(2

3Kr0 + (n− 1)r−1
0 ) at t = t0.

Proof. Let γ be a normalised minimal geodesic from x0 to x1 in (M, g(t0)), and set X(s) := dγ
ds (s).

Then for every vector field V along γ such that V (x0) = V (x1) = 0, from the second variation of
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length we have ∫ dg(t0)(x0,x1)

0

(
|∇XV |2 − 〈R(V,X)V ,X〉

)
ds ≥ 0. (3.2.1)

Extend X to a parallel orthonormal frame along γ with {ei(s)}n−1
i=1 . Put Vi(s) = f(s)ei(s) where

f(s) =


s
r0

if 0 ≤ s ≤ r0,

1 if r0 ≤ s ≤ dg(t0)(x0, x1)− r0,
dg(t0)(x0,x1)−s

r0
if dg(t0)(x0, x1)− r0 ≤ s ≤ dg(t0)(x0, x1).

(3.2.2)

Thus we have |∇XVi| = |f ′(s)| and∫ dg(t0)(x0,x1)

0
|∇XVi|2ds = 2

∫ r0

0

1

r0
=

2

r0
.

Next, we compute∫ dg(t0)(x0,x1)

0
〈R(Vi, X)Vi, X〉ds =

∫ r0

0

s2

r2
0

〈R(ei, X)ei, X〉ds+

∫ dg(t0)(x0,x1)−r0

r0

〈R(ei, X)ei, X〉ds

+

∫ dg(t0)(x0,x1)

dg(t0)(x0,x1)−r0

(dg(t0)(x0, x1)− s)2

r2
0

〈R(ei, X)ei, X〉ds

so summing over i we get

0 ≤
n−1∑
i=1

∫ dg(t0)(x0,x1)

0

(
|∇XVi|2 − 〈R(Vi, X)Vi, X〉

)
ds =

2(n− 1)

r0
−
∫ dg(t0)(x0,x1)

0
Ric(X,X)ds

−
∫ r0

0

(
s2

r2
0

− 1

)
Ric(X,X)ds−

∫ dg(t0)(x0,x1)

dg(t0)(x0,x1)−r0

(
(dg(t0)(x0, x1)− s)2

r2
0

− 1

)
Ric(X,X)ds.

Taking a geodesic variation of γ with fixed endpoints for t near t0 (using the completeness assump-

tion) we have

d

dt
dg(t)(x0, x1)

∣∣
t=t0

= −
∫ dg(t0)(x0,x1)

0
S(X,X)ds ≥ −

∫ dg(t0)(x0,x1)

0
Ric(X,X)ds

≥ −2(n− 1)

r0
− 2K

2

3
r0.

Corollary 3.2.4. Given a complete harmonic Ricci flow (M, g(t), φ(t)), if Ric(·, t) ≤ Kg(t) on

M for every t ∈ [0, T ) then there exists a constant c = c(n) > 0 such that for every x0, x1 ∈ M ,
d
dtdg(t)(x0, x1) ≥ −cK1/2.

Proof. Put r0 = K−
1
2 . If dg(t)(x0, x1) ≤ 2r0 then use Lemma 3.2.1, otherwise use Lemma 3.2.3.



32 Chapter 3. Local Singularity Theory for Type I Harmonic Ricci Flows

With a very similar proof as the one of Lemma 3.2.3 one can prove (see Lemma 4 in [40]):

Lemma 3.2.5. Let (M, g(t), φ(t)) be a complete harmonic Ricci flow. If Ric(·, t0) ≤ Kg(t0) on

Bg(t0)(x0, r0) then for every x /∈ Bg(t0)(x0, r0) we have

d

dt
dg(t)(x0, x)

∣∣∣∣
t=t0

−∆t0dg(t0)(x0, x) ≥ −
(

2

3
Kr0 + (n− 1)r−1

0

)
.

Compactness Theorems

We now provide several refinements of the compactness results for harmonic Ricci flows obtained

by Shi in [71] and Williams in [85]. One of these improvements is needed in the proof of the pseudo-

locality theorem where only local bounds on the curvature are available, and therefore Shi’s and

Williams’ results do not directly apply.

We follow the argument developed by Topping in [80] for the Ricci flow case (extending Hamil-

ton’s compactness result in [43]), see also [81] for an expository review. The first theorem we want

to prove is the following.

Theorem 3.2.6 (Compactness of harmonic Ricci flows: Extension 1). Consider a sequence of

pointed, n−dimensional, complete harmonic Ricci flows (Mi, gi(t), φi(t), pi), with fixed target man-

ifold N , all defined for t ∈ (a, b), where −∞ ≤ a < 0 < b ≤ +∞, with (possibly different)

non-increasing coupling functions αi(t) ∈ [α, α], where 0 < α ≤ α <∞. Assume further that

(i) ∀r > 0 there exists a constant M = M(r) such that ∀t ∈ (a, b) and ∀i

sup
Bgi(0)(pi,r)

|Rm(gi(t))|gi(t) ≤M,

(ii) infi inj(Mi, gi(0), pi) > 0.

Then there exist an n−dimensional manifold M∞, a limit solution (g∞(t), φ∞(t)) of (1.3.1) on

M∞×(a, b) with target manifold N and non-increasing coupling function α∞(t), and finally a point

p∞ ∈M∞, such that (M∞, g∞(0)) is complete, and (Mi, gi(t), φi(t), pi) −→ (M∞, g∞(t), φ∞(t), p∞)

in the pointed Cheeger-Gromov sense (after passing to a subsequence) and αi(t) −→ α∞(t) pointwise

in (a, b).

Remark 3.2.7. We notice that in our definition of harmonic Ricci flow (1.3.1), the coupling

function must be smooth, whereas the limit α∞(t) obtained above is a-priori not regular at all.

We still chose to state the theorem this way, to emphasize the geometric hypotheses, over the

technical uniform local smooth bounds on the coupling functions αi one would need. However, in

our applications of the compactness theorem, the convergence will always turn out to be smooth, so
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that the limit is a proper harmonic Ricci flow with a smooth coupling function.

Remark 3.2.8. As Hamilton remarked in [43] for the corresponding Ricci flow result, it is enough

to prove Theorem 3.2.6 in the case a, b ∈ R. Once proved on finite intervals, a standard diagonal

argument yields the other cases. Furthermore, from the assumption (i) in the main Theorem 3.2.6,

we get that the sequence verifies the uniform derivative curvature bounds (2.5.2) in a slightly smaller

finite interval [a + ε, b − ε] for any arbitrarily small ε > 0 from Proposition 2.5.4. So if we can

prove the theorem with the extra assumption of having uniform derivative curvature bounds, we can

take a sequence εj tending to 0, and for any such j we have a limit harmonic Ricci flow that agrees

with the ones obtained for smaller j (on the interval where both limits exist), and so, by a diagonal

argument, we obtain a limit flow on the interval (a, b) as required.

The plan of the proof is the same as in [43]: we first extract a limit manifold of the t = 0

time-slices, and then use uniform bounds to obtain convergence at the other times.

Proof of Theorem 3.2.6. Without loss of generality, we can assume (possibly after extracting a

subsequence, still denoted by i) that the coupling functions αi(t) converge pointwise in (a, b) to a

certain coupling function α∞(t), which is still non-increasing and verifies the same bounds as the

αi’s.

We can assume that our sequence satisfies uniform derivative curvature bounds by Remark 3.2.8.

By Theorem 2.3.2 we can extract a subsequence such that (Mi, gi(0), pi) −→ (M∞, g∞(0), p∞) in

the pointed Cheeger-Gromov sense, for a certain pointed manifold (M∞, p∞) and metric g∞(0).

Let us remark that (M∞, g∞(0)) is complete by the theorem. Call Ψi the diffeomorphisms given by

the Cheeger-Gromov convergence. Since we have supBgi(0)(pi,s)
|∇ki φi|gi(0) ≤ M(k, s), extracting a

further subsequence we can assume Ψ∗iφi(0) −→ φ∞(0) in C∞loc(M∞;N) for a certain map φ∞(0).

To extend the convergence at the other times, it is sufficient to apply Lemma 2.5.6 to Ψ∗i gi(t) and

Ψ∗iφi(t), so by Arzelá-Ascoli’s theorem we get a limit flow g∞(t) for t ∈ (a, b) and a limit φ∞(t) of

the maps Ψ∗iφi(t) in C∞loc(M∞ × (a, b);N), which agree with the metric g∞(0) and the map φ∞(0)

at t = 0 respectively, and form a harmonic Ricci flow.

Once we have a limit harmonic Ricci flow, we can inquire its completeness. As remarked during

the proof of the main Theorem 3.2.6, we already have completeness at the (t = 0)−time-slice.

A good idea to get completeness at other time-slices is to exploit the length distortion estimates

obtained before in this section together with the Hopf-Rinow Theorem, as in [80].

Theorem 3.2.9 (Compactness of harmonic Ricci flows: Extension 2). Under the same assumptions

as in Theorem 3.2.6, suppose instead of having (i) we have the stronger assumption that

(i’) There exists M < ∞ with the following property: ∀r > 0 there exists K = K(r) ∈ N such
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that ∀t ∈ (a, b) and i ≥ K we have

sup
Bgi(0)(pi,r)

|Rm(gi(t))|gi(t) ≤M. (3.2.3)

Then the harmonic Ricci flow constructed in Theorem 3.2.6 has complete time-slices.

Proof. Since (M∞, g∞(0)) is complete, for every r > 0 we have Bg∞(0)(p∞,
r
2) ⊂⊂ M∞. By the

assumption (i′) and the convergence, we have supBg∞(0)(p∞,
r
2

) |Rm(g∞(t))|g∞(t) ≤ M . Since M is

independent of r, the limit harmonic Ricci flow has bounded curvature at every time-slice. Finally,

for every s > 0 we have Bg∞(t)(p∞, s) ⊆ Bg∞(0)(p∞, C(M, t)s) ⊂⊂M∞, using the length distortion

estimate developed in the previous subsection.

Remark 3.2.10. We remark that this version of the compactness theorem will be used in the proof

of the pseudolocality theorem.

In the theorem above we used the strong bound on the curvature to apply the length distortion

estimate in Lemma 3.2.1. Since the hypothesis of the latter are weaker, we can improve the result,

showing that a uniform unilateral bound on the tensors Sgi(t) implies completeness in the past or

the future.

Theorem 3.2.11 (Compactness of harmonic Ricci flows: Extension 3). Under the same assump-

tions as in Theorem 3.2.6, if there exists a constant C > 0 such that

inf
Mi

Sgi(t) ≥ −Cgi(t) ∀t ∈ (a, 0] ∀i

then (M∞, g∞(t)) is complete ∀t ∈ (a, 0]. Analogously, the bound

sup
Mi

Sgi(t) ≤ Cgi(t) ∀t ∈ [0, b) ∀i

implies completeness of time-slices of the limit for t ∈ [0, b).

Type I and Type A Conditions

In this subsection we define what is a Type I singularity for the harmonic Ricci flow, and give

motivation for our Definition 3.1.2. It is worth mentioning that in [71], Shi gave a definition of

Type I singularity expressed in terms of the so-called AC Curvature, a quantity he defined as

Q(x, t) := (|Rm | + |∇2φ| + |∇φ|2)(x, t). In particular, he proved that if a harmonic Ricci flow
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develops a singularity at a time T < +∞, then there exists a constant c > 0 such that

sup
x∈M

Q(x, t) ≥ c

T − t
. (3.2.4)

However, motivated by Theorem 2.5.2, we would like a definition focusing only on the metric

component. Therefore our Definition 3.1.2 is different from this and coherent with the heuristic

dominance of the metric component over the map one. Throughout this subsection we assume for

simplicity that the domain manifold M is closed, though we only need to use the strong maximum

principle.

Lemma 3.2.12. Let (M, g(t), φ(t)) be a harmonic Ricci flow defined on [0, T ) with a non-increasing

coupling function α(t) ∈ [α, α], 0 < α ≤ α < +∞. Suppose T < +∞ is maximally chosen. Then

there exists a constant c > 0 and a sequence (tk)↗ T such that

sup
x∈M
|Rm |(x, tk) ≥

c

T − tk
. (3.2.5)

Proof. Let us set

y(t) := max
x∈M
|∇φ|2(x, t), w(t) := max

x∈M
|∇2φ|2(x, t) and z(t) := max

x∈M
|Rm |2(x, t). (3.2.6)

From the evolution inequalities (2.2.1), (2.2.2) and (2.2.3) they satisfy, we deduce

∂ty ≤C(N)y2; (3.2.7)

∂tw ≤C
√
zw + C(α+ c0)yw + Cc0y

2√w (3.2.8)

∂tz ≤Cz
3
2 + αCyz + αCw

√
z + αCc0y

2√z. (3.2.9)

The proof is split in two cases. Firstly, if we have that y is unbounded, an application of the

maximum principle to the equation (3.2.7) yields y ≥ c
T−t , thus using (2.2.5) as in the proof of

Lemma 2.5.1 we get the desired bound. In the case y is bounded, we can absorb it in the constants

appearing in (3.2.8) and (3.2.9). Writing the differential inequalities for
√
w and

√
z and summing

them up, we obtain 2 · max{z(t), w(t)} ≥ (z + w)(t) ≥ c1
(T−t)2 , again via a maximum principle

argument. Proceeding now by contradiction, suppose that for every ε > 0 there exists a T (ε) such

that z(t) ≤ ε
T−t for t ∈ [T (ε), T ). Then rewrite (3.2.8) with this new bound to get:

∂w

∂t
≤ c
√
zw + cw ≤ c

√
zw ≤ cε

T − t
w, in [T (ε), T ). (3.2.10)

One can apply Gronwall’s Lemma to get w(t) ≤ c′

(T−t)cε which is contradictory for ε < c−1 min{c1, 2}.
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Motivated by this Lemma, we make the following definition.

Definition 3.2.13. We say that a harmonic Ricci flow (M, g(t), φ(t)) develops a Type I singularity

at the finite time T if there exist a constant c > 0 and a sequence (tk)↗ T such that

sup
x∈M
|Rm |(x, tk) ∼

c

T − tk
. (3.2.11)

We are naturally tempted to define a Type I harmonic Ricci flow by “reversing” the inequality

(3.2.5); since our main scope will be to perform blow-up arguments, we need to control all the

components of the flow. Fortunately we have:

Theorem 3.2.14. Let (M, g(t), φ(t)) be a harmonic Ricci flow defined on [0, T ) with a non-

increasing coupling function α(t) ∈ [α, α], 0 < α ≤ α < +∞. Suppose that there exist constants

r ≥ 1 and C > 0 such that

|Rm |(x, t) ≤ C

(T − t)r
. (3.2.12)

Then the same inequality, with a different constant C̃ = C̃(α, α, n,N,C, r) holds for |∇φ|2 and

|∇2φ|. Moreover

|∇Rm |(x, t) ≤ C

(T − t)
3
2
r
. (3.2.13)

Proof. The proof is straight-forward and we therefore only give a brief sketch. Using the bound

on the Riemann tensor, we get the same kind of bound for the scalar curvature, thus for S since

S(x, t) ≤ R(x, t). Since Smin(t) is increasing, we get the same bound on |∇φ|2. Using the bounds

on y and z defined as in (3.2.6) to rewrite (3.2.8), we get the same bound on |∇2φ| by applying the

maximum principle to the function f(x, t) := (T − t)2r|∇2φ|2(A+ (T − t)r|∇φ|2) for a large enough

constant A. This proves the first statement. A similar argument leads to the second statement.

Definition 3.2.15. We say that a solution (M, g(t), φ(t)) of (1.3.1) on [0, T ) is a Type A harmonic

Ricci flow if there exist constants r ∈ [1, 3
2) and C > 0 such that

|Rm |(x, t) ≤ C

(T − t)r
. (3.2.14)

A priori it might be that the supremum of the curvature oscillates between different rates, e.g.

the Type I rate and a smaller one. We will exclude this phenomenon in the Type I flow case, see

Corollary 3.5.4, where we will see that every singular harmonic Ricci flow satisfying Definition 3.1.2

necessarily develops a Type I singularity in the stronger sense that

sup
x∈M
|Rm |(x, t) ≥ c

T − t
(3.2.15)
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for every t ∈ [0, T ).

A soliton rigidity theorem

Motivated by Zhang’s paper [96], we prove the following theorem. It is worth mentioning that

in [40] the authors proved the first part of this result for List’s flow, and our argument closely

follows theirs. In addition, we also include a rigidity remark in the same spirit of [67]. Together,

these results will be used to prove the equivalence between the singular sets we mentioned in the

introduction of the chapter, see Theorem 3.5.3.

Theorem 3.2.16. Suppose (M, g(t), φ(t), f(t)) is a complete gradient shrinking soliton solution

defined for t ∈ (−∞, T ). Then we have S(t) ≥ 0 and ∇f(t) is a complete vector field for any

t ∈ (−∞, T ). Moreover, if there exist p ∈ M and t ∈ (−∞, T ) such that S(p, t) = 0, then

(M, g(t), φ(t), f(t)) is isometric to the Gaussian soliton solution.

Before proceeding with the proof we state a lemma, which is easy to prove using Proposition

2.5.13 and the Bochner identity (Section 4 in [63]) and whose proof is therefore left to the reader.

Lemma 3.2.17. For a normalised gradient shrinking soliton (g, φ, f) we have

∆ S−〈∇ S,∇f〉 = −2σ S−2|Sij |2 − 2α(τgφ)2. (3.2.16)

Proof of Theorem 3.2.16. For the first part of the theorem we will work in a fixed time-slice, so

without loss of generality we can suppose to have (g, φ, f) satysfying (2.5.7) with σ = −1/2, and

we can drop the time dependence. Rewrite Lemma 3.2.5 in the following way: (for any fixed

time-slice), if Ric ≤ Kg in the ball B(p, r0), then

∆d(p, ·) ≤
(

(n− 1)r−1
0 +

2

3
Kr0

)
−
∫ d(p,·)

0
Ric(γ̇(s), γ̇(s))ds,

where γ is a normalised geodesic starting at p. Applying the first of the soliton equations to the

pair (γ̇, γ̇) we get S(γ̇, γ̇) +∇2f(γ̇, γ̇) = 1/2. Moreover, we have

d

ds
f(γ(s)) = 〈∇f, γ̇〉,

d2

ds2
f(γ(s)) = 〈∇γ̇∇f, γ̇〉 = ∇2f(γ̇, γ̇),

therefore for every x ∈M∫ d(p,x)

0
Ric(γ̇(s), γ̇(s))ds =

1

2
d(p, x)−

∫ d(p,x)

0

d2

ds2
f(γ(s))ds+ α

∫ d(p,x)

0
dφ⊗ dφ(γ̇, γ̇)ds

≥ 1

2
d(p, x)− 〈∇f, γ̇〉

∣∣∣s=d(p,x)

s=0
≥ 1

2
d(p, x)− 〈∇f(x),∇xd(p, x)〉 − |∇f(p)|.
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In other words, for any fixed point p ∈M the function d(x) := d(p, x) satisfies

∆d− 〈∇f,∇d〉 ≤
(

(n− 1)r−1
0 +

2

3
Kr0

)
− 1

2
d+ |∇f(p)|. (3.2.17)

For every point p there exists a small enough radius r0 = r0(p) > 0 such that Ric(g) ≤ (n− 1)r−2
0

on the ball B(p, r0). Fix a cut-off function ψ(x) which is equal to 1 if |x| ≤ 1 and zero for |x| > 2,

is non-increasing on the positive axis and such that |ψ′|2/ψ ≤ 4, |ψ′′|, |ψ′| ≤ 2. Define then the

function on M

η(x) := ψ

(
d(p, x)

Ar0

)
,

where A is a large constant. Define u := S η. It easily follows that

∆u = η∆ S +
Sψ′

Ar0
∆d+

Sψ′′

(Ar0)2
+ 2〈∇S,∇η〉. (3.2.18)

Now if the minimum of u, which exists because it is a function of compact support, is non negative,

then S(p) ≥ 0 and we have the first assertion since the point p can be chosen arbitrarily. Therefore

it is enough to consider the case in which this minimum is strictly negative. Thus the point of

minimum pmin must be in the support of η, so it must be in B(p, 2Ar0). At pmin we have ∇u = 0,

∆u ≥ 0, so ∇ S = −S∇η
η . Clearly, we also have uψ′ ≥ 0. Using Lemma 3.2.17 above, we get

∆u = η(〈∇ S,∇f〉+ S−2|Sij |2 − 2α(τgφ)2) +
uψ′

Ar0η
∆d+

uψ′′

(Ar0)2η
+ 2〈∇ S,∇η〉

≤ η(〈∇ S,∇f〉+ S−2|Sij |2) +
uψ′

Ar0η
∆d+

uψ′′

(Ar0)2η
− 2S

|∇η|2

η

= η(〈∇ S,∇f〉+ S−2|Sij |2) +
uψ′

Ar0η
∆d+

uψ′′

(Ar0)2η
− 2u

|ψ′|2

η2(Ar0)2

≤ η(〈∇ S,∇f〉+ S−2|Sij |2) +
uψ′

Ar0η
(〈∇f,∇d〉+ 2nr−1

0 + |∇f(p)|) +
uψ′′

(Ar0)2η
− 2u

|ψ′|2

η2(Ar0)2
.

Remark that at the point pmin, the first term on the right hand side is−η S 〈∇η,∇f〉η = − uψ′

Ar0η
〈∇f,∇d〉,

so we have a cancellation. Rewrite the inequality as

u− 2η|Sij |2 +
2nuψ′

Ar2
0η

+
uψ′

Ar0η
|∇f(p)|+ uψ′′

(Ar0)2η
− 2u

|ψ′|2

η2(Ar0)2
≥ 0. (3.2.19)

Using Cauchy-Schwarz −2η|Sij |2 ≤ −2η S2 /n = −2u2/(nη), thus multiplying (3.2.19) by η we get

ηu− 2u2

n
+

2nuψ′

Ar2
0

+
uψ′

Ar0
|∇f(p)|+ uψ′′

(Ar0)2
− 2u

|ψ′|2

η(Ar0)2
≥ 0,



3.3. Reduced Length and Volume based at Singular Time 39

and exploiting the bound on the cut-off function

−2u2

n
+

4nu

Ar2
0

+
2|u|
Ar0
|∇f(p)|+ 6

|u|
(Ar0)2

≥ 0,

so we must have

|u| ≤ C(|∇f(p)|, n)

Ar2
0

,

for any constant A, so S(p) = u(p) ≥ u(pmin) ≥ −C(|∇f(p)|,n)
Ar20

and since this estimate is uniform in

A, passing to the limit A → ∞ we get S(p) ≥ 0. Since p can be chosen arbitrarily this is valid on

the whole M , concluding the proof of the first assertion.

Recall that Proposition 2.5.13 ensures S +|∇f |2 = f , so the previous step yields |∇f |2 ≤ f .

Equivalently, we have that |∇(
√
f)| ≤ 1

2 , therefore
√
f grows at most linearly being a Lipschitz

function, and so does |∇f | ≤
√
f ; clearly, this implies that ∇f is a complete vector field.

Finally, suppose there exists a p ∈ M such that S(p) = 0. From the first part of the theorem,

such a point is a minimum for the u defined above for every A. By the strong maximum principle,

which we can apply since the completeness of the metric implies u has compact support, we have

u ≡ 0 for every A, so S ≡ 0 on B(p,Ar0) for every A, that is S ≡ 0 on M . Restoring the time

dependence, from the equation (3.2.16) we have S = 0 and τgφ = 0, so g(t) = g0 and φ(t) = φ0.

Rewriting the soliton solutions equation we get

Hess(f(t)) = −σ(t)g0.

Being a shrinking soliton solution, we know that σ(t) < 0 for any t, thus Σ(t) =
∫ t

0 σ(s)ds is

monotone decreasing as is c(t) := exp(2Σ(t)). Defining Ψt as the diffeomorphism induced by

∇f(t)/c(t) (recall it is a complete vector field), we have ĝ = (Ψ∗t )
−1g0 = id, thus ĝ is flat. From

the Killing-Hopf Theorem, its universal cover is the Euclidean space (Rn, gcan), with covering map

π. Pulling back the above equation on Rn via π, we obtain that the function π∗f is strictly convex.

Therefore π must be trivial, otherwise π∗f would be periodic, and thus a global isometry. Since

S ≡ R ≡ 0 and α 6= 0, we deduce that φ0 = y0 is a constant map.

3.3 Reduced Length and Volume based at Singular Time

In this section we develop concepts of reduced length and volume based at singular time for the

harmonic Ricci flow. Throughout the rest of the chapter the harmonic Ricci flows we are considering

are complete unless otherwise stated.



40 Chapter 3. Local Singularity Theory for Type I Harmonic Ricci Flows

Reduced Length Based at Singular Time

We start with a proof of Theorem 3.1.4.

Proof of Theorem 3.1.4. Fix a sequence of time ti ↗ T and a point p ∈M . To simplify notation let

li := lp,ti and Li := Lp,ti . Fix an arbitrary compact subset of the form K = K1× [a, b] ⊂M×(0, T ).

The plan of the proof is to apply Arzelà-Ascoli’s theorem to the sequence, once we have proved the

necessary bounds. By definition of li it suffices to uniformly bound Li on K. Let η : [0, 1]→M be

a g(0)−geodesic with η(0) = q ∈ K1, η(1) = p. Fix k ∈ (b, T ) and consider

γ(t) :=

{
η
(
t−t̄
k−t̄
)
t ∈ [t̄, k],

p t ∈ (k, ti].
(3.3.1)

Because |η′(s)|2g(0) is constant (depending on d0(p, q), and hence only on K), there exists a constant

D = D(C,K) such that |η′(s)|2g(t) ≤ D because of the uniform equivalence of the metrics along the

harmonic Ricci flow on [0, k]. An application of Theorem 3.2.14, using the Type A assumption,

implies the existence of a constant C = C(α, α, n,N,C, r) such that | S |(x, t) ≤ C
(T−t)r , so:

|Li(q, t̄)| ≤

∣∣∣∣∣
∫ ti

t̄

√
ti − t

(
|γ̇(t)|2g(t) + Sg(t)(γ(t))

)
dt

∣∣∣∣∣
≤
∫ k

t̄

√
ti − t

(k − t̄)2

∣∣∣∣η′( t− t̄k − t̄

)∣∣∣∣2
g(t)

dt+ C

∫ ti

t̄

√
ti − t

(T − t)r
dt (3.3.2)

≤ D
√
T

k − b
+

2C

3− 2r
T

3
2
−r =: E(α, α, n,N,C, r,K)

thus the uniform bound is proved.

Now we would like a uniform bound on the derivatives of the Li. Let γi be an L−minimising

L−geodesic from (q, t̄) to (p, ti), where (q, t̄) ∈ K.

We claim there exists a constant G = G(α, α, n,N,C, r,K) > 0 independent of i such that for

all t ∈ [t̄, k], |
√
ti − tγ̇i(t)|2g(t) ≤ G. Denote by Vi(t) :=

√
ti − tγ̇i(t). Using the L−geodesic equation

(cfr. formula (4.3) in [62])

∇Vi(t)Vi(t)− 2
√
ti − tSg(t)(Vi(t), ·)# − 1

2
(ti − t)∇ Sg(t) = 0, (3.3.3)

we obtain

d

dt
|Vi(t)|2g(t) = −2S(Vi(t), Vi(t)) + 2〈∇γ̇i(t)Vi(t), Vi(t)〉g(t)

= −2S(Vi(t), Vi(t)) +
2√
ti − t

〈∇Vi(t)Vi(t), Vi(t)〉g(t)
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= −2S(Vi(t), Vi(t)) +
2√
ti − t

〈2
√
ti − tSg(t)(Vi(t), ·)# +

1

2
(ti − t)∇ Sg(t), Vi(t)〉g(t)

= 2S(Vi(t), Vi(t)) +
√
ti − t〈∇ Sg(t), Vi(t)〉g(t) (3.3.4)

≤ C1

(T − t)r
|Vi(t)|2g(t) +

C2

(T − t)
3
2
r− 1

2

|Vi(t)|g(t).

Here the constants depend upon the Type A constant C as in Theorem 3.2.14 but are independent

of i. Having a uniform bound on Vi(t) for t in a compact set of time is necessary to exploit this

inequality. We have∫ ti

t̄

1√
ti − t

|Vi(t)|2g(t)dt = L(γi)−
∫ ti

t̄

√
ti − tSg(t)(γi(t))dt ≤ L(γi) +

2C1

3− 2r
T

3
2
−r (3.3.5)

by the Type A assumption, thus the integral mean value theorem gives the existence of t̂i ∈ [t̄, k]

such that for i large

1√
ti − t̂i

|Vi(t̂i)|2g(t̂i) =
1

k − t̄

∫ k

t̄

1√
ti − t

|Vi(t)|2g(t)dt ≤
1

k − t̄

(
L(γi) +

2C1

3− 2r
T

3
2
−r
)

(3.3.6)

and since
√
ti − t̂i ≤

√
T , we get |Vi(t̂i)|2g(t̂i) ≤ F for some constant F = F (α, α, n,N,C, r,K).

Without loss of generality we can assume that |Vi(t)|2g(t) ≥ 1, so the inequality (3.3.4) becomes for

t ∈ [a, k]
d

dt
|Vi(t)|2g(t) ≤

(
C1

(T − k)r
+

C2

(T − k)
3
2
r− 1

2

)
|Vi(t)|2g(t) = C3|Vi(t)|2g(t). (3.3.7)

The constant C3 depends on α, α, n,N,C, r,K. Integration implies that for all t ∈ [a, b] ⊂ [a, k]

|Vi(t)|2g(t) ≤ Fe
C3(t−t̂i) ≤ FeC3T =: G = G(α, α, n,N,C, r,K). (3.3.8)

In order to get uniform gradient bounds for Li, we use the first variation formula of the functional

L to obtain ∇Li(q, t̄) = −2
√
ti − t̄γ̇i(t̄), thus |∇Li(q, t̄)| ≤

√
2G. Regarding the time derivative

bounds we proceed as follows

∂

∂t̄
Li(q, t̄) =

d

dt̄
Li(q, t̄)− 〈∇Li(q, t̄), γ̇i(t̄)〉g(t̄)

= −
√
ti − t̄(|γ̇i(t̄)|2g(t̄) + Sg(t̄)(γi(t̄))) + 2

√
ti − t̄|γ̇i(t̄)|2g(t̄)

=
1√
ti − t̄

|
√
ti − t̄γ̇i(t̄)|2g(t̄) −

√
ti − t̄ Sg(t̄)(γi(t̄))

therefore using the Type A bound and what we obtained before, we have for any (q, t̄) ∈ K

∂

∂t̄
Li(q, t̄) ≤

G√
k − b

+
C

(T − b)r−
1
2

=: H = H(α, α, n,N,C, r,K). (3.3.9)
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Thus for any compact set K, the C0,1−norm of li are uniformly bounded (in terms of α, α, n,N,C, r

and K) and we can extract a limit by Arzelà-Ascoli’s Theorem. It remains to show that the

differential inequalities for li pass to the limit. This follows analogously to the Ricci flow case in

[34] and we therefore leave this part of the proof to the reader.

Remark 3.3.1. We stress that the uniform bound of the C1
loc-norm of the li, which brings another

bound on the C0,1
loc -norm of the lp,T , depends on α, α, n,N and on the Type A constants C, r (and

on the compact set in consideration).

Reduced Volume Based at Singular Time

Definition 3.3.2. Let (M, g(t), φ(t)) be a Type A harmonic Ricci flow on (0, T ). Fix a point

p ∈M , a sequence ti ↗ T and any lp,T and vp,T given by the Theorem 3.1.4. We define a reduced

volume based at the singular time (p, T ) to be the function

Vp,T (t̄) :=

∫
M
vp,T (q, t̄) dvolg(t̄)(q) =

∫
M

(4π(T − t̄))−
n
2 e−lp,T (q,t̄) dvolg(t̄)(q). (3.3.10)

From Theorem 2.5.18 and Fatou’s Lemma, we know that Vp,T (t̄) ≤ 1. The proof of the next

result reads the same as in [34], hence we skip it here.

Corollary 3.3.3. We have d
dt̄Vp,T (t̄) ≥ 0 and limt̄↗T Vp,T (t̄) ≤ 1.

We still need an analogous result in the case the reduced volume is constant in an interval. In

order to derive it, we notice that if V (t1) = V (t2) then �∗vp,T = 0 in (t1, t2), so the parabolic

regularity theory implies lp,T is smooth. For the convenience of the reader we recall that the

equation �∗vp,T = 0 is equivalent to

−
∂lp,T (q, t̄)

∂t̄
−∆lp,T (q, t̄) + |∇lp,T (q, t̄)|2 − Sg(t̄) +

n

2(T − t̄)
= 0. (3.3.11)

Combining with the last equality in Theorem 3.1.4, we deduce

wp,T :=
(
(T − t̄)(2∆lp,T − |∇lp,T )|2 + S) + lp,T − n

)
vp,T ≡ 0. (3.3.12)

Theorem 3.3.4. Suppose v(q, t) = (4π(T−t))−
n
2 e−l(q,t) solves the conjugate heat equation �∗v = 0

under the harmonic Ricci flow. Then defining w :=
(
(T − t)(2∆l − |∇l|2 + S) + l − n

)
v as above,

we have

�∗w = −2(T − t)
[∣∣∣∣Sij +∇i∇jl −

gij
2(T − t)

∣∣∣∣2 + α|τgφ−∇iφ∇il|2 − α̇|∇φ|2
]
v. (3.3.13)
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Proof. Recall that
d∆

dt
= 2Sij∇i∇j − 2ατgφ∇iφ∇i. (3.3.14)

By definition of v, we know that v−1∇v = ∇l. Hence we get

v−1�∗w = v−1(−∂t −∆ + S)
((

(T − t)(2∆l − |∇l|2 + S) + l − n
)
v
)

=− (∂t + ∆)
(
(T − t)(2∆l − |∇l|2 + S) + l

)
− 2〈∇

(
(T − t)(2∆l − |∇l|2 + S) + l

)
, v−1∇v〉

= 2∆l − |∇l|2 + S−(T − t)(∂t + ∆)(2∆l − |∇l|2 + S)− (∂t + ∆)l

+ 2(T − t)〈∇(2∆l − |∇l|2 + S),∇l〉+ 2|∇l|2.

Let us analyze more carefully the term (∂t + ∆)(2∆l − |∇l|2 + S) (for convenience in the time

derivative calculation, note that |∇l|2 = |dl|2):

(∂t + ∆)(2∆l − |∇l|2 + S) = 2∂t(∆)l + 2∆(∂t + ∆)l − (∂t + ∆)|dl|2 + (∂t + ∆) S

= 4Sij∇i∇jl − 4ατgφ∇iφ∇il + 2∆(|∇l|2 − S)− 2S(dl, dl)− 2〈∇(∂tl),∇l〉

−∆(|∇l|2) + ∆ S +∆ S +2|Sij |2 + 2α|τgφ|2 − α̇|∇φ|2

= 4Sij∇i∇jl − 4ατgφ∇iφ∇il + ∆(|∇l|2)− 2S(dl, dl)

− 2〈∇(−∆l + |∇l|2 − S),∇l〉+ 2|Sij |2 + 2α|τgφ|2 − α̇|∇φ|2,

where we used �∗v = 0 in the last equality (written in term of l). Substituting this we obtain

v−1�∗w = 2∆l − |∇l|2 + S−(T − t)
[
4Sij∇i∇jl − 4ατgφ∇iφ∇il + ∆(|∇l|2)− 2S(dl, dl)

− 2〈∇(−∆l + |∇l|2 − S),∇l〉+ 2|Sij |2 + 2α|τgφ|2 − α̇|∇φ|2
]
− n

2(T − t)
+ S−|∇l|2

+ 2(T − t)〈∇(2∆l − |∇l|2 + S),∇l〉+ 2|∇l|2

=− n

2(T − t)
+
[
2∆l − |∇l|2 + S + S−|∇l|2

]
− (T − t)

[
4Sij∇i∇jl − 4ατgφ∇iφ∇il

+ ∆(|∇l|2)− 2S(dl, dl)− 2〈∇(∆l),∇l〉+ 2|Sij |2 + 2α|τgφ|2 − α̇|∇φ|2
]

=− n

2(T − t)
+ 2(∆l + S)− (T − t)

[
4Sij∇i∇jl − 4ατgφ∇iφ∇il + 2|Sij |2 + 2α|τgφ|2

− α̇|∇φ|2 + I
]
,

where I is the sum of the underlined terms, i.e.

I = ∆(|∇l|2)− 2S(dl, dl)− 2〈∇(∆l),∇l〉 = ∇i∇i(∇jl∇jl)− 2Sij∇il∇jl − 2∇i∇j∇jl∇il

= 2∇i∇i∇jl∇jl + 2∇i∇jl∇i∇jl − 2Rij∇il∇jl + 2α∇iφ∇il∇jφ∇jl − 2∇i∇i∇jl∇jl

− 2Rijjk∇kl∇il = 2|Hess(l)|2 + 2α∇iφ∇il∇jφ∇jl.
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Now we can plug this expression in the equation above, obtaining

v−1�∗w =− n

2(T − t)
+ 2(∆l + S)− (T − t)

[
4Sij∇i∇jl − 4ατgφ∇iφ∇il + 2|Sij |2 + 2α|τgφ|2

− α̇|∇φ|2 + 2|Hess(l)|2 + 2α∇iφ∇il∇jφ∇jl
]

=− 2(T − t)
[(
|Sij |2 + |∇il∇jl|2 +

n

4(T − t)2
+ 2Sij∇i∇jl −

∆l

T − t
− S

T − t

)
+ α

(
∇iφ∇il∇jφ∇jl − 2τgφ∇iφ∇il + |τgφ|2

)
− α̇|∇φ|2

]
=− 2(T − t)

[∣∣∣∣Sij +∇i∇jl −
gij

2(T − t)

∣∣∣∣2 + α|τgφ−∇iφ∇il|2 − α̇|∇φ|2
]
.

In the next theorem, we follow the argument in [28] for the similar Ricci flow case.

Theorem 3.3.5. Suppose we are given a complete gradient shrinking soliton solution in canonical

form, i.e. a solution of (2.5.6) with a = 1. Then for any point p ∈ M , its reduced length based at

the singular space-time point (p, T ) equals the soliton potential plus the normalisation constant. In

particular, it is independent of the point p.

Proof. We know that g(t) = (T − t)ψ∗t g(0), φ(t) = ψ∗t φ(0) and f(t) = ψ∗t f(0), where ψt is the

diffeomorphism generated by ∇f(0)/(T − t). Therefore, defining τ = T − t, we know that f solves
∂f
∂τ = −|∇f |2. Without loss of generality, we can suppose the soliton solution to be normalised

(note that this requires adding a constant independent of time), so S +|∇f |2 − 1
τ f = 0. Given any

curve γ : [0, τ̄ ] −→M , such that γ(0) = p, γ(τ̄) = q, we have

d

dτ
(
√
τf(γ(τ), τ)) =

√
τ

(
f

2τ
+
∂f

∂τ
+∇f · γ̇

)
=
√
τ
( f

2τ
+
∂f

∂τ
+

1

2
|∇f |2 +

1

2
|γ̇|2 − 1

2
|γ̇ −∇f |2

)
=

1

2

√
τ
(

S +|γ̇|2 − |γ̇ −∇f |2
)
.

Hence integrating from 0 to τ̄

f(γ(τ̄), τ̄)) =
1

2
√
τ̄
L(γ)− 1

2
√
τ̄

∫ τ̄

0

√
τ |γ̇(τ)−∇f(γ(τ), τ)|2g(τ)dτ. (3.3.15)

Now choosing γ such that γ̇ = ∇f(τ), we get f(q, τ̄) ≥ lp,0(q, τ̄). For the opposite inequality, it is

sufficient to apply (3.3.15) to a minimal L-geodesic since the integrand is non-negative.

Combining the two theorems above we get the following result.

Corollary 3.3.6. Any complete normalised gradient shrinking soliton solution in canonical form

has constant reduced volume based at singular time.
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We now want to enquire for a converse of this statement. Suppose the coupling function is non

increasing, and suppose that the reduced volume based at the singular time T is constant. From

Theorem 3.3.4 we then deduce
Ric−α∇φ⊗∇φ+ Hess(lp,T )− g

2(T−t) = 0,

τgφ− 〈∇φ,∇lp,T 〉 = 0,

α̇|∇φ|2 = 0.

(3.3.16)

The first two equations are the equations characterising a normalised gradient shrinking soliton

solution in canonical form with potential function lp,T .

Suppose now that α is not constant, then there exists t̄ ∈ (0, T ) such that α̇(t̄) < 0. Therefore

the third equation yields ∇φ = 0, i.e. φ(t̄) ≡ y0 where y0 ∈ N (here we are assuming connectedness

of M). Writing the harmonic Ricci flow at t̄ we get∂tg
∣∣
t=t̄

= −2 Ricg(t̄) = 2 Hess(lp,T )− g
(T−t) ,

∂tφ
∣∣
t=t̄

= τg(y0) = 0.
(3.3.17)

Thus from the time t̄ on, the solution coincides with a gradient shrinking Ricci soliton solution

and a constant map. Since the flow is smooth on the whole interval [0, t̄], we also get that φ0 is

isotopic to a constant map. This strongly restricts the class of initial data (M, g0, N, φ0) that gives

rise to a harmonic gradient shrinking Ricci soliton solution in canonical form. For example, if we

have M = N = Sn, with φ0 = id, and non-constant coupling function, then for any metric on

the domain and target, the solution of the harmonic Ricci flow will not be a harmonic gradient

shrinking Ricci soliton solution in canonical form! Compare this with the discussion in Chapter 2.

Reassuringly, if we blow-up a Type I harmonic Ricci flow, we get a harmonic gradient shrinking

Ricci soliton solution in canonical form, but the limit of the coupling functions α(T − t
λ) will be a

constant because λ tends to infinity, and we cannot apply the argument above.

Remark 3.3.7. We point out that if we blow-up a complete harmonic Ricci flow at a regular time,

then we get the Gaussian soliton in canonical form and a constant map from Rn → N . Indeed

suppose we have constant reduced volume based at a regular time t0 < T , then we can assume

without loss of generality that α is constant: otherwise we get as above that φ ≡ y0 is a constant

map, and (M, g(t), lp,t0) is a gradient shrinking Ricci soliton solution, which verifies the Ricci soliton

equations with respect to a regular time, thus from Ricci flow theory it must be the Gaussian soliton

in canonical form.
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In the case α is constant, we get the more general definition of a gradient shrinking harmonic

Ricci soliton solution in canonical form, i.e. (M, g(t), φ(t), lp,t0) solves the system:Ric−α∇φ⊗∇φ+ Hess(lp,t0)− g
2(t0−t) = 0,

τgφ− 〈∇φ,∇lp,t0〉 = 0.
(3.3.18)

We claim that this can only be the case if (M, g(t), y0, lp,t0) is the Gaussian soliton in canonical

form. Recall that by the long time existence result in [63], we have bounded curvature up to t0,

so we can use the maximum principle. By Theorem 3.2.16, we have R ≥ S ≥ 0. Moreover, by

the same theorem we know that there exists a family ψt of diffeomorphisms induced by ∇lp,t0(t), so

S(t, x) = (t0− t)−1 S(0, ψt(x)). Taking the limit t→ t0, if there exists an x0 such that S(x0, 0) > 0,

then S(t0, ψt0(x0)) = ∞, which is contradictory to the assumption that t0 is a regular time. Thus

S ≡ 0 and we conclude using the rigidity part in Theorem 3.2.16.

3.4 Pseudolocality Theorem for harmonic Ricci Flow

In this section we want to prove our pseudolocality Theorem 3.1.5 for the harmonic Ricci flow in the

same spirit as [40] where this is done for List’s flow (i.e. harmonic Ricci flow with target N = R).

The proof is similar to the analoguous Ricci flow case (see [65],[48]), and we want to stress that

we had to build all the machinery in the previous sections to get rid of the curvature boundedness

assumed in [40]. For this reason we will emphasize the parts of the proof which needed a refinement

and refer the reader back to [40] for the remaining ones.

Proof of Theorem 3.1.5. First of all, we can assume without loss of generality that β < 1/100n

and r0 = 1. Arguing by contradiction, suppose that there exist εk, δk −→ 0 such that for each

k, there exist a complete pointed harmonic Ricci flow (Mk, gk, φk, pk), with fixed target manifold

N , such that Sgk(0) ≥ −1 on a ball Bgk(0)(pk, 1) and for any subset Ω ⊂ Bgk(0)(pk, 1) we have

Areagk(0)(∂Ω)n ≥ (1 − δk)cnV olgk(0)(Ω)n−1, but there are points (xk, tk) such that 0 < tk ≤ ε2
k,

dgk(tk)(xk, pk) ≤ εk, and

|Rm |(xk, tk) ≥ βt−1
k + ε−2

k .

Moreover, we can choose εk small enough such that

|Rm |(x, t) ≤ βt−1
k + 2ε−2

k , (3.4.1)

whenever 0 < t ≤ ε2
k and dgk(t)(x, pk) ≤ εk. We can use precisely the same point selection argument

as in [48] to get the following.
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Lemma 3.4.1. For any sequence Ak −→ ∞, there exist space-time points (xk, tk) ∈ Mk × (0, εk]

with dgk(tk)(xk, pk) ≤ (1 + 2Ak)εk, such that

|Rm |gk(t)(x, t) ≤ 4Qk := 4|Rm |(xk, tk),

for any (x, t) in the backward parabolic region

Ωk :=

{
(x, t)

∣∣∣∣dg(tk)(x, xk) ≤
1

10
AkQ

−1/2
k , tk −

1

2
βQ−1

k ≤ t ≤ tk
}
.

For each k, let uk := (4π(T−t))−n/2e−fk be the fundamental solution of the conjugate heat equation

�∗kuk = 0, which tends to δxk as t→ T . Define as above vk := ((T−t)(2∆fk−|∇fk|2+Sk)+fk−n)uk.

Then we know by the Theorem 2.5.7 that vk ≤ 0. The proof of the next lemma requires our

Compactness Theorem 3.2.9 since no curvature boundedness of the time-slices is assumed, unlike

the case treated in [40].

Lemma 3.4.2. There exist a constant b > 0 independent of k and times t̃k ∈ (tk− 1
2βQ

−1
k , tk) such

that ∫
Bk

vkdVgk(t̃k) ≤ −b < 0,

where Bk = Bgk(t̃k)

(
xk,
√
tk − t̃k

)
.

Proof. This proof is by contradiction. Suppose that for any t̃k ∈ (tk − 1
2βQ

−1
k , tk) there exists a

subsequence (not relabelled) such that

lim inf
k→∞

∫
Bk

vkdVgk(t̃k) ≥ 0. (3.4.2)

Consider the rescaling ĝk(t) = Qkgk(Q
−1
k t+ tk), φ̂k(t) = φk(Q

−1
k t+ tk) for t ∈ [−Qktk, 0]. Note that

under this rescaling αk(t) becomes α̂k(t) = αk(Q
−1
k t+ tk), while the set Ωk becomes the parabolic

region Bĝk(0)

(
xk,

1
10Ak

)
× [−1

2β, 0], where we have curvature bounded by 4. We split the proof in

two cases:

Case 1: Suppose first that the injectivity radii of the ĝk are uniformly bounded away from zero. We

can use Theorem 3.2.9 to extract a subsequence of (Mk, ĝk(t), φ̂k(t), xk) converging to a harmonic

Ricci flow (M∞, g∞(t), φ∞(t), x∞) on [−1
2β, 0]. We remark that the use of Theorem 3.2.9 is forced

by the lack of a global uniform curvature bound for the time-slices, compare to [40].This limit

flow is complete, has |Rm | ≤ 4, and |Rm |(x∞, 0) = 1. Notice that the limit coupling function

α∞ is constant, hence we can improve the pointwise convergence given by the Theorem 3.2.9 to a

C∞([−1
2β, 0])-convergence because of the particular form of α̂k(t).
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The fundamental solutions ûk based at (xk, 0) of the rescaled flows will converge smoothly to

u∞, the fundamental solution to the conjugate heat equation on the limit flow, based at (x∞, 0).

So the respective v̂k converge to the respective v∞ ≤ 0 since it is a pointwise limit of non-positive

functions. On the other hand, from the inequality (3.4.2), it follows that for any fixed t0 ∈ [−1
2β, 0]

we have ∫
Bg∞(t0)

(
x∞,
√
−t0
) v∞(·, t0)dVg∞(t0) ≥ 0.

Therefore it must be v∞(·, t0) = 0 on Bg∞(t0)

(
x∞,
√
−t0
)
. A strong maximum principle argument

yields v∞ ≡ 0 on M∞ × (t0, 0]. In particular, we obtain that �∗w∞ = 0, where w∞ is the function

defined by w∞ :=
(
(T − t)(2∆f∞−|∇f∞)|2 + S) +f∞−n

)
v∞, so Theorem 3.3.4 allows us conclude

that (M∞, g∞(t), φ∞(t), f∞(t)) is a gradient harmonic Ricci shrinking soliton solution. Since it

has bounded curvature and is complete, the results in Chapter 2 and Section 3.2 ensure it is the

Gaussian soliton in canonical form; this is contradictory to |Rm |(x∞, 0) = 1.

Case 2: In the case the injectivity radii of the rescaled metrics ĝk at the point xk tend to zero,

denote them by rk = inj(xk, ĝk(0)) → 0. Rescale further by g̃k(t) = r−2
k ĝk(r

2
kt), φ̃k(t) = φ̂k(r

2
kt),

α̃k(t) = α̂k(r
2
kt), defined for t ∈ [−1

2βr
−2
k , 0]. Clearly, the injectivity radius of g̃k(0) at xk is

1 for every k. The region Ωk becomes Bg̃k(0)

(
xk,

1
10Akr

−1
k

)
×
[
− 1

2βr
−2
k , 0

]
. Remark that on

these regions, which are larger and larger (both in space and time) with k increasing, we have

curvature bounded by 4r2
k <∞ uniformly in k, so we can use Theorem 3.2.9 to get a subsequence

of (Mk, g̃k(t), φ̃k(t), xk) converging in the pointed Cheeger-Gromov sense to a complete pointed

harmonic Ricci flow (M∞, g∞(t), φ∞(t), x∞) for (−∞, 0], with constant coupling function (again

with smooth convergence). We want to stress once again the difference with [40]. Moreover, the

curvature bound gives that g∞ is a flat metric and hence φ∞ is a constant map since the limit flow

is ancient and complete.

Passing to the limit (3.4.2), we get as above that (M∞, g∞(t), φ∞(t), f∞(t)) is a gradient har-

monic Ricci shrinking soliton solution. Again, the completeness and the boundedness of the cur-

vature imply by the discussion in Section 3.2 that the limit flow has to be the Gaussian soliton in

canonical form. In particular, the injective radius injg∞(x∞, 0) = +∞, which is contradictory.

From here on the proof of Theorem 3.1.5 reads the same as in [40]: One can first show for every

k a similar uniform integral bound as in Lemma 3.4.2 for the time t̄k-slice and certain compactly

supported functions, using the completeness assumption and the Harnack inequality. Then asymp-

totically confronting this bound with the log-Sobolev inequality, which is valid for domains close

to the euclidean space as by assumption, one obtains a contradiction. We refer the reader to [40]

for details.
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Remark 3.4.3. Remark that the hypothesis (c) appearing in Theorem 1 of [40] is absorbed here in

the assumption that N is closed.

We present a slightly modified version of the Pseudolocality Theorem, which is a corollary of

Theorem 3.1.5.

Theorem 3.4.4 (HRF Pseudolocality Theorem: Version 2). There exist ε, δ > 0 depending as

above on α, α and N with the following property. Let (M, g(t), φ(t), p) be a smooth complete pointed

harmonic Ricci flow solution defined for t ∈ [0, (εr0)2]. Assume further the following conditions:

� |Rm |(0) ≤ r−2
0 on Bg(0)(p, r0);

� Volg(0)(Bg(0)(p, r0)) ≥ (1− δ)ωnrn0 , where ωn is the volume of the Euclidean unit ball.

Then |Rm |(x, t) < (εr0)−2 whenever 0 ≤ t ≤ (εr0)2 and dg(0)(x, p) ≤ εr0.

Proof. First of all, we notice that Theorem 3.1.5 guarantees the existence of ε′ and δ such that

for every flow verifying the hypothesis in that theorem we have |Rm |(x, t) ≤ βt−1 + (εr0)−2 for

0 ≤ t ≤ (εr0)2 and dg(t)(x, p) ≤ εr0. In order to apply that Theorem, one needs a bound on the

isoperimetric ratio inside a ball of definite size; this can be done arguing as in [58], that is reducing

the problem to a smaller ball in the injectivity domain for p, which can be chosen of definite

size thanks to Cheeger-Gromov-Taylor argument [20] and the assumptions, then appealing to the

Euclidean isoperimetric inequality. Using the continuity and the initial data bound, for ε′′ smaller

than 2 (say), we have |Rm |(x, t) < (ε′′r0)−2 for 0 ≤ t ≤ t0(ε′′) and dg(t)(x, p) ≤ r0. Choosing

a possibly smaller ε (depending only on the previous ε′ and ε′′), we get |Rm |(x, t) < (εr0)−2 for

0 ≤ t ≤ (εr0)2 and dg(t)(x, p) ≤ εr0. Finally, the length distortion Lemma 3.2.1 gives us the

conclusion after possibly further decreasing ε in dependence of the previous ε.

3.5 Proof of the Main Theorem

In this section we apply the theory developed previously in this chapter to the study of Type I

singularities in the harmonic Ricci flow. We follow the structure in [35]. Let us give a new definition

of essential blow-up sequences, that we will consider only throughout this section.

Definition 3.5.1. Given (M, g(t), φ(t)) a harmonic Ricci flow on [0, T ), a sequence of space-time

points (pi, ti) ∈ M × [0, T ) with ti ↗ T is called an essential blow-up sequence if there exists a

constant c > 0 such that

|Rmg(ti) |g(ti)(pi) ≥
c

T − ti
.

If (M, g(t), φ(t)) is a Type I harmonic Ricci flow, a point p ∈ M is called a Type I singular point

if there exists an essential blow-up sequence (pi, ti) with pi → p. We denote by ΣH
I the set of Type
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I singular points.

Note that this definition slightly differs from the one given in Definition 1.2.2, and is set in a

more coherent way to the analysis in [35]. In any case, our Theorem 3.5.3 below shows that for

Type I harmonic Ricci flows the two definitions agree with each other, so that we do not commit

any error in working with this new notion.

Proof of Theorem 3.1.3. Fix a sequence λj −→ +∞. Notice that it suffices to show that we can

extract a subsequence converging to a limit as claimed in order to conclude that every possible limit

flow verifies the same structural properties. Therefore we would like to use one of the compactness

theorems obtained in Section 3.2. First of all, we note that the Type I assumption is preserved by

the rescaling considered:

|Rmgj(t) |gj(t)(x) =
1

λj

∣∣Rm
g
(
T+ t

λj

) ∣∣
g
(
T+ t

λj

)(x) ≤ C

λj
(
T −

(
T + t

λj

)) =
C

−t
. (3.5.1)

This gives uniform curvature bounds only on compact subsets of (−∞, 0). In order to have con-

vergence on the full time domain, we may use the compactness Theorem 3.2.9 on the time interval

[−n, 1/n] for every n ∈ N+ and then use a diagonal argument to obtain a limit flow on (−∞, 0).

We need to check the uniform injectivity radii bound at the time, say, t = −1. We proceed as

follows.

Let lp,T be any fixed reduced length based at the singular space-time point (p, T ) for the har-

monic Ricci flow (M, g(t), φ(t)), whose existence is guaranteed by Theorem 3.1.4. For every space-

time point (q, t̄) ∈M × (−∞, 0), it makes sense to consider for large enough j

ljp,0(q, t̄) := lp,T

(
q, T +

t̄

λj

)
,

which is, by the scaling properties of the reduced length, a reduced length based at the singular

time t = 0 for the rescaled harmonic Ricci flow. We stress that these functions are locally uniformly

Lipschitz continuous, since Remark 3.3.1 guarantees that their Lipschitz norm depend only upon

the compact subset chosen, the Type I bound (which is uniform in j by (3.5.1)) and other quantities

that depend uniformly on j . The corresponding reduced volumes verify V j
p,0(t̄) = Vp,T

(
T + t̄

λj

)
,

and are uniformly bounded on compact subsets of (−∞, 0). Thus we can assume, possibly taking

a subsequence, that V j
p,0(t̄) is pointwise convergent in (−∞, 0). Because of the monotonicity of the

reduced volume based at the singular time, this limit is the constant limt↗T Vp,T (t) ∈ (0, 1], which

is continuous, so the convergence is uniform on compact subsets of (−∞, 0). In particular, V j
p,0(−1)

is uniformly bounded away from zero, hence we obtain the uniform injectivity radii bound needed

because of the κ−non-collapsing Theorem 6.13 in [63].
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Therefore we can use Theorem 3.2.9 to get a complete limit flow (M∞, g∞(t), φ∞(t), p∞) on

(−∞, 0) (after a diagonal argument). By the discussion above we can assume that the sequence ljp,0
is converging in C0,1

loc (M∞ × (−∞, 0)) to a certain function l∞p∞,0 (here we are pulling-back through

the diffeomorphisms given by the Cheeger-Gromov convergence for considering every function as

a function on M∞). Since its corresponding formal reduced volume is constant, we can conclude

as in Section 3.3 that (M∞, g∞(t), φ∞(t), l∞p∞,0) is a normalised gradient shrinking harmonic Ricci

soliton solution in canonical form. This proves the first statement.

Suppose now that p ∈ ΣH
I . Arguing by contradiction, we assume that the limit g∞(t) is flat

for all t < 0 and that the map φ∞ is constant. In particular, they are independent of time, and

we denote them by ĝ and φ̂. Fix any r0 smaller than the injectivity radius of ĝ at p∞ (which

could be shown to be infinite using the gradient shrinking soliton structure), so that Bĝ(p∞, r0)

is a Euclidean ball. By Cheeger-Gromov convergence, for any ε smaller than one, we have that

Bgj(−(εr0)2)(p, r0) is as close as we want to a Euclidean ball for every j large enough, as well as φj is

as close as we want to the constant map φ̂. Now for any β, we can pick ε and δ given by Theorem

3.1.5; after possibly reducing ε we can assume that Bgj(−(εr0)2)(p, r0) verifies the assumptions in

Theorem 3.1.5, hence we have

|Rm |gj (t, x) ≤ β(t+ (εr0)2)−1 + (εr0)−2 for − (εr0)2 ≤ t < 0, x ∈ Bgj(−(εr0)2)(p, εr0). (3.5.2)

Using that p is a Type I singular point, we get the existence of a sequence (pi, ti), with pi → p,

ti ↗ T and of a constant c > 0 such that

|Rm |gj(λj(ti−T ))(pi) ≥
c

λj(T − ti)
.

Therefore, for i large enough we can use both the inequalities to get

c

λj(T − ti)
≤ β

(λj(T − ti) + (εr0)2)
+ (εr0)−2,

which yields a contradiction for i large enough, since T − ti is tending to zero.

Definition 3.5.2. Define ΣH
S ⊂ ΣH

I to be the set of points p in M for which there exists a constant

c > 0 such that (for t close to T )

| Sg(t) |(p) ≥
c

T − t
.

Moreover, we say that p ∈ M is a singular point if there does not exist any neighbourhood Up 3 p
on which |Rmg(t) |g(t) remains bounded as t approaches T . The set of such points is denoted by ΣH .

Notice that the definition of ΣH matches exactly the Ricci flow’s analogue given in Definition

1.2.2. It is clear from the definitions above that ΣH
S ⊆ ΣH

I ⊆ ΣH . More interestingly, we have the
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following result.

Theorem 3.5.3. Let (M, g(t), φ(t)) be a complete Type I harmonic Ricci flow on [0, T ) with finite

singular time T , with non-increasing coupling function α(t) ∈ [α, α], where 0 < α ≤ α <∞. Then

ΣH = ΣH
S , so every definition of singular set given above agrees with the others.

Proof. Firstly, we prove that ΣH
I ⊆ ΣH

S . Suppose that p ∈ M \ ΣH
S . Then, there exist a sequence

of number cj ↘ 0 and tj ∈ [T − cj , T ) such that S(p, tj) <
cj

T−tj . Let λj := (T − tj)−1, and rescale

the harmonic Ricci flow as in Theorem 3.1.3. The same theorem gives us that (M, gj(t), φj(t), p)

subconverges to a normalised complete gradient shrinking harmonic Ricci soliton in canonical form

(M∞, g∞(t), φ∞(t), p∞) on (−∞, 0), with

0 ≤ Sg∞(−1)(p∞) = limλ−1
j Sg(tj)(p) ≤ lim cj = 0.

Here we have used the Type I assumption as well as the first part of Theorem 3.2.16. The second

conclusion in the latter theorem ensures that (M∞, g∞(t), φ∞(t)) is the Gaussian soliton. By

Theorem 3.1.3, we conclude that p must not be a Type I singular point. We have reached the

contradiction, so we conclude that ΣH
I = ΣH

S .

In order to prove ΣH ⊆ ΣH
I we claim the following: Given any p ∈ M \ ΣH

I , there exists a

neighbourhood Up of p on which the curvature remains bounded. Indeed, given such a point p, for

any λj →∞, the rescaled harmonic Ricci flow (as in Theorem 3.1.3) subconverges to the Gaussian

soliton in canonical form. As we did in the proof of Theorem 3.1.3 above, for large enough j ≥ j0

we can assume that the hypothesis in the Theorem 3.1.5 are verified with r0 = 1. This yields the

existence of constants ε and δ such that, calling K = λj0 , we get

|Rmgj0 (t) |gj0 (t) ≤ β(t+ ε2)−1 + ε−2 for − ε2 ≤ t < 0, x ∈ Bgj0 (ε2)(p, ε),

which is equivalent to

|Rmg(t) |g(t) ≤ K(β(t+ ε2)−1 + ε−2) ∀t ∈
[
T − ε2

K
,T
)

on the neighbourhood Up = B
g(T− ε2

K
)

(
p, ε/
√
K
)

of p. The curvature bound for times t < T − ε2

K

can be easily derived from the Type I condition.
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As a corollary we get the following non-oscillation result:

Corollary 3.5.4. Let (M, g(t), φ(t)) be a complete Type I harmonic Ricci flow on [0, T ) with finite

singular time T , with non-increasing coupling function α(t) ∈ [α, α], where 0 < α ≤ α <∞. Then

for every p ∈ ΣH
I there exists a constant c > 0 such that

|Rmg |(p, t) ≥
c

T − t
. (3.5.3)

Theorem 3.5.5. Let (M, g(t), φ(t)) be a complete Type I harmonic Ricci flow on [0, T ) with finite

singular time T , with non-increasing coupling function α(t) ∈ [α, α], where 0 < α ≤ α <∞. Then

Volg(0)(Σ
H) <∞ implies that Volg(t)(Σ

H) −→ 0 as t↗ T .

Proof. By the Type I assumption we can apply the maximum principle to the evolution equation

of S to get the existence of a constant C̃ such that infM S(t) ≥ −C̃ for all t ∈ [0, T ). Define the

following sets

ΣH
S,k :=

{
p ∈M

∣∣∣∣S(p, t) ≥ 1/k

T − t
,∀t ∈

(
T − 1

k
, T

)}
⊆ ΣH

S = ΣH ,

for every k ∈ N+, and ΣH
S,0 := ∅. We claim that for every point x ∈ ΣH

S,k and for all t ∈ [0, T ) we

have ∫ t

0
S(x, s)ds ≥ −C̃T + log

(
1/k

T − t

)1/k

.

Clearly, this holds for t ≤ T − 1
k , since the argument of the logarithm is less than one and by the

initial consideration
∫ t

0 S(x, s)ds ≥ −C̃t ≥ −C̃T . Instead for t ∈
(
T − 1

k , T
)
, the definition of ΣH

S,k

yields ∫ t

0
S(x, s)ds =

∫ T−1/k

0
S(x, s)ds+

∫ t

T−1/k
S(x, s)ds ≥ −C̃

(
T − 1

k

)
+

∫ t

T−1/k

1/k

T − s
ds

≥ −C̃T + log

(
1/k

T − t

)1/k

.

Using the evolution equation for the volume form, as well as the inequality k ≤ 2k for all k ∈ N,

we get

Volg(t)(Σ
H
S,k \ΣH

S,k−1) =

∫
ΣHS,k\Σ

H
S,k−1

e−
∫ t
0 S(x,s)dsdvolg(0)(x) ≤ 2eC̃T (T − t)1/k Volg(0)(Σ

H
S,k \ΣH

S,k−1).

Notice that ∑
k

Volg(0)(Σ
H
S,k \ ΣH

S,k−1) = Volg(0)(Σ
H
S ) <∞,



54 Chapter 3. Local Singularity Theory for Type I Harmonic Ricci Flows

so we can use the (discrete) dominated convergence theorem to conclude that

lim sup
t→T

Volg(t)(Σ
H
S ) = lim sup

t→T

∑
k

Volg(t)(Σ
H
S,k \ ΣH

S,k−1)

≤ 2eC̃T lim sup
t→T

∑
k

(T − t)1/k Volg(0)(Σ
H
S,k \ ΣH

S,k−1) = 0.



Chapter 4

Global Extension Results for Ricci

Flows

In this chapter, we prove that a Ricci flow cannot develop a finite time singularity assuming

the boundedness of a suitable space-time integral norm of the curvature tensor. Moreover, the

extensibility of the flow is proved under a Ricci lower bound and the boundedness of a space-time

integral norm of the scalar curvature. The present chapter consists of an exposition of the paper

[32] by the author.

4.1 Introduction

Extension theorems are abundant in the Ricci flow literature as already seen in Chapter 1; these

guarantee the extendibility of a Ricci flow, as long as a suitable bound on the curvature is assumed.

Let us just recall the results by Hamilton [42] and Sesum [69] as examples, where a global pointwise

bound on the curvature or respectively Ricci curvature tensors are assumed in order to extend the

flow. A different approach was adopted by Wang in [84] and consists of considering integral bounds

rather than point-wise ones.Wang’s first extension theorem (Theorem 1.1 in [84]) states that if

(M, g(t)) is a Ricci flow on a closed manifold M satisfying the bound

‖Rm‖α,M×[0,T ) <∞ for some α ≥ n+ 2

2
, (4.1.1)

then the flow can be extended past time T . We will generalise this result in Theorem 4.1.2 below.

Wang’s theorem is proved via a blow-up argument exploiting the scaling invariance of the integral

norm above for α = n+2
2 . His result was extended by Ma and Cheng to complete manifolds in [60];

similar results were then obtained, for Ricci and Mean Curvature flow, see [45, 52, 53, 55, 54, 90,

55
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91, 87]. In particular, we remark that Theorem 1.6 in [53] considers mixed integral norms for the

Mean Curvature flow case.

In the same paper, Wang was able to pass from a Riemann curvature integral bound to a scalar

curvature one assuming a Ricci lower bound. More precisely, Wang’s second extension theorem

(Theorem 1.2 in [84]) states that if (M, g(t)) is a Ricci flow on a closed manifold M satisfying

‖R‖α,M×[0,T ) <∞ for some α ≥ n+ 2

2
, (4.1.2)

and Ric is uniformly bounded from below along the flow up to the time T , then the flow can be

extended past time T . Our Theorem 4.1.3 below is an extension of this result.

Similar results for (compact) Mean Curvature Flow have then been independently obtained by

Le and Sesum in [54] and Xu, Ye and Zhao in [87].

Here we generalise these results using mixed integral norms.

Definition 4.1.1. Given a pair (α, β) of integrability exponents in (1,∞) and a dimension n ∈ N,

we say that the pair is optimal (respectively super-optimal, sub-optimal) if

α =
n

2

β

β − 1
(resp. ≥, ≤). (4.1.3)

The main reason for introducing the concept of optimal pair is that the mixed integral norm

of the Riemann tensor with respect to it is invariant under the parabolic scaling of the Ricci flow.

Our first theorem is a generalisation of Wang’s first extension theorem to mixed integral norms and

complete non compact flows.

Theorem 4.1.2. Let (M, g(t)) be a Ricci flow on a manifold M of dimension n, defined on [0, T ),

T < +∞, and such that (M, g(t)) is complete and has bounded geometry for every t in [0, T ).

Assume the integral bound
∥∥‖Rm‖α,M

∥∥
β,[0,T )

< +∞ for some super-optimal pair (α, β). Then the

flow can be extended past the time T .

In this theorem we assumed a control on the geometry of the Ricci flow in order to set up a

blow-up procedure near the singular time T . In the case the underlying manifold M is closed this

control comes for free, so we obtain an extension result under the sole integral bound.

It is worth noticing that we can include the “endpoint” (∞, 1) but not the one (n/2,∞), even

on closed manifolds, see Remark 4.2.1. Moreover, this case is of particular importance after the

integrability results obtained in [7, 8, 73] for flows with bounded scalar curvature: in fact, for such

flows we have a (n2 ,∞)−bound on the curvature tensor, so any slight improvement of integrability

(perhaps relaxing the time integrability) would rule out the formation of such singularities. We
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Figure 4.1: Integrability Exponents Graphic

will develop further this idea in Chapter 5, as an application of our local theory to this problem.

We generalise Wang’s second extension theorem as follows.

Theorem 4.1.3. Let (M, g(t)) be a Ricci flow on a manifold M of dimension n, defined on [0, T ),

T < +∞, and such that (M, g(t)) is complete and has bounded geometry for every t in [0, T ).

Assume the following conditions are satisfied

� there exists a positive constant B such that Ric(x, t) ≥ −Bg(t) on M × [0, T );

�

∥∥‖R‖α,M∥∥β,[0,T )
< +∞ for some super-optimal pair (α, β).

Then the flow can be extended past the time T .

As for Wang’s result, the method of the proof relies on developing a Moser iteration along the

Ricci flow, in order to get a Moser-Harnack inequality for the scalar curvature. Then one can apply

this inequality to a rescaled sequence of flows and deduce the result by a contradiction argument.

The main additional difficulty that we have to overcome compared to Wang’s case, is that we have

to deal with a temporal integrability exponent lower than n/2, compare with Figure 4.1. In order

to deal with it, we need to develop a further iteration procedure for showing the better integrability

result in Proposition 4.3.5.

The chapter is organised as follows. In Section 4.2, we give a proof of Theorem 4.1.2 and some

similar results. In Section 4.3 we first set up the necessary Moser iteration argument and then
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deduce a Moser-Harnack type inequality for the scalar curvature suitable for our purposes. Finally

in Section 4.4 we show Theorem 4.1.3.

4.2 Extension under Integral Curvature bound

Our proof of Theorem 4.1.2 follows now directly from a blow-up argument, exploiting the scaling

behaviour of the norm considered in the statement.

Proof. If the pair (α, β) is super-optimal but not optimal, a straightforward application of Hölder’s

inequality in time gives the existence of an optimal pair (α∗, β∗) = (α, β∗), where β∗ < β, for which

we have ∥∥‖Rm‖α,M
∥∥
β∗,[0,T )

≤ T
1

(β∗)′
∥∥‖Rm‖α,M

∥∥
β,[0,T )

<∞, (4.2.1)

so it is sufficient to prove the claim in the optimal case. Arguing by contradiction, if the flow is not

extensible, Shi’s Theorem implies that |Rm | is unbounded on M × [0, T ). From the boundedness

assumption for times smaller than T , we can pick a sequence of space-time points (xi, ti) such that

ti ↗ T , and for some constant C greater than 1 we obtain

|Rm |(xi, ti) ≥ C−1 sup
M×[0,ti]

|Rm |(x, t). (4.2.2)

Set Qi := |Rm |(xi, ti) → +∞ and Pi := Bg(ti)(xi, Q
− 1

2
i ) × [ti − Q−1

i , ti]. Clearly, |Rm | ≤ CQi

on the region M × [ti − Q−1
i , ti]. Consider a sequence of Ricci flows on M × [−Qiti, 0] defined

as gi(t) := Qig(Q−1
i t + ti). We can now apply Perelman’s κ−noncollapsing theorem [65] for the

parabolic region Pi, with any scale ρ for i large enough, which guarantees that the injectivity radii of

the rescaled metrics gi at (xi, ti) are uniformly bounded away from zero. Then by the compactness

result in Theorem 2.3.3 we can extract a subsequence converging in the pointed smooth Cheeger-

Gromov sense to a complete Ricci flow (M∞, g∞(t), x∞) defined on (−∞, 0], whose curvature is

uniformly bounded by C and such that |Rmg∞ |(x∞, 0) = 1. On the other hand, if the pair (α, β)

is optimal, we compute

∫ 0

−1

(∫
Bg∞(0)(x∞,1)

|Rmg∞(t) |αdµg∞(t)

) β
α

dt

= lim
i→∞

∫ 0

−1

(∫
Bgi(0)(x̄i,1)

|Rmgi(t) |
n
2

β
β−1dµgi(t)

) 2
n

(β−1)

dt

= lim
i→∞

∫ ti

ti−Q−1
i

(∫
Bg(ti)(xi,Q

− 1
2

i )
|Rmg(t) |

n
2

β
β−1Q

n
2
−n

2
β
β−1

i dµg(t)

) 2
n

(β−1)

Qidt

≤ lim
i→∞

∫ ti

ti−Q−1
i

(∫
M
|Rmg(t) |

n
2

β
β−1dµg(t)

) 2
n

(β−1)

dt = 0,

(4.2.3)
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where the last step is justified by Lebesgue’s dominated convergence theorem and the assumption∥∥‖Rm‖α,M
∥∥
β,[0,T )

<∞. Since the limit flow g∞(t) is smooth, this chain of inequalities implies that

Rmg∞(t) ≡ 0 on the parabolic region Bg∞(0)(x∞, 1) × [−1, 0], in particular, Rm∞(x∞, 0) = 0, a

contradiction.

Remark 4.2.1. It is interesting to analyse the “endpoints” case.

Firstly, consider α = ∞ and β = 1. Even in the closed case, Hamilton’s theorem in [42]

guarantees that the sectional curvature blows up at the finite time singularity T , and a maximum

principle argument yields |Rm | ≥ 1
8(T−t) /∈ L

1. Moreover, the boundedness of the L1-norm of the

maximum of the Ricci curvature is sufficient to extend the flow, as shown in [84] and subsequently

in [45].

In the case α = n
2 and β = ∞, the Ricci flow of the standard sphere shows that one cannot

expect to extend the flow even if
∥∥‖Rm‖n

2
,Sn
∥∥
∞,[0,T )

< +∞. Interestingly, an extension theorem is

proven in [90] under a smallness assumption on the (n/2,∞)-mixed norm.

Corollary 4.2.2. Let (M, g(t)) be a Ricci flow on a closed manifold M of dimension n, defined on

[0, T ), with T < +∞. Assume the integral bound
∥∥‖Rm‖α,M

∥∥
β,[0,T )

< +∞ for some super-optimal

pair (α, β). Then the flow can be extended past the time T .

The following result generalises Theorem 1.1 in [60] to mixed norms along complete (possibly

non-compact) Ricci flows. The proof strictly follows the one in [60].

Theorem 4.2.3. Let (M, g(t)) be a Ricci flow on a manifold M of dimension n, defined on [0, T ),

T < +∞, and such that (M, g(t)) is complete and has bounded geometry for every t in [0, T ).

Assume the integral bounds
∥∥‖R‖α,M∥∥β,[0,T )

< +∞ and
∥∥‖W‖α,M∥∥β,[0,T )

< +∞ for some super-

optimal pair (α, β). Then the flow can be extended past the time T .

Proof. Arguing by contradiction, if the flow is not extensible, Shi’s Theorem implies that |Rm | is

unbounded on M× [0, T ). From the boundedness assumption for times smaller than T , we can pick

a sequence of space-time points (xi, ti) such that ti ↗ T , and for some constant C greater than 1

we have

|Rm |(xi, ti) ≥ C−1 sup
M×[0,ti]

|Rm |(x, t). (4.2.4)

Set Qi := |Rm |(xi, ti) → +∞ and Pi := Bg(ti)(xi, Q
− 1

2
i ) × [ti − Q−1

i , ti]. Clearly, |Rm | ≤ CQi

on the region M × [ti − Q−1
i , ti]. Consider a sequence of Ricci flows on M × [−Qiti, 0] defined as

gi(t) := Qig(Q−1
i t + ti). We can argue as in the proof of Theorem 4.1.2 to extract a subsequence

converging in the pointed smooth Cheeger-Gromov sense to a complete Ricci flow (M∞, g∞(t), x∞)

defined on (−∞, 0], whose curvature is uniformly bounded by C and such that |Rmg∞ |(x∞, 0) = 1.
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Again, if the pair (α, β) is optimal, the scaling properties of R and W and the finiteness of their

mixed integral norms give us

∫ 0

−1

(∫
Bg∞(0)(x∞,1)

|Rg∞(t) |αdµg∞(t)

) β
α

dt = 0, (4.2.5)

and ∫ 0

−1

(∫
Bg∞(0)(x∞,1)

|Wg∞(t) |αdµg∞(t)

) β
α

dt = 0. (4.2.6)

Once more we deduce from the smoothness of the limit flow g∞(t), together with these equations,

that Rg∞(t) ≡ 0, thus also Ricg∞(t) ≡ 0 from the evolution equation of the scalar curvature, and

Wg∞(t) ≡ 0 on the parabolic region Bg∞(0)(x∞, 1) × [−1, 0], from which we deduce Rmg∞(t) ≡ 0

through (2.1.7); in particular, Rmg∞(x∞, 0) = 0, a contradiction. We argue exactly as in the proof

of Theorem 4.1.2 in the case (α, β) is super-optimal but not optimal.

4.3 Parabolic Moser Iteration

In this section we develop the theory needed to show Theorem 4.1.3. The idea of the proof is

similar to the one of Theorem 4.1.2 in the previous section, but this time we will rescale with scalar

curvature rather than Riemannian curvature. Consequently, we do not have the full curvature

bounds needed to extract a smooth limit flow. Hence we will need to prove the necessary estimates

for elements of the sequence of rescaled flows rather than for the limit. For this reason, we develop

a Moser iteration along the Ricci flow in order to obtain a Moser-Harnack type inequality. This

is the main technical part of this chapter. The main method of the proof resembles the one in

Wang’s paper [84]; however, several modifications are necessary. We first settle the super-optimal

case (Theorem 4.3.3) and then we prove the optimal case (Theorem 4.3.7) with the help of a better

integrability result (Theorem 4.3.5). The main difficulty to overcome - which is not present in

Wang’s case - is given by the possibly low temporal integrability case, when β < n
2 . We will deal

with this constructing an iterative scheme of reverse Hölder inequalities.

Moser Iteration in the Super-optimal Case

Throughout this section, we consider a fixed complete Ricci flow (M, g(t)) on a n−dimensional

manifold M , with n ≥ 3, defined on [0, T ].

Definition 4.3.1. For any given point p ∈M and radius r > 0, we define the sets

Ω := Bg(T )(p, r), Ω′ := Bg(T )

(
p, r2

)
,

D := Ω× [0, T ], D′ := Ω′ ×
[
T
2 , T

]
.

(4.3.1)
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From now on we suppose to have a uniform Sobolev constant for the domain Ω, and also the

bound 0 < Volg(t)(Ω
′) < +∞ for t ∈ [T2 , T ]. We have the following analogue of Property 4.1 in

Wang’s paper [84].

Lemma 4.3.2. Under the above assumptions, consider a function v ∈ C1(D) with v(·, t) ∈ C1
0 (Ω)

for every t ∈ [0, T ]. Then for any (α, β) optimal pair we have

∥∥‖v2‖α′,Ω
∥∥
β′,[0,T ]

≤ σ
1
β′
∥∥‖v‖2,Ω∥∥s∞,[0,T ]

‖∇v‖
2
β′
2,D, (4.3.2)

where s := 2
β ∈ (0, 2).

Proof. For the convenience of the reader we remark that, arguing exactly as in Lemma 2.4.6, we

can get

1 =
1

β
+

n

2α
= 1− 1

β′
+
n

2

(
1− 1

α′
)
⇐⇒ n

2
=

1

β′
+

n

2α′
. (4.3.3)

Let us write
1

2α′
=

1− θ
2

+
θ

2∗
=

1

2
− θ

n
. (4.3.4)

where we have adopted the usual notation 2∗ := 2n
n−2 for Sobolev’s conjugate exponent of 2. Dividing

equation (4.3.3) by a factor n, we get

1

2
− 1

nβ′
=

1

2α′
=

1

2
− θ

n
⇐⇒ θ =

1

β′
. (4.3.5)

The standard interpolation inequality applied to the time-slice (M, g(t)) and Sobolev’s inequality,

give

‖v‖2α′,Ω ≤ ‖v‖1−θ2,Ω ‖v‖
θ
2∗,Ω ≤ ‖v‖

1− 1
β′

2,Ω σ
1
β′ ‖∇v‖

1
β′
2,Ω = σ

1
β′ ‖v‖

1
β

2,Ω‖∇v‖
1
β′
2,Ω. (4.3.6)

Squaring this inequality and integrating in time, we finally arrive at

∥∥‖v2‖α′,Ω
∥∥
β′,[0,T ]

≤ σ
1
β′ max
t∈[0,T ]

‖v(·, t)‖
2
β

2,Ω‖∇v‖
2
β′
2,Ω, (4.3.7)

which concludes the proof, once set s := 2
β .

We start showing a Moser-Harnack inequality for super-optimal pairs.

Lemma 4.3.3. Given (M, g(t)) as above, suppose there exists a constant B ≥ 0 such that on D

we have Ric(x, t) ≥ −Bg(t) and let (a, b) be a strictly super-optimal pair. Assume that for two

measurable functions f and h there exists a non-negative function u ∈ C∞(D) satisfying

∂u

∂t
≤ ∆u+ fu+ h (4.3.8)
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in the sense of distributions, where
∥∥‖f‖a,Ω∥∥b,[0,T ]

+
∥∥‖R−‖a,Ω∥∥b,[0,T ]

+ 1 ≤ C0, where we have set

R− := max{0,−R}. Then there exists a constant C = C(n, a, b, σ, C0, r, T,B) such that

‖u‖∞,D′ ≤ C(
∥∥‖u‖α′,Ω∥∥β′,[0,T ]

+
∥∥‖h‖a,Ω∥∥b,[0,T ]

·
∥∥‖1‖α′,Ω∥∥β′,[0,T ]

), (4.3.9)

where α = α∗(a, b, n) and β = β∗(a, b, n) are the optimal integrability exponents given by Lemma

2.4.6.

Proof. Consider a cut-off function η ∈ C∞(D) such that η(·, t) ∈ C∞0 (Ω) for every t ∈ [0, T ],

η(x, 0) ≡ 0 and η(x, ·) is a non-decreasing function for every x ∈ Ω. Set κ :=
∥∥‖h‖a,Ω∥∥b,[0,T ]

and

v := u+ κ. Rewriting (4.3.8) in terms of v we simply have

∂v

∂t
−∆v ≤ f(v − κ) + h. (4.3.10)

For a fixed λ > 1, it makes sense to consider η2(u + κ)λ−1 as a test function, so we get for any

s ∈ (0, T ]∫ s

0

∫
Ω

(−∆v)η2vλ−1dµdt+

∫ s

0

∫
Ω

∂v

∂t
η2vλ−1dµdt ≤

∫ s

0

∫
Ω

(fu+ h)η2(u+ κ)λ−1dµdt

≤
∫ s

0

∫
Ω

(
|f |+ |h|

κ

)
η2vλdµdt.

(4.3.11)

Using the equation for the volume element under the Ricci flow and integrating by parts, we deduce∫ s

0

∫
Ω

(2η〈∇η,∇v〉vλ−1 + (λ− 1)η2vλ−2|∇v|2)dµdt

+
1

λ

(∫
Ω
η2vλdµ

∣∣∣∣
s

−
∫ s

0

∫
Ω

2η
∂η

∂t
vλdµdt+

∫ s

0

∫
Ω
η2vλ R dµdt

)
≤
∫ s

0

∫
Ω

(
|f |+ |h|

κ

)
η2vλdµdt.

(4.3.12)

Schwartz’s inequality yields the following estimate∫ s

0

∫
Ω

(2η〈∇η,∇v〉vλ−1dµdt ≥ −ε2

∫ s

0

∫
Ω
η2vλ−2|∇v|2dµdt− 1

ε2

∫ s

0

∫
Ω
vλ|∇η|2dµdt. (4.3.13)

Substituting in the previous one we obtain, after reordering, that

(λ− 1− ε2)

∫ s

0

∫
Ω
η2vλ−2|∇v|2dµdt+

1

λ

∫
Ω
η2vλdµ

∣∣∣∣
s

≤
∫ s

0

∫
Ω

(
|f |+ |h|

κ

)
η2vλdµdt

+
1

ε2

∫ s

0

∫
Ω
vλ|∇η|2dµdt+

1

λ

(∫ s

0

∫
Ω

2η
∂η

∂t
vλdµdt−

∫ s

0

∫
Ω
η2vλ R dµdt

)
.

(4.3.14)
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Choose ε2 = λ−1
2 . Since |∇v

λ
2 |2 = λ2

4 v
λ−2|∇v|2, we compute

2
(

1− 1

λ

)∫ s

0

∫
Ω
η2|∇v

λ
2 |2dµdt+

∫
Ω
η2vλdµ

∣∣∣∣
s

≤ λ
∫ s

0

∫
Ω

(
|f |+ |h|

κ
+ R−

)
η2vλdµdt

+
2λ

λ− 1

∫ s

0

∫
Ω
vλ|∇η|2dµdt+

∫ s

0

∫
Ω

2η
∂η

∂t
vλdµdt.

(4.3.15)

Now we use |∇(ηv
λ
2 )|2 ≤ 2η2|∇v

λ
2 |2 + 2vλ|∇η|2 to infer that

(
1− 1

λ

)∫ s

0

∫
Ω
|∇(ηv

λ
2 )|2dµdt+

∫
Ω
η2vλdµ

∣∣∣∣
s

≤ λ
∫ s

0

∫
Ω

(
|f |+ |h|

κ
+ R−

)
η2vλdµdt

+ 2
( λ

λ− 1
+
λ− 1

λ

)∫ s

0

∫
Ω
vλ|∇η|2dµdt+

∫ s

0

∫
Ω

2η
∂η

∂t
vλdµdt.

(4.3.16)

Therefore we have∫ s

0

∫
Ω
|∇(ηv

λ
2 )|2dµdt+

∫
Ω
η2vλdµ

∣∣∣∣
s

(4.3.17)

≤ Λ(λ)

(∫ s

0

∫
Ω

(
|f |+ |h|

κ
+ R−

)
η2vλdµdt+

∫ s

0

∫
Ω
vλ|∇η|2dµdt+

∫ s

0

∫
Ω

2η
∂η

∂t
vλdµdt

)
≤ Λ(λ)

(∥∥‖|f |+ |h|
κ

+ R−‖a,Ω
∥∥
b,[0,T ]

∥∥‖η2vλ‖a′,Ω
∥∥
b′,[0,T ]

+

∫ s

0

∫
Ω
vλ|∇η|2dµdt+

∫ s

0

∫
Ω

2η
∂η

∂t
vλdµdt

)
≤ Λ(λ)

(
C0

∥∥‖η2vλ‖a′,Ω
∥∥
b′,[0,T ]

+

∫ s

0

∫
Ω
vλ|∇η|2dµdt+

∫ s

0

∫
Ω

2η
∂η

∂t
vλdµdt

)
.

The constant Λ(λ) can be chosen as follows:

Λ(λ) =

4 λ2

(λ−1)2
if 1 < λ < 2,

6λ if λ ≥ 2.
(4.3.18)

In particular, we get∫ T

0

∫
Ω
|∇(ηv

λ
2 )|2dµdt ≤ Λ(λ)

(
C0

∥∥‖η2vλ‖a′,Ω
∥∥
b′,[0,T ]

+

∥∥∥∥(|∇η|2 + 2η
∂η

∂t

)
vλ
∥∥∥∥

1,D

)
,

max
0≤s≤T

∫
Ω
η2vλdµ

∣∣∣∣
s

≤ Λ(λ)

(
C0

∥∥‖η2vλ‖a′,Ω
∥∥
b′,[0,T ]

+

∥∥∥∥(|∇η|2 + 2η
∂η

∂t

)
vλ
∥∥∥∥

1,D

)
.

(4.3.19)

Applying the inequality (4.3.2) to the function w = ηv
λ
2 , we arrive to

∥∥‖η2vλ‖α′,Ω
∥∥
β′,[0,T ]

≤ σ
1
β′Λ(λ)

(
C0

∥∥‖η2vλ‖a′,Ω
∥∥
b′,[0,T ]

+

∥∥∥∥(|∇η|2 + 2η
∂η

∂t

)
vλ
∥∥∥∥

1,D

)
, (4.3.20)

where we have chosen the optimal integrability pair (α, β) = (α∗, β∗) given by Lemma 2.4.6.
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Coherently to the notation in that Lemma, we have used that

s+
2

β′
=

2

β
+

2

β′
= 2. (4.3.21)

Combining Lemma 2.4.6 and Young’s inequality, we obtain∥∥‖η2vλ‖a′,Ω
∥∥
b′,[0,T ]

≤
∥∥‖η2vλ‖α′,Ω

∥∥θ
β′,[0,T ]

∥∥‖η2vλ‖1,Ω
∥∥1−θ

1,[0,T ]

≤
∥∥‖η2vλ‖α′,Ω

∥∥
β′,[0,T ]

ε
1
θ θ +

∥∥‖η2vλ‖1,Ω
∥∥

1,[0,T ]
ε−

1
1−θ (1− θ)

≤
∥∥‖η2vλ‖α′,Ω

∥∥
β′,[0,T ]

ε
1
θ +

∥∥‖η2vλ‖1,Ω
∥∥

1,[0,T ]
ε−

1
1−θ

=
∥∥‖η2vλ‖α′,Ω

∥∥
β′,[0,T ]

ε′ +
∥∥‖η2vλ‖1,Ω

∥∥
1,[0,T ]

ε′−
θ

1−θ=:−ν ,

(4.3.22)

where ε′ = ε
1
θ . This allows us to absorb the first term in the right hand side of the inequality

(4.3.20) to the left hand side:

(
1− Λ(λ)σ

1
β′C0ε

′)∥∥‖η2vλ‖α′,Ω
∥∥
β′,[0,T ]

≤ σ
1
β′Λ(λ)

(
C0ε

′−ν‖η2vλ‖1,D +
∥∥(|∇η|2 + 2η∂tη

)
vλ
∥∥

1,D

)
.

Setting ε′ = (2Λ(λ)σ
1
β′C0)−1, we have

∥∥‖η2vλ‖α′,Ω
∥∥
β′,[0,T ]

≤ 2σ
1
β′Λ(λ)

(
C0

(
2Λ(λ)σ

1
β′C0

)ν‖η2vλ‖1,D +

∥∥∥∥(|∇η|2 + 2η
∂η

∂t

)
vλ
∥∥∥∥

1,D

)
.

Since we can always choose Λ(λ) ≥ 1, we get

∥∥‖η2vλ‖α′,Ω
∥∥
β′,[0,T ]

≤ C1(n, a, b, σ, C0)Λ(λ)1+ν

∫
D

(
|∇η|2 + 2η

∂η

∂t
+ η2

)
vλdµdt. (4.3.23)

The inequality (4.3.23) is the basis for the Moser iteration. As in Wang’s paper [84], we will

construct a nested sequence of cylindrical sets and test functions on them, and we will eventually

arrive at an L∞−bound. Define for every natural number k

tk :=
T

2
− T

4k+1
, rk :=

(1

2
+

1

2k+1

)
r,

Ωk := Bg(T )(p, rk), Dk := Ωk × [tk, T ].

(4.3.24)

Notice that tk ↗ T
2 , rk ↘ 1

2r and Ωk, Dk ↘ Ω′, D′ respectively. Fix two functions γ, ρ ∈ C∞(R)

such that

0 ≤ γ′ ≤ 2, γ(t) =

0 if t ≤ 0

1 if t ≥ 1
, −2 ≤ ρ′ ≤ 0, ρ(s) =

1 if s ≤ 0

0 if s ≥ 1
. (4.3.25)

Set γk(t) := γ(
t−tk−1

tk−tk−1
) and ρk(s) := ρ( s−rk

rk−1−rk ), and consider the sequence of cut-off functions given
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by

ηk(x, t) := γk(t)ρk(dg(T )(x, p)). (4.3.26)

Clearly, ηk is a smooth function such that 0 ≤ ηk ≤ 1, ηk ≡ 1 on Dk and ηk ≡ 0 outside Dk−1. The

lower Ricci bound together with the Ricci flow equation gives us

∣∣∂ηk
∂t

∣∣ ≤ 2

3T
4k+1, and |∇ηk|g(t) ≤ e2BT 2k+2r−1 ∀t ∈ [0, T ]. (4.3.27)

If λ ≥ 2, recall Λ(λ) = 6λ, we compute from (4.3.23)∥∥‖vλ‖α′,Ωk∥∥β′,[tk,T ]
=
∥∥‖η2

kv
λ‖α′,Ωk

∥∥
β′,[tk,T ]

≤
∥∥‖η2

kv
λ‖α′,Ωk−1

∥∥
β′,[tk−1,T ]

≤ C2(n, a, b, σ, C0)λ1+ν

∫
Dk−1

(
|∇ηk|2 + 2ηk

∂ηk
∂t

+ η2
k

)
vλdµdt

≤ 4k+2C3(r, T,B)C2(n, a, b, σ, C0)λ1+ν

∫
Dk−1

vλdµdt

≤ C4(n, a, b, σ, C0, r, T,B)4k−1λ1+ν‖vλ‖1,Dk−1
.

(4.3.28)

Let us remark that C3(r, T,B) can be chosen to be max{e4BT /r2, 1/(3T ), 1}. It is convenient to

rewrite this as ∥∥‖v‖α′·λ,Ωk∥∥β′·λ,[tk,T ]
≤ C

1
λ
4 4

k−1
λ λ

1+ν
λ ‖v‖λ,Dk−1

. (4.3.29)

Let us set ζ = min{α′, β′}, αk = ζk−1α′, and βk = ζk−1β′. Applying the inequality above with

λ = ζk−1 we obtain

∥∥‖v‖αk,Ωk∥∥βk,[tk,T ]
≤ C

1
λ
4 4

k−1
λ λ

1+ν
λ ‖v‖ζk−1,Dk−1

≤ C
1
λ
4 4

k−1
λ λ

1+ν
λ

∥∥‖v‖αk−1,Ωk−1

∥∥
βk−1,[tk−1,T ]

. (4.3.30)

Using λ = ζk−1, ζk−2, ..., ζk0 , where k0 is the smallest integer such that ζk0 ≥ 2, a simple iteration

implies

∥∥‖v‖αk,Ωk∥∥βk,[tk,T ]
≤C

1

ζk−1 + 1

ζk−2 +...+ 1

ζk0

4 4
k−1

ζk−1 + k−2

ζk−2 +...+
k0

ζk0 ζ
(1+ν)

(
k−1

ζk−1 + k−2

ζk−2 +...+
k0

ζk0

)
· (4.3.31)

·
∥∥‖v‖αk0 ,Ωk0∥∥βk0 ,[tk0 ,T ]

≤ C5(n, a, b, σ, C0, r, T,B)
∥∥‖v‖αk0 ,Ωk0∥∥βk0 ,[tk0 ,T ]

,

where in the last step we used that any of the exponents in consideration can be bounded by a

summable series, whose value is independent of k. To cover the left cases λ < 2, if needed we can

iterate directly (4.3.23) (a finite amount of times independent of k) with the different definition of

Λ(λ), and we obtain

∥∥‖v‖αk0 ,Ωk0∥∥βk0 ,[tk0 ,T ]
≤ C6(n, a, b, σ, C0, r, T,B)

∥∥‖v‖α′,Ω0

∥∥
β′,[T

4
,T ]
. (4.3.32)
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Resuming, we have

∥∥‖v‖α′k,Ωk∥∥β′k,[tk,T ]
≤ C7(n, a, b, σ, C0, r, T,B)

∥∥‖v‖α′,Ω0

∥∥
β′,[T

4
,T ]
, (4.3.33)

therefore from the inclusions of the domains

∥∥‖v‖α′k,Ω′∥∥β′k,[T2 ,T ]
≤
∥∥‖v‖α′k,Ωk∥∥β′k,[tk,T ]

≤ C7

∥∥‖v‖α′,Ω0

∥∥
β′,[T

4
,T ]
≤ C7

∥∥‖v‖α′,Ω∥∥β′,[0,T ]
. (4.3.34)

With k going to infinity, both α′k and β′k tend to infinity, so we obtain

‖v‖∞,D′ ≤ C
∥∥‖v‖α′,Ω∥∥β′,[0,T ]

, (4.3.35)

using Lemma 2.4.1. Notice that the conditions in this Lemma are satisfied by the domain Ω′,

because the flow is smooth on the whole time interval. Since u ≥ 0, using the definition of v we

finally get

‖u‖∞,D′ ≤ ‖v‖∞,D′ ≤ C
∥∥‖v‖α′,Ω∥∥β′,[0,T ]

≤ C(
∥∥‖u‖α′,Ω∥∥β′,[0,T ]

+ κ
∥∥‖1‖α′,Ω∥∥β′,[0,T ]

)

≤ C(
∥∥‖u‖α′,Ω∥∥β′,[0,T ]

+
∥∥‖h‖a,Ω∥∥b,[0,T ]

∥∥‖1‖α′,Ω∥∥β′,[0,T ]
).

(4.3.36)

Remark 4.3.4. We remark that, following the same iteration scheme, we could arrive at

‖v‖∞,D′ ≤ C7

∥∥‖v‖αl,Ω∥∥βl,[0,T ]
(4.3.37)

for every l ∈ N. In particular, choosing l large enough, we can get αl ≥ α and βl ≥ β, hence

‖v‖∞,D′ ≤ C7

∥∥‖v‖α,Ω∥∥β,[0,T ]
. (4.3.38)

Improved Integrability and Moser-Harnack Inequality in the Optimal Case

In showing a Moser-Harnack type inequality for the scalar curvature in the optimal case, we cannot

directly appeal to the absorption scheme used in Lemma 4.3.3, but we need to impose a certain

smallness of the data, see Theorem 4.3.7; this feature is common among differential equations with

super-linear forcing terms, where one can exploit a point-wise smallness of the solution to reduce

the study to the linear case. Here the smallness assumption is given in an integral form rather

than point-wise, thus we develop once again a Moser’s iteration, this time to link the problem to

the strictly super-optimal case, compare with Lemma 4.4 in [84]. Furthermore, the proof of the

following proposition directly implies an improved integrability result, see Remark 4.3.6.
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Proposition 4.3.5. Given (M, g(t)) as above, suppose there exists a constant B ≥ 0 such that

on D we have Ric(x, t) ≥ −Bg(t) and let (α, β) be an optimal pair. If a non-negative function

u ∈ C∞(D) satisfies
∂u

∂t
≤ ∆u+ fu+ h (4.3.39)

in the sense of distributions, where
∥∥‖f‖α,Ω∥∥β,[0,1]

< +∞, then there exist a strictly super-optimal

pair (a, b) and constants C = C(n, α, β, σ, r, T,B) and δ = δ(n, σ, α, β) such that if the smallness

assumption
∥∥‖f‖α,Ω∥∥β,[0,T ]

+
∥∥‖R−‖α,Ω∥∥β,[0,T ]

≤ δ is satisfied, then we have

∥∥‖u‖a,Ω′∥∥b,[T
2
,T ]
≤ C(

∥∥‖u‖α,Ω∥∥β,[0,T ]
+
∥∥‖h‖α,Ω∥∥β,[0,T ]

·
∥∥‖1‖α,Ω∥∥β,[0,T ]

). (4.3.40)

Proof. Let v = u+ κ, where κ = l ·
∥∥‖h‖α,Ω∥∥β,[0,T ]

for some positive constant l. Then v solves

∂tv ≤ ∆v + fu+ h. (4.3.41)

We choose a test function of the form η2vλ−1, and proceed as in the proof of Lemma 4.3.3 to get

∥∥‖η2vλ‖α′,Ω
∥∥
β′,[0,T ]

≤σ
1
β′Λ(λ)

((∥∥‖f‖α,Ω∥∥β,[0,T ]
+
∥∥‖R−‖α,Ω∥∥β,[0,T ]

+
1

l

)∥∥‖η2vλ‖a′,Ω
∥∥
b′,[0,T ]

+

∥∥∥∥(|∇η|2 + 2η
∂η

∂t

)
vλ
∥∥∥∥

1,D

)
, (4.3.42)

Suppose now that
∥∥‖f‖α,Ω∥∥β,[0,T ]

+
∥∥‖R−‖α,Ω∥∥β,[0,T ]

≤ δλ := (4σ
1
β′Λ(λ))−1; in order to absorb the

first term of the right hand side, we choose lλ := 4σ
1
β′Λ(λ) + 1, so we get

∥∥‖η2vλ‖α′,Ω
∥∥
β′,[0,T ]

≤ 2σ
1
β′Λ(λ)

∥∥∥∥(|∇η|2 + 2η
∂η

∂t

)
vλ
∥∥∥∥

1,D

. (4.3.43)

We have arrived at a situation analogous to (4.3.23). Choosing properly the function η we get a

reverse Hölder inequality, so a better integrability. The inequality above ensures that, given the

optimal pair (α, β), we can bound the (α′λ, β′λ)−norm in terms of the (α, β)−norm if we have

λ ≤ min{α, β}. On the other hand, the condition on the pair (α′λ, β′λ) to be strictly super-optimal

is

α′λ >
n

2

β′λ

β′λ− 1
⇐⇒ λ >

n

2
. (4.3.44)

These conditions imply that min{α, β} =: ζ > n
2 , which is restrictive. In order to cover the general

case, we consider the same nested family of cylinders and cut-off functions as in Lemma 4.3.3. Set

αk = (α′)kζ and βk = (β′)kζ for every k. Iterating the inequality (4.3.43) with different values of

λ = αk−1 > αk−2 > ... > α1 > β if β < α, or λ = βk−1 > βk−2 > ... > β1 > α if β > α, we obtain

∥∥‖v‖αk,Ωk∥∥βk,[tk,T ]
≤ C

∥∥‖v‖αk−1,Ωk−1

∥∥
βk−1,[tk−1,T ]

≤ ... ≤ C
∥∥‖v‖α′ζ,Ω1

∥∥
β′ζ,[t1,T ]

≤ C
∥∥‖v‖α,Ω∥∥β,[0,T ]

.
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Here the value of C varies from inequality to inequality, but it never approaches infinity. Since

D′ ⊂ Dk for every k, in order to conclude it suffices to show that for the fixed pair (α, β), there

exists a finite k such that (αk, βk) is super-optimal. By definition, we need to check

(α′)kζ >
n

2

(β′)kζ

(β′)kζ − 1
. (4.3.45)

Since the limit for k → +∞ of the left hand side is infinite, we deduce the existence of a finite k

satisfying this inequality, and hence the claim.

Remark 4.3.6 (Improved Integrability). Notice that the above iteration process does not reach the

endpoint case (α, β) = (∞, 1) unless n = 1. Moreover, by taking a further larger k we may assume

a and b to be as large as we want.

We conclude the subsection using the integrability result just obtained to deduce a Moser-

Harnack inequality for the scalar curvature.

Theorem 4.3.7. Under the above assumptions there exist a constant C = C(n, α, β, σ, r, T,B) and

a small constant δ = δ(n, σ, α, β), such that if
∥∥‖R‖α,Ω∥∥β,[0,T ]

+B ≤ δ, then we have

‖R+‖∞,D′ ≤ C(
∥∥‖R‖α,Ω∥∥β,[0,T ]

+B) ≤ Cδ. (4.3.46)

Proof. Set R̂ := R +nB. By the lower bound on the Ricci tensor, with same argument as in [84],

we get the following inequality in D:

∂R̂

∂t
≤ ∆R̂ + 2(R̂− 2B)R̂ + 2nB2. (4.3.47)

Remark that we are in case where
∥∥‖1‖α,Ω∥∥β,[0,T ]

≤ Ṽ by Lemma 2.4.3. Referring to Proposition

4.3.5, we set u = R̂, f = 2(R̂ − 2B), h = 2nB2, and we call C ′ and δ′ the constants given by the

Proposition. Let δ := δ′

3nṼ
, and compute

∥∥‖f‖α,Ω∥∥β,[0,T ]
+
∥∥‖R−‖α,Ω∥∥β,[0,T ]

=
∥∥‖2(R̂− 2B)‖α,Ω

∥∥
β,[0,T ]

+
∥∥‖R−‖α,Ω∥∥β,[0,T ]

=
∥∥‖2(R +(n− 2)B)‖α,Ω

∥∥
β,[0,T ]

+
∥∥‖R−‖α,Ω∥∥β,[0,T ]

≤ 3
∥∥‖R‖α,Ω∥∥β,[0,T ]

+ 2(n− 2)B
∥∥‖1‖α,Ω∥∥β,[0,T ]

≤ 3nṼ (
∥∥‖R‖α,Ω∥∥β,[0,T ]

+B) ≤ δ′.

(4.3.48)

We can apply Proposition 4.3.5 to get the existence of a super-optimal pair (a, b) such that

∥∥‖R̂‖a,Ω′∥∥b,[T
2
,T ]
≤ C(

∥∥‖R̂‖α,Ω∥∥β,[0,T ]
+
∥∥‖2nB2‖α,Ω

∥∥
β,[0,T ]

∥∥‖1‖α,Ω∥∥β,[0,T ]
) ≤ C. (4.3.49)



4.4. Extension under Integral Scalar Curvature bound 69

We can bound

∥∥‖2(R̂− 2B)‖a,Ω′
∥∥
b,[T

2
,T ]

+
∥∥‖R−‖a,Ω′∥∥b,[T

2
,T ]

+ 1 ≤ 3
∥∥‖R̂‖a,Ω′∥∥b,[T

2
,T ]

+ (n+ 4)B
∥∥‖1‖a,Ω′∥∥b,[T

2
,T ]

+ 1

≤ C0(n, α, β, σ, r, T,B). (4.3.50)

Notice that we can assume α′∗ ≤ a and β′∗ ≤ b by Remark 4.3.6, where α∗ and β∗ are the exponents

given by Lemma 2.4.6, for which (4.3.39) holds. Now we apply the super-optimal Moser iteration

Lemma 4.3.3 to get the existence of a constant C = C(n, α, β, σ, r, T,B) such that (we use Hölder’s

inequality, (4.3.49), α′∗ ≤ a, β′∗ ≤ b and the definition of R̂)

‖R̂‖∞,D′ ≤ C(
∥∥‖R̂‖α′∗,Ω∥∥β′∗,[0,1]

+
∥∥‖h‖a,Ω∥∥b,[0,1]

·
∥∥‖1‖α′∗,Ω∥∥β′∗,[0,1]

)

= C(
∥∥‖R̂‖α′∗,Ω∥∥β′∗,[0,1]

+ 2nB2
∥∥‖1‖a,Ω∥∥b,[0,1]

·
∥∥‖1‖α′∗,Ω∥∥β′∗,[0,1]

)

≤ C(C
∥∥‖R̂‖a,Ω∥∥b,[0,1]

+ 2nB2
∥∥‖1‖a,Ω∥∥b,[0,1]

·
∥∥‖1‖α′∗,Ω∥∥β′∗,[0,1]

)

≤ C(
∥∥‖R‖α,Ω∥∥β,[0,1]

+B).

(4.3.51)

It suffices to notice that ‖R+‖∞,D′ ≤ ‖R̂‖∞,D′ to conclude the proof.

4.4 Extension under Integral Scalar Curvature bound

In this Section we use the results of the previous sections to give a proof of Theorem 4.1.3. Inspired

by the proof of Theorem 4.1.2 we argue by contradiction, assuming that the flow is not extensible,

and deduce a contradiction from an asymptotic analysis for a sequence of rescalings. The hypotheses

assumed in the statement of Theorem 4.1.3 naturally lead to rescale the flow with the scalar

curvature. Were we rescaling at the maximal Riemann curvature scale, we would have the right

bounds needed to extract a blow-up limit, hence we could get a contradiction similar to the one

obtained in the proof of Theorem 4.1.2. Unfortunately, the choice of the scaling factors introduces

the technical problem of the lack of compactness for the sequence. In order to deal with this issue,

we apply the Moser-Harnack inequality given by Theorem 4.3.7, which holds uniformly for the

sequence of rescalings considered in view of the assumed lower Ricci bound; in fact, the uniformity

of the Sobolev constant is guaranteed by Theorem 2.4.8, and we consider appropriate parabolic

regions for the inequality, see below. Finally, we deduce from the finiteness of the mixed integral

norm considered that the sequence of rescalings uniformly approaches scalar flatness in a region

containing a normalised scalar curvature point, a contradiction.

Proof. Without loss of generality, we can assume that (α, β) is an optimal pair: indeed similar to

what we did in the proof of Theorem 4.1.2, it is sufficient to apply Hölder’s inequality in time to

reduce the problem to the optimal case.
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Suppose by contradiction that the flow cannot be extended; thus Theorem 1.4 in [60] implies

that |Ric | is unbounded on M× [0, T ). The assumed lower Ricci bound implies the unboundedness

of the scalar curvature, supM×[0,T ) R = +∞. Since the curvature tensor is bounded up to the

singular time T , we can pick a sequence of space-time points (xi, ti) such that ti ↗ T , and for some

constant C greater than 1

R(xi, ti) ≥ C−1 sup
M×[0,ti]

R(x, t). (4.4.1)

Set Qi := R(xi, ti) → +∞ and Pi := Bg(ti)(xi, Q
− 1

2
i ) × [ti − Q−1

i , ti]. Clearly, R ≤ CQi on the

parabolic region Pi. Consider a sequence of Ricci flows defined as gi(t) := Qig(Q−1
i (t− 1) + ti) on

M × [0, 1]. By construction we get

Ri(x, t) ≤ C ∀(x, t) ∈ Bgi(1)(xi, 1)× [0, 1] and Ri(xi, 1) = 1;

Rici(x, t) ≥ −
B

Qi
gi(t) ∀(x, t) ∈M × [0, 1].

(4.4.2)

From this we deduce that the tensor Rici + B
Qi

is non-negative, thus

Rici +
B

Qi
≤ tr(Rici +

B

Qi
)gi =

(
Ri +

nB

Qi

)
gi. (4.4.3)

In particular, choosing C ≤ n− 3
2 , we get for i large enough

Rici(x, t) ≤ (n− 1)gi(t) ∀(x, t) ∈ Bgi(1)(xi, 1)× [0, 1];

Rici(x, t) ≥ −
B

Qi
gi(t) ∀(x, t) ∈M × [0, 1].

(4.4.4)

Notice that this choice is allowed since n ≥ 3. Moreover, for i large enough, −nB ≤ R(x, t) ≤ CQi
on Pi implies |Ri | ≤ C on Bgi(1)(xi, 1), so the κ-non local collapsing theorem [65] applies (with

scale 2) yielding for every scale ρ the existence of a constant κ = κ(g(0), n, T ) such that we have

the uniform lower bound

Volgi(1)(Bgi(1)(xi, 1)) =
Volg(ti)(Bg(ti)(xi, Q

− 1
2

i ))

Q
−n

2
i

≥ κ. (4.4.5)

Theorem 2.4.8 now guarantees the existence of a radius r = r(κ, n) and a uniform Sobolev constant

σ = σ(n, r) for every time-slice t ∈ [0, 1] on the ball Bgi(1)(xi, r). We can therefore use Theorem

4.3.7, by setting

Ωi := Bgi(1)(xi, r), Ω′i := Bgi(1)(xi,
r

2
),

Di := Ωi × [0, 1], D′i :=
[1
2
, 1
]
.

(4.4.6)

In the following we exploit the finiteness of
∥∥‖R‖α,M∥∥β,[0,T )

, as well as its scaling invariance in the
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case (α, β) is an optimal pair, to compute

lim
i→+∞

∥∥‖R‖α,Bgi(1)(xi,r)∥∥ββ,[0,1)
= lim

i→+∞

∫ 1

0

(∫
Ωi

|Rgi(t) |
αdµgi(t)

) β
α

dt

= lim
i→+∞

∫ ti

ti−Q−1
i

(∫
Bg(ti)(xi,rQ

− 1
2

i )
|Rg(t) |αdµg(t)

) β
α

dt = 0.

(4.4.7)

Since
∥∥‖R‖α,Bgi(1)(xi,r)∥∥β,[0,1)

+ B
Qi
≤ δ for i large, where δ = δ(n, σ, α, β) is the one given by

Theorem 4.3.7, we can apply the theorem to obtain

‖(Ri)+‖∞,D′i ≤ C(n, α, β, σ)(
∥∥‖Ri‖α,Ωi

∥∥
β,[0,1]

+
B

Qi
). (4.4.8)

Let us remark, that here we dropped the dependence of the constant C given by Theorem 4.3.7 on

the lower bound B
Qi

because this last one can be uniformly bounded by any constant asymptotically.

However, the points xi were selected in such a way that ‖(Ri)+‖∞,D′i ≥ Ri(xi, 1) = 1, so the

inequality just obtained gives a contradiction for i large enough.
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Chapter 5

Local Singularity Theory for Ricci

Flows

In this chapter, we develop a refined singularity analysis for the Ricci flow by investigating curvature

blow-up rates locally. We first introduce general definitions of Type I and Type II singular points

and show that these are indeed the only possible types of singular points. In particular, near any

singular point the Riemannian curvature tensor has to blow-up at least at a Type I rate, partially

generalising Theorem 1.2.5 that relied on a global Type I assumption. We also prove analogous

results for the Ricci tensor, as well as a localised version of Sesum’s result, namely that the Ricci

curvature must blow-up near every singular point of a Ricci flow, again at least at a Type I rate.

Finally, we show some applications of the theory to Ricci flows with bounded scalar curvature. The

theory presented here is based on the paper [13], a joint work by the author and his supervisor R.

Buzano.

5.1 Introduction

Most of the results presented in this Chapter do not assume the flows considered to have bounded

geometry time-slices, with the aim in mind of proving our theorems for the widest class of Ricci

flows as possible. Their proofs will therefore not rely upon blow-up arguments.

A Refined Local Singularity Analysis

As mentioned in Chapter 1, singular Ricci flows can be divided among two classes, Type I or Type II

Ricci flows, depending on the rate at which the maximal curvature is blowing-up at the singular

time. Property (1.1.3) excludes any possible lower rate of divergence. In our first definition we

localise these concepts.

73
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Definition 5.1.1 (Type I and Type II Singular Points). Let (M, g(t)) be a Ricci flow maximally

defined on the time interval [0, T ), T < ∞ and assume that (M, g(t)) has bounded curvatures for

all t ∈ [0, T ). For any fixed t ∈ [0, T ), we consider the parabolically rescaled Ricci flow g̃t(s) defined

for s ∈ [− t
T−t , 1) as g̃t(s) := (T − t)−1g(t+ (T − t)s).

i) We say that a point p ∈ M is a Type I singular point if there exist constants cI , CI , rI > 0

such that we have

cI < lim sup
t↗T

sup
Bg̃t(0)(p,rI)×(−r2I ,r

2
I )

|Rmg̃t |g̃t ≤ CI . (5.1.1)

We denote the set of such points by ΣI and call it the Type I singular set.

ii) We say that a point p is a Type II singular point if for any r > 0 we have

lim sup
t↗T

sup
Bg̃t(0)(p,r)×(−r2,r2)

|Rmg̃t |g̃t =∞. (5.1.2)

We denote the set of such points by ΣII and call it the Type II singular set.

A somewhat related local definition of Type I and Type II singular points for the mean curvature

flow has appeared in a very recent preprint [68], but it differs from ours in the sense that it uses

backwards parabolic cylinders based at the singular time, while we use forwards and backwards

parabolic cylinders based at regular times. This subtle difference turns out to be crucial for our

results below.

We know by Definition 1.2.2 that for any singular point p ∈ Σ there exists an essential blow-up

sequence for (p, T ). Our Definition 5.1.1 does not only consider the rate of curvature blow-up, but

also takes into account the rate of convergence of essential blow-up sequences to the point (p, T ).

In Section 5.2, we give a heuristic explanation for the precise choices of ΣI and ΣII .

Note that if the Ricci flow in consideration is globally of Type I in the sense of (1.2.1), then

so are all the rescaled flows (M, g̃t) – with the same constant C – and therefore we immediately

obtain the upper bound in (5.1.1) for any radius rI < 1 with CI = C
1−r2I

. As promised, we extend

Theorem 1.2.5 to great generality in the following theorem.

Theorem 5.1.2 (Decomposition of the Singular Set). Let (M, g(t)) be a Ricci flow on a manifold

M of dimension n, maximally defined on [0, T ), T < +∞, and such that (M, g(t)) has bounded

curvature for every t in [0, T ). Then Σ = ΣI ∪ ΣII .

We point out that this theorem not only shows that for every singular point p ∈ Σ there is an

essential blow-up sequence (pi, ti) such that the curvature blows-up with

lim
i→∞

(T − ti)|Rm(pi, ti)|g(ti) > 0, (5.1.3)
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but this blow-up sequence can be chosen to satisfy also

lim sup
i→∞

d2
g(ti)

(pi, p)

T − ti
<∞. (5.1.4)

In fact, if p is a Type II singular point, then there exists an essential blow-up sequence (pi, ti) with

lim
i→∞

(T − ti)|Rm(pi, ti)|g(ti) =∞ and lim
i→∞

d2
g(ti)

(pi, p)

T − ti
= 0. (5.1.5)

While the proof of Theorem 1.2.5 in [35] relies on the crucial Theorem 1.2.4 and on Perelman’s pseu-

dolocality theorem from [65], our Theorem 5.1.2 is proved using much more elementary estimates.

The main technical tool is the following notion of Riemann (or regularity) scale.

Definition 5.1.3 (Parabolic Cylinders and Riemann Scales). Let(M, g(t)) be a Ricci flow defined

on [0, T ) and let (p, t) ∈M × [0, T ) be a space-time point.

i) For r > 0, we define the parabolic cylinder P(p, t, r) with centre (p, t) and radius r by

P(p, t, r) := Bg(t)(p, r)× (max{t− r2, 0},min{t+ r2, T}). (5.1.6)

ii) We define the Riemann scale rRm(p, t) at (p,t) by

rRm(p, t) := sup{r > 0 | |Rm| < r−2 on P(p, t, r)}. (5.1.7)

If (M, g(t)) is flat for every t ∈ [0, T ), we set rRm(p, t) = +∞. Moreover, by slight abuse of

notation, we may sometimes write P(p, t, rRm) for P(p, t, rRm(p, t)).

iii) We define the time-slice Riemann scale r̃Rm(p, t) at (p, t) by

r̃Rm(p, t) := sup{r > 0 | |Rm| < r−2 on Bg(t)(p, r)}. (5.1.8)

When the flow is flat at time t, we set r̃Rm(p, t) = +∞. Clearly r̃Rm(p, t) ≥ rRm(p, t).

Notions of Riemann scales similar to the ones above have first been defined for static manifolds

(see e.g. [1]) and both (5.1.8) as well as a definition involving backwards parabolic cylinders have

appeared in various results about the Ricci flow (see e.g. [7, 11, 46]), but our definition (5.1.7) using

forwards and backwards parabolic cylinders seems to have some advantages. In particular, we can

prove that this Riemann scale is Lipschitz continuous in space and Hölder continuous in time, see

Theorem 5.2.2, a result which has several interesting corollaries, for example a local Harnack-type

inequality (Corollary 5.2.3), estimating the infimum and supremum of rRm on a smaller parabolic

cylinder P(p, t, a1 rRm(p, t)), with a1 ∈ (0, 1), by its value at the center of the cylinder. A similar
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definition of regularity scale using forwards and backwards cylinders has previously been given for

mean curvature flow in [21].

Using the Riemann scale, we can give an alternative characterisation of the different types of

singular points which should be compared to their global counterparts in (1.1.2)–(1.1.3)–(1.2.2).

Theorem 5.1.4 (Alternative Characterisation of Singular Sets). Let (M, g(t)) be a Ricci flow on

a manifold M of dimension n, maximally defined on [0, T ), T < +∞, and with bounded curvature

time-slices. Then

i) p ∈ Σ if and only if lim supt↗T r
−2
Rm(p, t) =∞.

ii) p ∈ ΣI if and only if for some 0 < c̃I , C̃I we have c̃I < lim supt↗T (T − t)r−2
Rm(p, t) ≤ C̃I .

iii) p ∈ ΣII if and only if lim supt↗T (T − t)r−2
Rm(p, t) =∞.

We also note that the Riemann scale cannot oscillate between the Type I rate and a lower rate in

the sense that if p ∈ ΣI then we can also obtain the stronger bound 1 ≤ lim inft↗T (T − t)r−2
Rm(p, t).

This is basically a feature of the definition in (5.1.7) and will be proven in Corollary 5.2.4. We

expect that a similar result should also be true for Type II singular points and thus conjecture that

in Theorem 5.1.4, we can replace each instance of lim supt↗T with lim inft↗T . We provide some

evidence for this at the end of Section 5.2.

An Integral Concentration Result and a Density Function

Next, we study an integral characterisations of the different types of singular points. In view of

the results in [32], discussed in Chapter 4, one would expect that a space-time integral norm of the

curvature, with exponents (α, β) forming an optimal pair, should concentrate in neighbourhoods

of a singular point. Such a result would in theory be equivalent to a Harnack inequality for |Rm|
on parabolic cylinders near the singular point and would in particular guarantee that |Rm| blows

up at (rather than near) every singular point, a result that seems too hard to achieve with the

tools developed here. Moreover, for regular points one must clearly weaken any such claim: in fact,

considering flat points in the Ricci flow starting at an immersed two-torus, we see that they are

surrounded by non-flat points, so no Harnack inequality in any parabolic cylinder centred at them

can hold without a correction term. Hence, we instead consider space-time integral norms of r−2
Rm

on parabolic cylinders P(p, t, a1 rRm) on which our Harnack-type inequality for the Riemann scale

holds, obtaining the following ε-regularity result: if p ∈ Σ, then for t sufficiently close to T , we have

0 < C2 ≤ ‖r−2
Rm‖α,β,P(p,t,a1 rRm) ≤ C3 <∞, (5.1.9)

where a1 ∈ (0, 1) is the constant from Corollary 5.2.3. See Theorem 5.3.1 for the precise statement

and the dependence of the constants C2 and C3. In order to distinguish between the different types



5.1. Introduction 77

of singular points, we then compare their Riemann scale with the Type I rate, so we consider the

following.

Definition 5.1.5 (Singular Density). Given a Ricci flow (M, g(t)) maximally defined on the time

interval [0, T ), T <∞, and an optimal pair (α, β), we define the singular density function at time

T of the flow to be the function Θ: M → [0,+∞] given by

Θ(p) := lim inf
t↗T

∥∥∥ 1

T − s

∥∥∥
α,β,P(p,t,a1 rRm)

(5.1.10)

where a1 ∈ (0, 1) is again the constant from the Harnack-type result in Corollary 5.2.3.

It is then easy to prove the following alternative characterisation of the singular sets.

Theorem 5.1.6 (Integral Classification of the Singular Sets). Let (M, g(t)) be a Ricci flow max-

imally defined on the time interval [0, T ), T < ∞, and (α, β) an optimal pair. Suppose that

for every time t ∈ [0, T ), (M, g(t)) is complete with bounded geometry. Then we have that

ΣI = {p ∈M | Θ(p) ∈ (0,∞)} and ΣII = {p ∈M | Θ(p) = 0}.

We want to remark that one of the main reasons for introducing an integral concept of a density

function is that we expect the following conjecture to be true.

Conjecture 5.1.7. The density Θ is lower semi continuous with respect to the topology of (M, g(t)),

and therefore, in particular, its zero-level set ΣII is closed.

The Ricci Singular Sets and a Localised Version of Sesum’s Result

In Definition 5.4.1, we give definitions of Ricci scale rRic(p, t) and time-slice Ricci scale r̃Ric(p, t)

similar to Definition 5.1.3 above. In a similar way, in Section 5.4, we then also introduce versions

of Definition 5.1.1 involving the Ricci curvature tensor instead of the full Riemannian curvature

tensor, i.e. we define the Ricci singular set ΣRic as well as the Type I and Type II Ricci singular

sets ΣRic
I and ΣRic

II in Definition 5.4.6. As it turns out, the theorems above all have a direct Ricci

curvature counterpart: in particular, we prove the Lipschitz-Hölder continuity of the Ricci scale in

Theorem 5.4.4, the alternative characterisation of singular sets in Theorem 5.4.7, and finally the

decomposition of the Ricci singular set ΣRic = ΣRic
I ∪ ΣRic

II in Corollary 5.4.10. We also obtain an

ε-regularity similar to (5.1.9), see Theorem 5.4.12.

All of these results follow rather similarly to their Riemann scale versions. The main new result

of Section 5.4 instead is a localised version of the result that the Ricci curvature blows-up at a

singularity of the Ricci flow, proven by Sesum in [69] and generalised to bounded geometry flows by

Ma-Cheng in [60], as we have seen in Chapter 1. Let us mention that in [84], Wang strengthened

this result, showing that, similar to (1.1.3), if T is the singular time of a closed Ricci flow (M, g(t)),
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one has

(T − t) sup
M
|Ric(·, t)|g(t) ≥ η1, ∀t ∈ [0, T ). (5.1.11)

Here η1 = η1(n, κ) is a constant depending on the dimension of M and the non-collapsing constant

κ of the flow. We generalise these results to the local setting, showing that any singular point is

also a Ricci singular point – the other direction is obviously true – hence obtaining the following

theorem.

Theorem 5.1.8 (Singular Points are Ricci Singular Points). Let (M, g(t)) be a Ricci flow on a

manifold M of dimension n, maximally defined on [0, T ), T < +∞ and with complete and bounded

geometry time-slices. Then Σ = ΣRic.

We remark that this theorem is not a direct consequence of the local curvature bounds obtained

in [26], [84], and [51]. While their results bound the oscillations of Rm (locally), we instead require

a bound on the absolute value. Our proof relies both on the original ideas of Sesum [69] as well as

on the characterisation of Ricci singular points in Theorem 5.4.7. A direct corollary of this result

is the following.

Corollary 5.1.9. Let (M, g(t)) be a Ricci flow on a manifold M of dimension n, maximally defined

on [0, T ), T < +∞ and such that (M, g(t)) is complete and has bounded geometry for every t in

[0, T ). Then we have the inclusions ΣI ⊆ ΣRic
I and ΣII ⊇ ΣRic

II as well as the identity

ΣII \ ΣRic
II = ΣRic

I \ ΣI .

Applications to Bounded Scalar Curvature Ricci Flows

In the final section we discuss how and to which extent the local theory described above can be

applied to the study of bounded scalar curvature Ricci flows. In order for our theory to apply, we

need to exclude badly behaved singular points, at which the Ricci curvature blows-up at a lower

rate than their Ricci curvature scale. We will show that well behaved singularities cannot occur

in dimensions lower than eight and that in higher dimensions the well-behaved singular set has

codimension at least eight.

In the context of Ricci flow, the lack of an ambient space with respect to which we can measure

this dimension forces us to consider dimensional bounds in terms of volume estimates on the singular

set. In fact, the dimension of the singular set is related to the rate of convergence of its volume

to zero as t approaches the singular time. This approach has been adopted in the study of Type

I Ricci flows by Gianniotis (see [36, 37]) and we briefly recall the heuristic behind it. An actual

estimate on the (intrinsic) Minkowski content cannot be available in general. Indeed, if we consider

the Ricci flow of a round sphere Sn, we see that the singular set coincides with the entire manifold,

so for every time t the singular set is n-dimensional. On the other hand, the flow collapses the



5.1. Introduction 79

sphere to a single point as t approaches the final time, and one can easily see that the volume

µg(t)(Sn) ∼ (
√
T − t)n as t → T , so that the volume of the singular set goes to zero at the fastest

possible rate, which means that it may be interpreted as (Minkowski) 0-dimensional. We phrase

our codimension eight result in the sense of such a decay estimate.

It is worth mentioning that addressing the issue from an extrinsic point of view is in principle

also possible: we could study bounds on the dimension either in the space-time structure developed

by Kleiner and Lott in [49], or in the final time-slice of the flow, which can be endowed with a

pseudo-metric structure by the works of Bamler-Zhang [12] (one might want to pass to the quotient

metric space). We could also follow the work of Bamler [7] to pass to a singular limit and estimate

the singular set there. Our decay estimates should essentially be equivalent to this last approach.

Finally, let us mention that a new notion of ∗−Minkowsky dimension has been introduced by

Bamler in [8, 9, 10] and applied to the study of Ricci flows (more generally to the so-called metric

flows); it would be interesting to see how our results transpose in his terminology.

As mentioned above, for these results we need to exclude badly behaved singular points. This

technical assumption allows us to compare the Ricci scale to the square root of the Riemann scale

at the points in consideration. It would be interesting to remove this assumption or in fact to rule

out such badly behaved points not only in the bounded scalar curvature case but possibly even for

general Ricci flows. To phrase our results precisely, let us consider a Ricci flow (M, g(t)) maximally

defined on [0, T ), and let us assume that |Ric| is not identically 0. For every δ ∈ (0, 1), we can

consider the set of δ-well behaved points

Gδ = Gδ,t1 :=
{
q ∈M | δa0r

−2
Ric(q, t) < |Ric|(q, t), for all t ∈ [t1, T )

}
. (5.1.12)

(The constant a0 =
√
n(n− 1) is added for convenience, since it implies rRic ≥ rRm, compare with

Remark 5.4.2, and the value of t1 will be chosen suitably below.) We point out that points in these

sets are well behaved in the above mentioned sense in a uniform way near the singular time T and

obviously the size of these sets increases as δ goes to 0. Set Σδ := Σ ∩Gδ. Implicit in our method

of proof is the fact that Σδ ⊆ ΣII for any δ > 0. It is not clear whether we also have

ΣII =
⋃

δ∈(0,1)

Σδ. (5.1.13)

Similarly, we define well-behaved blow-up sequences as follows: A sequence (pi, ti) with ti ↗ T and

rRic(pi, ti)→ 0 is said to be δ-well behaved, if for sufficiently large i, the
√
δr̃Ric(pi, ti)-ball around

(pi, ti) contains only δ-well behaved points, that is for all q ∈ Bg(ti)(pi, ti,
√
δr̃Ric(pi, ti)) we have

δa0r
−2
Ric(q, ti) < |Ric|(q, ti).

Our first result is a non-existence result of well-behaved singularities in dimensions n < 8.
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Theorem 5.1.10 (No Well-Behaved Singularities in Dimensions n < 8). Let (M, g(t)) be a Ricci

flow on a closed manifold M of dimension n < 8, maximally defined on [0, T ), T < +∞. Assume

that the scalar curvature is uniformly bounded, |R| ≤ n(n − 1)R0 < ∞ on M × [0, T ). Then for

any t1 ∈ (0, T ) and δ ∈ (0, 1) there cannot be any δ-well-behaved blow-up sequences. Moreover, if

M = Gδ for some δ > 0, then the flow can be smoothly extended past time T .

As a corollary, we obtain an extension result under the slightly stronger assumption of an

injectivity radius bound.

Corollary 5.1.11 (No Singularities in Dimensions n < 8 Under an Injectivity Radius Bound).

Let (M, g(t)) be a Ricci flow on a closed manifold M of dimension n < 8, maximally defined on

[0, T ), T < +∞. Assume that the scalar curvature is uniformly bounded, |R| ≤ n(n − 1)R0 < ∞
on M × [0, T ) and the injectivity radius is bounded from below by

inj(M, g(t)) ≥ α
(

sup
M×[0,t]

|Ric|
)−1/2

(5.1.14)

for some α > 0. Then the flow can be smoothly extended past time T .

In our last result, we give a codimension estimate for the well-behaved singular set.

Theorem 5.1.12 (The Well-Behaved Singular Set has Codimension 8). For any natural number

n ∈ N, real numbers T < +∞ R0 > 0, i0 > 0, k0 > 0, δ ∈ (0, 1) and d ∈ (0, 8) there exist a constant

E = E(n,R0, i0, k0, T, δ, d) and a time t1 = t1(n,R0, i0, k0, T, δ) ∈ (0, T ) such that the following

statement holds. Let (M, g(t)) be a Ricci flow on a closed manifold M of dimension n, maximally

defined on [0, T ). Assume that the scalar curvature is uniformly bounded, |R| ≤ n(n − 1)R0 < ∞
on M × [0, T ), and that the initial metric satisfies inj(M, g(0)) > i0 and Ricg(0) ≥ −(n− 1)k0g(0).

Set Σδ = Σ ∩Gδ,t1. Then for any p ∈M , d ∈ (0, 8), δ ∈ (0, 1) and t ∈ [t1, T ) we have

µg(t)
(
Σδ ∩Bg(t)(p, 1

2)
)
≤ E(

√
T − t)d. (5.1.15)

The constant E in Theorem 5.1.12 degenerates as d approaches 8 or δ approaches 0. This

is due to our application of Proposition 6.4 of [7], which plays a crucial role in our argument.

Preventing this degeneration for d = 8 would correspond in this context to the finiteness of the

(n− 8)-dimensional measure of Σδ.

The importance of considering well-behaved points in Gδ consists on the fact that they verify

a property (see Theorem 5.5.4) which is one of the key ingredients of our proof of Theorem 5.1.12,

namely we can compare the square of the parabolic Ricci scale with the parabolic Riemann scale

(r2
Ric & rRm) at these points. We note that such an estimate also implies the corresponding estimate

r̃2
Ric & r̃Rm for the time-slice scales.
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Let us briefly describe the proofs of these results. The proof of Theorem 5.1.10 is via an

argument by contradiction. If the flow contains a δ-well-behaved blow-up sequence, then by the

powerful integral bound of Theorem 1.7 in [7] by Bamler (see also [73] for a similar result in

dimension four), and the estimate r̃ 2
Ric & r̃Rm, we see that r̃−1

Ric has infinitesimal L8−4ε-norm along

the sequence (pi, ti) for ε > 0 small enough. On the other hand this norm is bounded away from

zero by our Ricci Scale Concentration Lemma 5.5.5, yielding the desired contradiction for the first

statement. To obtain the second statement, assume that M = Gδ for some δ > 0. If the flow

develops a singularity, we can pick a sequence of space-time points (pi, ti) along which the Ricci

curvature blows-up by Sesum’s result [69], in particular rRic(pi, ti)→ 0. Since M = Gδ, this blow-

up sequence must be δ-well behaved. But such a sequence cannot exist by the first part of the

theorem.

The main idea to prove the codimension eight estimate is to use our localised version of Sesum’s

result from Theorem 5.1.8 and to apply suitably Proposition 6.4 of [7], which gives a bound on

the volumes of lower level sets of the time-slice Riemann scale (or equivalently of the parabolic

Riemann scale). Theorem 5.1.8 ensures that the singular set is contained in small lower level sets

of the Ricci scale. Since r2
Ric & rRm, these level sets are comparable to drastically smaller lower

level sets of the Riemann scale yielding a significant improvement in the volume bound (for well

behaved points). It is worth remarking that a straightforward application of Proposition 6.4 of [7]

would give a codimension 4 result on the entire singular set Σ in the sense of (5.1.15).

We conclude this section outlining the structure of the Chapter. In Section 5.2 we carry out

the pointwise analysis of the Riemann scale described above. The results involving mixed integral

norms will then be proven in Section 5.3. The results involving the Ricci scale can be found in

Section 5.4. Finally, in Section 5.5, we prove our result about bounded scalar curvature flows,

Theorems 5.1.10 and 5.1.12.

5.2 Pointwise Analysis of the Singular Sets

Let us start this section with some heuristic ideas behind Definition 5.1.1 and a comparison to

existing results in the literature. In [35], the authors gave the alternative definition of the Type I

singular set Σ∗I in Definition 1.2.3. In particular, they do not impose explicitily any restriction

on the rate of convergence of (pi, ti) to (p, T ). Their analysis shows that, under the global Type I

assumption (1.2.1), this set coincides with the entire singular set Σ as we have seen in Theorem 1.2.5.

Moreover, the analysis of the precise asymptotic behaviour of the neckpinch singularity developed

by Angenent and Knopf [2] shows that, given a singular point p, the curvature tensor actually

cannot blow-up along a sequence of regular space-time points (pi, ti) with (T − ti) = o(d2
g(ti)

(pi, p)).

Such a sequence is in fact sent to infinity by rescaling parabolically with (T − ti). This suggests

that the rate of convergence of any essential blow-up sequence should be such that (5.1.4) holds.
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The situation becomes more convoluted when the flow is not Type I, and one needs to carefully

check the balance between the different rates involved. A good example to have in mind is one of the

degenerate neck-pinch solutions constructed by Angenent, Isenberg, and Knopf in [3]. They prove

that any blow-up sequence (p, ti) based at a fixed point p in the smallest neck, and with rescaling

factor (T − ti), converges to a shrinking cylinder while any blow-up sequence (q, ti) based at the

tip q, with scaling factor given by the curvature at the tip at time ti, converges to a Bryant soliton.

From the first convergence result it is clear that (T − ti) = o(d2
g(ti)

(p, q)), which geometrically

corresponds to the tip being sent to infinity for this blow-up sequence. Heuristically, we may think

that a sequence of points converging to the tip will have curvature going to infinity at a Type I

or Type II rate depending on how fast it converges to the tip. These argument suggests that

suitable definitions of the Type I and Type II singular sets for general flows should involve the rate

of convergence of the essential blow-up sequences, and the condition (5.1.4) should give the right

scale.

Before starting the proofs of the theorems from the introduction, we need the following adap-

tation of the “shrinking and expanding balls lemmas” in [75, 76] to our Riemann scale.

Lemma 5.2.1. Suppose (M, g(t)) is a complete Ricci flow defined on [0, T ). Then there exists a

constant C1 = C1(n) such that for any point (p, t) ∈M × [0, T ) we have the inclusion

Bg(t)(p, rRm(p, t)) ⊇ Bg(s)(p, rRm(p, t)− C2
1r
−1
Rm(p, t)|s− t|), (5.2.1)

for all s ∈ (t− r2
Rm(p, t), t+ r2

Rm(p, t)).

Proof. We set C1 = 2 4
√

2/3
√
n− 1. Since Ricg(t) ≤ (n − 1)r−2

Rm(p, t)g(t) on P(p, t, rRm), and

the function r−2
Rm(p, t) is constant, hence in particular continuous and integrable on the interval

[t − r2
Rm(p, t), t + r2

Rm(p, t)], we can appeal to Lemma 3.2 in [75] (note that their constant β/2 is

equal to our C2
1 ) for any s ∈ [t, t+ r2

Rm(p, t)) to obtain

Bg(t)(p, rRm(p, t)) ⊇ Bg(s)(p, rRm(p, t)− C2
1r
−1
Rm(p, t)(s− t)).

In order to prove the inclusion for times s ∈ (t−r2
Rm(p, t), t], we notice that due to the lower bound

Ricg(t) ≥ −(n− 1)r−2
Rm(p, t0)g(t) on P(p, t, rRm), we can use Lemma 2.1 from [76] to obtain

Bg(t)(p, rRm(p, t)) ⊇ Bg(s)(p, rRm(p, t)e−(n−1)r−2
Rm(p,t)(t−s)).

Using the elementary inequalities e−x ≥ 1− x and C2
1 ≥ (n− 1) we get

Bg(t)(p, rRm(p, t)) ⊇ Bg(s)(p, rRm(p, t)− (n− 1)r−1
Rm(p, t)(t− s))

⊇ Bg(s)(p, rRm(p, t)− C2
1r
−1
Rm(p, t)(t− s)).
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We can now deduce the following estimate for the Riemann scale.

Theorem 5.2.2 (Lipschitz-Hölder Continuity of Riemann Scale). Suppose (M, g(t)) is a complete

Ricci flow defined on [0, T ). Then for any pair of space-time points (p, t) and (q, s) we have

|rRm(p, t)− rRm(q, s)| ≤ min{dg(t)(p, q), dg(s)(p, q)}+ C1|t− s|
1
2 , (5.2.2)

where C1 is a constant depending only on n.

Proof. We first prove that the Riemann scale is Lipschitz continuous in space and then prove the

Hölder continuity in time.

Step 1: We show that for fixed t ∈ [0, T ) the Riemann scale rRm(·, t) is 1-Lipschitz continuous

with respect to the metric g(t). The proof of this part is a close adaptation of the analogous result

in [11], but since its proof is as short as enlightening, we quickly recall it here.

Suppose towards a contradiction that for some t the function rRm(·, t) is not 1-Lipschitz with

respect to g(t), that is we can find p and q such that

rRm(p, t)− rRm(q, t) > dg(t)(p, q).

Here we assumed without loss of generality that rRm(p, t) ≥ rRm(q, t). We then define the radius

r := rRm(p, t) − dg(t)(p, q) > rRm(q, t), so that Bg(t)(q, r) ⊆ Bg(t)(p, rRm(p, t)) by the triangle

inequality as well as [t− r2, t+ r2] ⊆ [t− r2
Rm(p, t), t+ r2

Rm(p, t)], hence

P(q, t, r) ⊆ P(p, t, rRm(p, t)).

In particular, by definition of the Riemann scale at (p, t), we have |Rm| ≤ r−2
Rm(p, t) ≤ r−2 on

P(q, t, r), and therefore rRm(q, t) ≥ r by definition of the Riemann scale at (q, t). This yields the

desired contradiction with the definition of r.

Step 2: We show that rRm(p, ·) is 1
2 -Hölder continuous with constant C1 = C1(n) being given

by Lemma 5.2.1.

Arguing by contradiction, let us assume that for some fixed p ∈M there exist two times t and

s in [0, T ) such that (assuming without loss of generality that rRm(p, t) ≥ rRm(p, s))

rRm(p, t)− rRm(p, s) > C1

√
|t− s|, (5.2.3)

with C1 = 2 4
√

2/3
√
n− 1 the constant from Lemma 5.2.1. Set r := rRm(p, t)−C1

√
|t− s|, so that

r > rRm(p, s). We claim that

P(p, s, r) ⊆ P(p, t, rRm(p, t)). (5.2.4)
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As above, if this claim is true, then we can deduce that |Rm| < r−2
Rm(p, t) < r−2 on P(p, s, r)

from the definition of rRm(p, t), therefore by definition of rRm(p, s) we obtain rRm(p, s) ≥ r, in

contradiction with the definition of r, concluding the proof.

It remains to verify the claim (5.2.4). We first check the time intervals. Note that we can

consider the time intervals in R rather than [0, T ), therefore omitting the truncation at 0 and T as

this inclusion clearly implies the one between the truncated intervals. By (5.2.3), and using C1 ≥ 1,

we can estimate

2C1rRm(p, t)
√
|t− s| > 2C2

1 |t− s| ≥ C2
1 |t− s| − t+ s,

as well as

2C1rRm(p, t)
√
|t− s| > 2C2

1 |t− s| ≥ C2
1 |t− s|+ t− s.

Therefore, we obtain

s+ r2 = s+ r2
Rm(p, t) + C2

1 |t− s| − 2C1rRm(p, t)
√
|t− s| ≤ t+ r2

Rm(p, t),

s− r2 = s− r2
Rm(p, t)− C2

1 |t− s|+ 2C1rRm(p, t)
√
|t− s| ≥ t− r2

Rm(p, t),

and hence (s− r2, s+ r2) ⊆ (t− r2
Rm(p, t), t+ r2

Rm(p, t)). To prove Bg(s)(p, r) ⊆ Bg(t)(p, rRm(p, t)),

we recall that Lemma 5.2.1 implies

Bg(t)(p, rRm(p, t)) ⊇ Bg(s)(p, rRm(p, t)− C2
1r
−1
Rm(p, t)|t− s|)

and hence we are done if we can show that Bg(s)(p, r) ⊆ Bg(s)(p, rRm(p, t)−C2
1r
−1
Rm(p, t)|t− s|). To

verify this, note that, again using (5.2.3), we can estimate

C2
1r
−1
Rm(p, t)|t− s| < C1

√
|t− s|

and therefore

rRm(p, t)− C2
1r
−1
Rm(p, t)|t− s| > rRm(p, t)− C1

√
|t− s| = r.

This finishes the proof of Step 2.

Step 3: Finishing the proof of Theorem 5.2.2 is now straight-forward: From the above two

steps, an easy application of the triangle inequality both in space and time yields (5.2.2) with the

constant C1 = 2 4
√

2/3
√
n− 1.

A first corollary of this theorem gives upper and lower bounds for r−2
Rm on a parabolic cylinder

in terms of its value at the center of this cylinder.

Corollary 5.2.3 (Local Harnack-Type Inequality). Suppose (M, g(t)) is a complete Ricci flow

maximally defined on [0, T ), and let (p, t) ∈ M × (0, T ). Then there exists a dimensional constant
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a1 = a1(n) ∈ (0, 1) such that

1

4
r−2

Rm(p, t) ≤ r−2
Rm(·, ·) ≤ 4r−2

Rm(p, t) on P(p, t, a1 rRm(p, t)) (5.2.5)

Proof. Let (q, s) ∈ P(p, t, a1 rRm), where a1 < 1 will be determined later. We deduce from Theorem

5.2.2 that

|rRm(p, t)− rRm(q, s)| ≤ dg(t)(p, q) + C1|t− s|
1
2 ≤ a1 rRm(p, t) + C1a1 rRm(p, t).

Rearranging this inequality as

(1 + a1 + a1C1)rRm(p, t) ≥ rRm(q, s)

we see that the first inequality in (5.4.9) is implied by

1 + a1 + a1C1 ≤ 2 ⇐⇒ a1 ≤
1

1 + C1
.

Similarly, rearranging differently, we see that

(1− a1 − a1C1)rRm(p, t) ≤ rRm(q, s),

therefore for the second inequality in (5.4.9) it is sufficient to impose

1− a1 − a1C1 ≥
1

2
⇐⇒ a1 ≤

1

2(1 + C1)
.

The claim hence follows by setting a1 := 1
2(1+C1) with C1 as above.

We are now ready to prove Theorem 5.1.4. Maybe slightly paradoxically, the most subtle

argument is actually needed in the proof of Part i), because the definition of singular and regular

points is not set in a parabolic way. Proving the other two statements instead is easier as our

definitions of Type I and Type II singular points are already in terms of parabolic neighbourhoods.

Proof of Theorem 5.1.4. Let (M, g(t)) be a Ricci flow defined on [0, T ), T <∞, such that (M, g(t))

has bounded curvature for every t ∈ [0, T ) (possibly incomplete) and let p ∈M .

i) We prove the following equivalent statement to the claim in the theorem: p is singular if and

only if lim inft↗T rRm(p, t) = 0.

To this end, suppose first that p is regular, and let U be a neighbourhood of p and C > 0 a

constant such that |Rm| ≤ C on U × [0, T ). Let r0 > 0 be such that Bg(0)(p, r0) ⊂⊂ U . The
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standard multiplicative distance distortion estimate gives the containment

Bg(0)(p, r0) ⊇ Bg(t)(p, r0e
−(n−1)Ct) ⊇ Bg(t)(p, r1), (5.2.6)

where r1 := r0e
−(n−1)CT > 0. From this we deduce rRm(p, t) ≥ min{C−1/2, r1} > 0.

For the converse statement, suppose that there exists some constant δ > 0 such that we have

the bound lim inft↗T rRm(p, t) > δ. By the curvature boundedness assumption, we can choose

this δ so that we have rRm(p, t) > δ for every t ∈ [0, T ); by definition this means that for every

t ∈ [δ2, T ) we have |Rm| ≤ δ−2 on P(p, t, rRm) ⊇ P(p, t, δ). Fixing any t in this range, we

claim that there exists a constant r2 = r2(δ, n, T ) such that

Bg(t)(p, δ) ⊇ Bg(δ2)(p, r2). (5.2.7)

In particular, if this claim holds, we have found a (fixed) neighbourhood of p on which the

curvature remains bounded (by δ−2), and we can conclude the proof. Hence it remains to

prove the claim. In order to do so, for the t we fixed above, we set k0 = k0(t) to be the smallest

integer such that t − (k0 + 1)δ2 < 0. Notice that k0 ≤ T/δ2. We are going to implement an

iterative scheme of inclusions using the distance distortion estimates in any of the cylinders

considered. From the bound on the curvature we obtain

Bg(t)(p, δ) ⊇ Bg(t−δ2)

(
p, δe−(n−1)δ−2·δ2) = Bg(t−δ2)

(
p, δe−(n−1)

)
⊇ Bg(t−2δ2)

(
p, δ(e−(n−1))2

)
= Bg(t−2δ2)

(
p, δe−2(n−1)

)
⊇ .... ⊇ Bg(t−(k0−1)δ2)

(
p, δe−(k0−1)(n−1)

)
⊇ Bg(δ2)

(
p, δe−(n−1)[(k0−1)+δ−2(t−(k0−1)δ2−δ2)]

)
⊇ Bg(δ2)

(
p, δe−k0(n−1)

)
⊇ Bg(δ2)

(
p, δe−(n−1)(T/δ2)

)
,

and (5.2.7) follows by defining r2 := δe−(n−1)(T/δ2).

ii) Let us first assume the lower bound in (5.1.1) and let ti ↗ T be a sequence realising the

lim sup. Then, setting r := max{rI , 1/
√
cI}, we have for sufficiently large i

1

r2(T − ti)
≤ cI
T − ti

< sup
P(p,ti,rI

√
T−ti)

|Rm| ≤ sup
P(p,ti,r

√
T−ti)

|Rm|.

This means that we must have rRm(p, ti) < r
√
T − ti for all sufficiently large i, because if it

was rRm(p, tj) ≥ r
√
T − tj =: r′ for some j large enough for the above inequality to hold, we

would obtain
1

r2(T − tj)
< sup
P(p,tj ,r′)

|Rm| ≤ 1

(r′)2
=

1

r2(T − tj)
,
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a contradiction. We therefore conclude that

rRm(p, ti)/
√
T − ti < max{rI , 1/

√
cI},

or equivalently

(T − ti)r−2
Rm(p, ti) > min{r−2

I , cI} =: c̃I > 0, (5.2.8)

which gives the lower bound we claimed. Supposing instead the upper bound of (5.1.1), for

ε > 0, let us set r := min{rI , 1/
√
CI + ε}, so that we can compute for any t sufficiently close

to T that
1

r2(T − t)
≥ CI + ε

T − t
≥ sup
P(p,t,rI

√
T−t)
|Rm| ≥ sup

P(p,t,r
√
T−t)
|Rm|,

so by definition we have rRm(p, t) ≥ r
√
T − t. In particular, letting ε↘ 0, we conclude that

lim inf
t↗T

rRm(p, t)/
√
T − t ≥ min{rI , 1/

√
CI},

or equivalently

lim sup
t↗T

(T − t)r−2
Rm(p, t) ≤ max{r−2

I , CI} =: C̃I . (5.2.9)

To prove the converse statement, assume now that c̃I < lim supt↗T (T − t)r−2
Rm(p, t) for some

constant 0 < c̃I . Set rI := (c̃I)
− 1

2 and cI := c̃I . We claim that for this choice, the lower bound

in (5.1.1) must hold. If not, then we have

lim sup
t↗T

sup
Bg̃t(0)(p,rI)×(−r2I ,r

2
I )

|Rmg̃t |g̃t ≤ cI ,

that is, we have an upper bound as in (5.1.1), but with CI now replaced by cI . By what we

have just proved above, we thus get the analogue of (5.2.9), namely

lim sup
t↗T

(T − t)r−2
Rm(p, t) ≤ max{r−2

I , cI} = c̃I ,

which is the desired contradiction. Finally, for the last remaining statement, assume that

lim supt↗T (T − t)r−2
Rm(p, t) ≤ C̃I . Then given any ε, we have for every t close enough to T

that

rRm(p, t) >

√
T − t
C̃I + ε

=: r.

The definition of the Riemann scale thus implies

sup
P(p,t,r)

|Rm| ≤ sup
P(p,t,rRm)

|Rm| = r−2
Rm(p, t) ≤ r−2 =

C̃I + ε

T − t
, (5.2.10)
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which for ε↘ 0 and after rescaling parabolically gives the upper bound in (5.1.1) with constants

rI := (C̃I)
− 1

2 and CI := C̃I .

iii) The argument used in the first paragraph of the proof of Part ii) also works with Type II

points, that is verifying (5.1.2), and one shows that for every r > 0 and every cI > 0 the

analogue of (5.2.8) holds, namely there exists a sequence of ti ↗ T such that

(T − ti)r−2
Rm(p, ti) > min{r−2, cI}.

We can therefore let r ↘ 0 and cI ↗∞ to conclude that lim supt↗T (T − t)r−2
Rm(p, t) =∞.

Conversely, suppose we have lim supt↗T (T − t)r−2
Rm(p, t) =∞. If (5.1.2) does not hold for all

r > 0, then there exists some rI > 0 and some constant CI such that the upper bound in

(5.1.1) holds. But we have just proven that this implies lim supt↗T (T − t)r−2
Rm(p, t) ≤ C̃I , a

contradiction. This finishes the proof of the theorem.

With a slight modification of Part i) of Theorem 5.1.4 we obtain a non-oscillation result which

in particular, says that, to a certain extent, the curvature of a Ricci flow cannot oscillate between

a Type I rate and a lower rate arbitrarily close to the singular time.

Corollary 5.2.4 (Type I non-Oscillation). Suppose (M, g(t)) is a Ricci flow maximally defined on

a finite time interval [0, T ), with either bounded curvature or complete time-slices. Then p ∈ Σ if

and only if

r−2
Rm(p, t) >

1

T − t
, ∀t ∈ [0, T ). (5.2.11)

Proof. If (5.2.11) holds, then by Part i) of Theorem 5.1.4 the point p must be singular. Conversely,

assume towards a contradiction that p ∈ Σ, but that

δ0 := rRm(p, t0) ≥
√
T − t0, for some t0 ∈ [0, T ).

By definition of the Riemann scale, this means in particular that

|Rm| ≤ δ−2
0 , on P(p, t0, δ0) ⊇ Bg(t0)(p, δ0)× [t0, T ). (5.2.12)

Set U := Bg(t0)(p, δ0). If the flow has bounded curvature time-slices, we can choose δ ≤ δ0 such that

|Rm| ≤ δ−2 on U × [0, t0]. Otherwise, by the completeness assumption, the continuous function

|Rm| is less than or equal to δ−2 for some δ ≤ δ0 on the compact set U × [0, t0]. Hence in any

case, combining this with (5.2.12), |Rm| ≤ δ−2 on U × [0, T ) and therefore by definition p ∈ Reg,

yielding the desired contradiction.

The decomposition of the singular set given by Theorem 5.1.2 follows very easily now.



5.2. Pointwise Analysis of the Singular Sets 89

Proof of Theorem 5.1.2. From the equivalent definitions of Type I and Type II singular points

given by Theorem 5.1.4, it is clear that if p ∈ ΣI ∪ ΣII then p ∈ Σ.

Conversely, if p ∈ Σ, then by Corollary 5.2.4 we have

r−2
Rm(p, t) >

1

T − t
, ∀t ∈ [0, T ),

and therefore in particular

lim sup
t↗T

(T − t)r−2
Rm(p, t) ≥ 1 > 0.

By Theorem 5.1.4, we therefore have p ∈ ΣI ∪ ΣII .

As an immediate consequence of Theorem 5.1.2, we find the following corollary which is equiv-

alent to Theorem 3.2 in [35].

Corollary 5.2.5. Let (M, g(t)) be a Type I Ricci flow on a manifold M of dimension n, maximally

defined on [0, T ), T < +∞. Then Σ = ΣI .

Next, we give some evidence for the following conjecture.

Conjecture 5.2.6. In Theorem 5.1.4, we can replace each instance of lim supt↗T with lim inft↗T .

A full proof of this conjecture would require ruling out significant oscillations of the curvature

between Type I and Type II rates. Intuitively, such an oscillatory behaviour would be in extreme

contrast with the parabolic nature of the Ricci flow; nevertheless, it is not clear to the author how

to prevent it using only the differential inequalities on the curvature tensor given by Shi’s estimates

and even the Hölder continuity proved for the Riemannian scale is not strong enough to rule this

out completely. The following result is the best we can currently prove in this direction. It studies

the convergence rates of an essential blow-up sequence (pi, ti) along which the curvature blows-up

at a Type I rate but which converges to a Type II singular point.

Proposition 5.2.7. Let (M, g(t)) be a complete Ricci flow on a manifold M of dimension n,

maximally defined on a finite time interval [0, T ) and with bounded curvature time-slices. Suppose

p ∈ ΣII , and let (pi, ti) be an essential blow-up sequence, with pi → p in the topology of (M, g(0)),

ti ↗ T , and such that r−2
Rm blows-up at a Type I rate along (pi, ti), i.e.

r−2
Rm(pi, ti) ≤

1

m2(T − ti)

for some m ∈ (0, 1). Then there exists δ = δ(n,m) > 0 such that

lim sup
i→∞

T − ti−1

T − ti
≥ 1 + δ or lim sup

i→+∞

d2
g(ti)

(p, pi)

T − ti
≥ δ.
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Proof. Suppose instead that

lim sup
i→+∞

T − ti−1

T − ti
= 1 and lim sup

i→+∞

d2
g(ti)

(p, pi)

T − ti
= 0. (5.2.13)

Since by hypothesis r2
Rm(pi, ti) ≥ m2(T − ti), we infer⋃

i∈N

(
ti − a1 r

2
Rm(pi, ti), ti + a1 r

2
Rm(pi, ti)

)
⊇
⋃
i∈N

(
ti −m2a2

1(T − ti), ti +m2a2
1(T − ti)

)
.

We first check that the set on the right hand side contains (ti1 , T ) for some i1. Indeed, the intervals

in consideration overlap definitively as

ti−1 +m2a2
1(T − ti−1) ≥ ti −m2a2

1(T − ti) ⇐⇒ T − ti−1 ≤
1 +m2a2

1

1−m2a2
1

(T − ti),

which is satisfied by (5.2.13) for any i large enough. On the other hand, we also have

Bg(ti)(pi, a1 rRm(pi, ti)) ⊇ Bg(ti)(pi, a1m
√
T − ti) 3 p

for i large enough by (5.2.13). Therefore, for any sequence ξj ↗ T and for every j large enough,

there exists i = i(j) such that

(p, ξj) ∈ P(pi, ti, a1 rRm(pi, ti)).

We can therefore appeal to the local Harnack inequality of Corollary 5.2.3 to compare the values

r2
Rm(p, ξj) to r2

Rm(pi, ti), where i depends on j.

Since p ∈ ΣII , by Theorem 5.1.4 we have r2
Rm(p, ξj) = o(T − ξj) along a sequence of times

ξj ↗ T . From the discussion above we can apply Corollary 5.2.3 to obtain

o(T − ξj) = 4r2
Rm(p, ξj) ≥ r2

Rm(pi, ti(j)) ≥ m2(T − ti(j)) ≥
m2

1 +m2a2
1

(T − ξj), (5.2.14)

which gives a contradiction for j large enough.

Remark 5.2.8. The proposition above ensures in particular that for a point p ∈ ΣII , the existence

of a sequence ti ↗ T along which r−2
Rm(p, ti) blows-up at a Type I rate forces the convergence to be

exponential. We think that this property is in contrast to the Lipschitz continuity of rRm(p, ·). It

could be instructive to notice that the same is a priori not true if we swap the roles of Type I and

Type II. Indeed, consider the function

f(t) = (T − t)2 + (T − t)|sin(ln(T − t))|. (5.2.15)
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This is a Lipschitz function, such that f(t) = (T − tk)2 on tk = T − exp(−kπ), and f(t) ∼ T − t
elsewhere as t ∼ T .

From a more optimistic point of view, if Conjecture 5.2.6 holds, it is natural to ask whether we

must have

lim inf
t↗T

r−2
Rm(p, t)(T − t) = lim sup

t↗T
r−2

Rm(p, t)(T − t),

at any singular point p ∈ Σ. This would be coherent with the examples in the literature.

For completeness, let us also study the convergence of an essential blow-up sequence along which

the curvature blows-up at a Type II rate but which converges to a Type I singular point p. From

Definition 5.1.1, it is clear that this convergence cannot be too fast. The following proposition

makes this more precise, giving an explicit relation between the blow-up rate of r−2
Rm(p, ·) and the

convergence rate.

Proposition 5.2.9. Let (M, g(t)) be a complete Ricci flow on a manifold M of dimension n,

maximally defined on a finite time interval [0, T ) and with bounded curvature time-slices. Let

p ∈ ΣI , meaning in particular that there exists m ∈ (0, 1) such that r−2
Rm(p, t) ≤ 1

m2(T−t) for all

t ∈ [0, T ). Suppose further that (pi, ti) is an essential blow-up sequence, with pi → p in the topology

of (M, g(0)), ti ↗ T , and such that r−2
Rm blows-up at a Type II rate along (pi, ti), i.e.

r2
Rm(pi, ti) = o(T − ti).

Then we obtain

lim sup
i→∞

d2
g(ti)

(p, pi)

T − ti
≥ m2a2

1,

where a1 = a1(n) is the constant from Corollary 5.2.3.

Proof. Suppose by contradiction that

lim sup
i→∞

d2
g(ti)

(p, pi)

T − ti
< m2a2

1,

so that we obtain

Bg(ti)(p, a1 rRm(p, ti)) ⊇ Bg(ti)(p, a1m
√
T − ti) 3 pi

for i large enough. This means in particular that

(pi, ti) ∈ P(p, ti, a1 rRm(p, ti)),

for i large enough and we can therefore use the local Harnack-type inequality of Corollary 5.2.3 to
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compare the values r2
Rm(pi, ti) to r2

Rm(p, ti) to obtain

o(T − ti) = 4r2
Rm(pi, ti) ≥ r2

Rm(p, ti) ≥ m2(T − ti)

which gives a contradiction for i large enough.

We conclude this section by establishing a link between the two different Riemann scales defined

in Definition 5.1.3. As already said, these two scales are equivalent for bounded scalar curvature

Ricci flows in view of the pseudolocality result in Proposition 3.2 of [7]. For a general Ricci flow,

one should not expect such a strong result, but a weaker infinitesimal analogue holds true.

Proposition 5.2.10 (Characterisation of Singular Set using Fixed Time Slice Scale). Let (M, g(t))

be a Ricci flow defined on [0, T ), T <∞, such that (M, g(t)) is complete and has bounded curvature

for every t ∈ [0, T ). Then p ∈ Σ if and only if lim inft↗T r̃Rm(p, t) = 0.

Proof. The implication p ∈ Reg ⇒ lim inft↗T r̃Rm(p, t) > 0 follows the exact same lines as in the

proof of Part i) of Theorem 5.1.4.

Conversely, assume that for a point p ∈ M there exists some constant δ > 0 such that

lim inft↗T r̃Rm(p, t) > δ. Since the flow has bounded curvature time-slices, for a possibly smaller

δ we have r̃Rm(p, t) > δ for every t ∈ [0, T ); by definition of time-slice Riemann scale, this means

that for every t ∈ [0, T ) we have |Rm| ≤ δ−2 on Bg(t)(p, r̃Rm(p, t)) ⊇ Bg(t)(p, δ). Thus we obtain

|Rm| ≤ δ−2 on
⋃

t∈[0,T )

Bg(t)(p, δ)× {t}.

We claim that there exists a constant a4 = a4(n) such that for any time t0 ∈ [0, T ) we have

rRm(p, t0) > a4δ. Once we have proven this, we infer that lim inft↗T rRm(p, t) ≥ a4δ, and we can

conclude the proof thanks to Theorem 5.1.4, Part i). Using the Expanding balls Lemma 3.1 in [75]

with R = δ and r = δ
2 , the lower bound Ricg(t) ≥ −(n− 1)δ−2g(t) on the balls Bg(t)(p, δ) ensures

Bg(t0)

(
p, δ2
)
⊆ Bg(t)(p, δ), ∀t ∈

[
t0,min

{
t0 + δ2

n−1 log(2), T
})
.

On the other hand, the upper bound Ricg(t) ≤ (n − 1)δ−2g(t) on the balls Bg(t)(p, δ) guarantees

that we are in the hypothesis of the Shrinking balls Lemma 3.2 in [75] with our t being their initial

time 0, r = δ and f = δ−1, so that we obtain

Bg(t0)

(
p, δ2
)
⊆ Bg(t0)(p, δ − C2

1 (t0 − t)δ−1) ⊆ Bg(t)(p, δ), ∀t ∈
(

max
{

0, t0 − δ2

2C2
1

}
, t0

]
.
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Recall that their constant β/2 is equal to our C2
1 . Therefore, we have obtained the inclusion

P(p, t0, a4δ) ⊆
⋃
t

Bg(t)(p, δ)× {t},

where the union is taken over t ∈ (max{t0 − a2
4δ

2, 0},min{t0 + a2
4δ

2, T}) and where a4 = a4(n) :=

min
{√ log(2)

n−1 ,
1√
2C1

, 1
2

}
. By definition of the Riemann scale, we see that rRm(p, t0) > a4δ, as we

wanted to prove.

5.3 Integral Characterisation of the Singular Sets

The Harnack-type inequality proved in Corollary 5.2.3 implies an integral concentration of the

curvature.

Theorem 5.3.1 (Integral Curvature Concentration). Let κ > 0 and let (α, β) be an optimal pair

of integrability exponents as in Definition 4.1.1. Then there exist constants C2 = C2(n, κ, α) > 0

and C3 = C3(n) such that the following holds. Let (M, g(t)) be a complete Ricci flow defined on

[0, T ), T < ∞, which is κ-non-local-collapsed on a scale % in the sense of Definition 2.4.9. Then

for a space-time point (p, t) ∈ Σ× (T − %2, T ), we have the integral bounds

C2 ≤ ‖r−2
Rm‖α,β,P(p,t,a1 rRm) ≤ C3, (5.3.1)

where a1 ∈ (0, 1) is the constant from Corollary 5.2.3.

This can be seen as an ε-regularity theorem since the lower bound in (5.3.1) shows that if

‖r−2
Rm‖α,β,P(p,t,a1 rRm) ≤ ε < C2 as t→ T , then p must be a regular point.

Proof. Since p ∈ Σ, Corollary 5.2.4 implies that r2
Rm(p, t) ≤ (T − t). On the one hand this implies

that rRm(p, t) < % for large enough t so that we can use the κ-noncollapsing property for balls of

radius r ≤ rRm(p, t). On the other hand, it also shows that

t+ a2
1r

2
Rm(p, t) ≤ t+ a2

1(T − t) < t+
1

2
(T − t) < T,

t− a2
1r

2
Rm(p, t) ≥ t− a2

1(T − t) > t− 1

2
(T − t) > 0.

(5.3.2)

In particular, we have

P(p, t, a1 rRm(p, t)) = Bg(t)(p, a1 rRm(p, t))× (t− a2
1r

2
Rm(p, t), t+ a2

1r
2
Rm(p, t)) (5.3.3)

and we do not need to worry about the truncation in (5.1.6).

We now first prove the upper bound. By definition of the Riemann scale, we have a Riemann
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upper bound on P(p, t, rRm), so after rescaling and using the Bishop-Gromov inequality ([28]) we

obtain

µg(t)(Bg(t)(p, a1 rRm(p, t))) ≤ an1rnRm(p, t)µghyp(Bhyp) = an1CH(n)rnRm(p, t),

where Bhyp denotes a unitary ball in the hyperbolic space, and CH(n) =
∫ 1

0 sinhn−1(s)ds is its

volume. Considering the evolution equation of the volume element under Ricci flow, and using the

curvature bound in the region P(p, t, rRm), for every time s ∈ (t − a2
1r

2
Rm(p, t), t + a2

1r
2
Rm(p, t)) we

deduce that

µg(s)(Bg(t)(p, a1 rRm(p, t))) ≤ en(n−1)r−2
Rm(p,t)(t−s)µg(t)(Bg(t)(p, a1 rRm(p, t)))

≤ en(n−1)a21an1CH(n)rnRm(p, t)

= C(n)an1r
n
Rm(p, t).

(5.3.4)

Therefore, using the upper bound given by Corollary 5.2.3, we compute

‖r−2
Rm‖α,β,P(p,t,a1 rRm) =

(∫ t+a21r
2
Rm

t−a21r2Rm

(∫
Bg(t)(p,a1 rRm(p,t))

|r−2
Rm|

α dµs

)β/α
ds

)1/β

≤
(∫ t+a21r

2
Rm

t−a21r2Rm

(
4αC(n)an1rRm(p, t)n−2α

)β/α
ds

)1/β

= 4 · 21/βC(n)1/αa
n/α+2/β
1 rRm(p, t)n/α+2/β−2

= 4 · 21/βC(n)1/αa2
1 ≤ 8C(n)a2

1 =: C3(n).

(5.3.5)

Here we used in particular that n
α + 2

β − 2 = 0 for an optimal pair.

The proof of the opposite inequality follows a similar argument. Since |Rm| is bounded by

r−2
Rm(p, t) on P(p, t, rRm) and a1 ∈ (0, 1), we can use the κ-noncollapsedness of the flow to obtain

µg(t)(Bg(t)(x, a1 rRm(p, t))) ≥ κ an1 rnRm(p, t).

Again, the evolution of the volume element under Ricci flow and the curvature bound in the cylinder

considered yield the inequality

µg(s)(Bg(t)(x, a1 rRm(p, t))) ≥ e−n(n−1)r−2
Rm(p,t)(t−s)µg(t)(Bg(t)(x, a1 rRm(p, t)))

≥ κ e−n(n−1)a21an1 r
n
Rm(p, t)

= c(n, κ)an1r
n
Rm(p, t),

(5.3.6)

for every s ∈ (t − a2
1r

2
Rm(p, t), t + a2

1r
2
Rm(p, t)). Corollary 5.2.3 guarantees the lower bound on the

integrand r−2
Rm ≥

1
4r
−2
Rm(p, t) on the region P(p, t, a1 rRm). We can therefore follow (5.3.5), reversing
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all inequalities except the very last one, to obtain

‖r−2
Rm‖α,β,P(p,t,a1 rRm) ≥

1

4
· 21/βc(n, κ)1/αa2

1 ≥
1

4
c(n, κ)1/αa2

1 =: C2(n, κ, α).

The proof of Theorem 5.1.6 follows a very similar argument to what we have just seen. Notice,

that since the integrand considered in the definition of the singular density function (Definition

5.1.5) is space-independent we simply get

∥∥∥ 1

T − s

∥∥∥
α,β,P(p,t,a1 rRm)

=

(∫ t+a21r
2
Rm

t−a21r2Rm

( 1

T − s

)β
µ
β/α
g(s)

(
Bg(t)(p, a1 rRm(p, t))

)
ds

)1/β

(5.3.7)

if (t− a2
1r

2
Rm, t+ a2

1r
2
Rm) ⊆ (0, T ). We proceed with the proof.

Proof of Theorem 5.1.6. According to Perelman’s noncollapsing theorem [65], there exists a con-

stant κ = κ(n, g(0), T ) > 0 such that the Ricci flow in consideration is κ-noncollapsed at scale

% =
√
T . Hence, using (5.3.4) and (5.3.6), we obtain

c(n, κ)an1r
n
Rm(p, t) ≤ µg(s)

(
Bg(t)(p, a1 rRm(p, t))

)
≤ C(n)an1r

n
Rm(p, t), (5.3.8)

for some constants c(n, κ) > 0 and C(n) <∞, and where the lower bound requires rRm < %.

As in the proof of the previous theorem, if p ∈ Σ we know that r2
Rm(p, t) ≤ (T−t) from Corollary

5.2.4 and therefore (5.3.8) holds for sufficiently large t and we also have (5.3.2) and (5.3.3). From

(5.3.2) we obtain in particular also

2

3(T − t)
≤ 1

T − s
≤ 2

T − t
, ∀s ∈ (t− a2

1r
2
Rm(p, t), t+ a2

1r
2
Rm(p, t)). (5.3.9)

Using (5.3.7), we can therefore estimate

∥∥∥ 1

T − s

∥∥∥
α,β,P(p,t,a1 rRm)

≤
(∫ t+a21r

2
Rm

t−a21r2Rm

( 1

T − s

)β(
C(n)an1r

n
Rm(p, t)

)β/α
ds

) 1
β

≤ C(n)1/α(a1 rRm(p, t))n/α
(∫ t+a21r

2
Rm

t−a21r2Rm

( 1

T − s

)β
ds

) 1
β

≤ C(n)1/α(a1 rRm(p, t))n/α(2a2
1r

2
Rm(p, t))1/β 2

T − t
.

Using that for an optimal pair (α, β) we have n
α + 2

β = 2, we thus obtain

∥∥∥ 1

T − s

∥∥∥
α,β,P(p,t,a1 rRm)

≤ 4C(n)1/αa2
1

r2
Rm(p, t)

T − t
.
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It is straightforward now to deduce from Theorem 5.1.4 that if p ∈ ΣI , this is uniformly bounded

from above by 4C(n)1/αa2
1(c̃I)

−1 for every t close enough to T , whereas if p ∈ ΣII this gives

Θ(p) = 0. Analogously, the lower bounds in (5.3.8) and (5.3.9) yield

∥∥∥ 1

T − s

∥∥∥
α,β,P(p,t,a1 rRm)

≥
(∫ t+a21r

2
Rm

t−a21r2Rm

( 1

T − s

)β(
c(n, κ)an1r

n
Rm(p, t)

)β/α
ds

) 1
β

≥ c(n, κ)1/α(a1 rRm(p, t))n/α(2a2
1r

2
Rm(p, t))1/β 2

3(T − t)

≥ 2

3
c(n, κ)1/αa2

1

r2
Rm(p, t)

T − t
.

If p ∈ ΣI , then Θ(p) is bounded away from 0 as lim inft↗T
r2Rm(p,t)
T−t ≥ (C̃I)

−1 by Theorem 5.1.4.

It remains to show that Θ(p) = ∞ for regular points. For p ∈ Reg, Theorem 5.1.4 ensures

the existence of a constant C > 0 such that r−2
Rm(p, t) ≤ C2 for every t ∈ [0, T ]. Thus for every

t ≥ T − a2
1/C

2 we have t+ a2
1r

2
Rm > T and therefore

P(p, t, a1 rRm(p, t)) ⊇ Bg(t)
(
p,
a1

C

)
× (t, T ). (5.3.10)

We can appeal to Perelman’s noncollapsing theorem [65] to obtain the existence of a constant

κ = κ(n, g(0), T, C) > 0 such that the Ricci flow in consideration is κ-noncollapsed at scale % = C−1.

Therefore, since by (5.3.10)

|Rm| ≤ r−2
Rm(p, t) ≤ C2

a2
1

on Bg(t)

(
p,
a1

C

)
× (t, T ),

we have for every t ≥ T − a21
C2 and every s ∈ (t, T ) the uniform bound

µg(s)

(
Bg(t)

(
p,
a1

C

))
≥ c(n, κ)

an1
Cn

> 0.

Because (T − s)−β /∈ L1
(
t, T
)

for every t ≥ T − a21
C2 , we obtain∥∥∥ 1

T − s

∥∥∥
α,β,P(p,t,a1 rRm)

≥
∥∥∥ 1

T − s

∥∥∥
α,β,Bg(t)(p,

a1
C

)×(t,T )

≥
(
c(n, κ)

an1
Cn

)1/α
(∫ T

t

1

(T − s)β
ds

) 1
β

= +∞,

from which we clearly see Θ(p) = +∞.
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5.4 The Ricci Singular Sets

We begin this section with the definition of two different versions of Ricci scale, analogous to

the definitions of the Riemann scales given in the introduction, Definition 5.1.3. Note that we

always mark the fixed time-slice scales with a tilde in this Chapter to distinguish them from the

forwards-backwards scales that are mainly used in the local singularity analysis.

Definition 5.4.1 (Ricci Scale). Let (M, g(t)) be a Ricci flow defined on [0, T ) and consider a

space-time point (p, t) ∈M × [0, T ).

i) We define the Ricci scale rRic(p, t) at (p,t) by

rRic(p, t) := sup{r > 0 | |Ric| < a0(n)r−2 on P(p, t, r)}, (5.4.1)

where a0(n) =
√
n(n− 1) as before, or equivalently by

rRic(p, t) := sup{r > 0 | −(n− 1)r−2g < Ric < (n− 1)r−2g on P(p, t, r)} (5.4.2)

If (M, g(t)) is Ricci-flat for every t ∈ [0, T ), we set rRic(p, t) = +∞. Moreover, by slight abuse

of notation, we may sometimes write P(p, t, rRic) for P(p, t, rRic(p, t)).

ii) The time-slice Ricci scale at (p, t) is given by r̃Ric(p, t) = +∞ if the flow is Ricci flat, otherwise

we set

r̃Ric(p, t) := sup{r > 0 | |Ric| < a0r
−2 on Bg(t)(p, r)}, (5.4.3)

where a0 = a0(n) :=
√
n(n− 1).

Remark 5.4.2. It might maybe seem more natural to define the Ricci scale as

sup{r > 0 | |Ric| < r−2 on P(p, t, r)} (5.4.4)

but our normalisation is more convenient for the purpose of this Chapter for two main reasons.

Firstly, because |Rm| < r−2 implies

− (n− 1)r−2g < Ric < (n− 1)r−2g, (5.4.5)

and thus |Ric| < a0r
−2, we get the simple relation

rRic(p, t) ≥ rRm(p, t) (5.4.6)

for any space-time point (p, t). Secondly, it is in fact exactly the property (5.4.5) which is used in

a variety of proofs in the local singularity analysis and hence this normalisation allows a unified

approach. (On the other hand, using (5.4.4) would allow to work with constants that do not depend



98 Chapter 5. Local Singularity Theory for Ricci Flows

on the dimension n, which could have advantages in other contexts.)

Remark 5.4.3. From the Pseudolocality Proposition 3.2 in [7] we see that r̃Rm and rRm are com-

parable for bounded scalar curvature Ricci flows. It is not clear whether a similar relation also holds

for the Ricci scales, apart from the obvious estimate r̃Ric(p, t) ≥ rRic(p, t) that simply follows from

the fact that the definition of rRic(p, t) requires a bound on a larger set.

We first show that like the Riemann scale, also the Ricci scale is Lipschitz continuous in space

and Hölder continuous in time, yielding in particular the following result.

Theorem 5.4.4 (Lipschitz-Hölder Continuity of Ricci Scale). Suppose (M, g(t)) is a complete Ricci

flow defined on [0, T ). Then for any couple of space-time points (p, t) and (q, s) we have

|rRic(p, t)− rRic(q, s)| ≤ min{dg(t)(p, q), dg(s)(p, q)}+ C1|t− s|
1
2 , (5.4.7)

where C1 = 2 4
√

2/3
√
n− 1 as in Theorem 5.2.2.

Proof. We first note that if (M, g(t)) is a complete Ricci flow defined on [0, T ), then for any point

(p, t) ∈M × [0, T ) we have the inclusion

Bg(t)(p, rRic(p, t)) ⊇ Bg(s)(p, rRic(p, t)− C2
1r
−1
Ric(p, t)|s− t|) (5.4.8)

for all s ∈ (t− r2
Ric(p, t), t+ r2

Ric(p, t)). The proof of this inclusion is exactly the same as the one of

Lemma 5.2.1, since it relies only on Ricci curvature bounds of the type (5.4.5).

We can now deduce the Lipschitz-Hölder continuity exactly as in the proof of Theorem 5.2.2.

In fact, the only ingredient of the proof that does not rely on elementary estimates like the triangle

inequality, is the use of (5.4.8) established above.

A first corollary of this theorem gives upper and lower bounds for r−2
Ric on a parabolic cylinder in

terms of its value at the center of this cylinder. The proof is exactly the same as for the Riemann

scale, exploiting the continuity from Theorem 5.4.4 above.

Corollary 5.4.5 (Local Ricci Harnack-Type Inequality). Suppose (M, g(t)) is a complete Ricci

flow maximally defined on [0, T ), and let (p, t) ∈ M × (0, T ). Then for a1 = 1
2(1+C1) ∈ (0, 1) as in

Corollary 5.2.3, we have that

1

4
r−2

Ric(p, t) ≤ r
−2
Ric(·, ·) ≤ 4r−2

Ric(p, t) on P(p, t, a1rRic(p, t)). (5.4.9)

Similar to Definition 5.1.1, we can now define the following concepts of different types of Ricci

singular sets, depending only on the Ricci curvature rather than the full Riemannian curvature
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tensor.

Definition 5.4.6 (Ricci Singular Points). Let (M, g(t)) be a Ricci flow maximally defined on the

time interval [0, T ), T <∞ and assume that (M, g(t)) has bounded Ricci curvature for all t ∈ [0, T ).

For any fixed t ∈ [0, T ), we consider again the parabolically rescaled Ricci flow g̃t(s) defined for

s ∈ [− t
T−t , 1) as g̃t(s) := (T − t)−1g(t+ (T − t)s).

i) We say that a point p ∈M is a Ricci singular point if for any neighbourhood U of p, the Ricci

curvature becomes unbounded on U as t approaches T . The Ricci singular set ΣRic is the set

of all such points and its complement is the Ricci regular set RegRic.

ii) We say that a point p ∈M is a Type I Ricci singular point if there exist constants cI , CI , rI > 0

such that we have

a0cI < lim sup
t↗T

sup
Bg̃t(0)(p,rI)×(−r2I ,r

2
I )

|Ricg̃t |g̃t ≤ a0CI . (5.4.10)

We denote the set of such points by ΣRic
I and call it the Type I Ricci singular set.

iii) We say that a point p is a Type II Ricci singular point if for any r > 0 we have

lim sup
t↗T

sup
Bg̃t(0)(p,r)×(−r2,r2)

|Ricg̃t |g̃t =∞. (5.4.11)

We denote the set of such points by ΣRic
II and call it the Type II Ricci singular set.

We note that the upper bound in (5.4.10) is directly implied by the upper bound in (5.1.1).

Obviously this is not true for the respective lower bounds.

We immediately obtain the following alternative characterisations of the different Ricci singular

sets which should be compared to their Riemann counterparts in Theorem 5.1.4.

Theorem 5.4.7 (Alternative Characterisation of Ricci Singular Sets). Let (M, g(t)) be a Ricci flow

on a manifold M of dimension n, maximally defined on [0, T ), T < +∞ and with bounded Ricci

curvature time-slices. Let ΣRic, ΣRic
I , and ΣRic

II be given by Definition 5.4.6. Then

i) p ∈ ΣRic if and only if lim supt↗T r
−2
Ric(p, t) =∞.

ii) p ∈ ΣRic
I if and only if for some 0 < c̃I , C̃I we have c̃I < lim supt↗T (T − t)r−2

Ric(p, t) ≤ C̃I .

iii) p ∈ ΣRic
II if and only if lim supt↗T (T − t)r−2

Ric(p, t) =∞.

Proof. The first part of the Theorem follows the same way as for the Riemann scale. The main point

why this goes through is again that the proof relies on various applications of distance distortion
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estimates that only depend on the Ricci curvature bounds and not full Riemann bounds. The other

parts of the proof can also be adopted almost verbatim, including the choices of all the constants

– for instance (5.4.10) implies

0 < c̃I := min{r−2
I , cI} < (T − ti)r−2

Ric(p, ti) ≤ max{r−2
I , CI} =: C̃I . (5.4.12)

This works because our normalisations in (5.4.1) and (5.4.10) agree.

This then implies a non-oscillation result for the Ricci curvature along a Ricci flow, stating that

it cannot oscillate between a Type I rate and a lower rate arbitrarily close to the singular time.

Once again, the proof is exactly the same as for the Riemann scale.

Corollary 5.4.8 (Type I non-Oscillation of Ricci scale). Suppose (M, g(t)) is a Ricci flow maxi-

mally defined on a finite time interval [0, T ), with either bounded Ricci curvature or complete time

slices. Then p ∈ ΣRic if and only if

r−2
Ric(p, t) >

1

T − t
, ∀t ∈ [0, T ). (5.4.13)

Remark 5.4.9. This result may not yet be an improvement over Theorem 1 in [84], but it is its

combination with Theorem 5.1.8 that gives a clear improvement from a global gap to a local one.

As for the Riemann scale, combining Theorem 5.4.7 with Corollary 5.4.8, we obtain the following

decomposition of the Ricci singular set.

Corollary 5.4.10 (Decomposition of the Ricci Singular Set). Let (M, g(t)) be a Ricci flow on a

manifold M of dimension n, maximally defined on [0, T ), T < +∞, and such that (M, g(t)) has

bounded Ricci curvature for every t in [0, T ). Then ΣRic = ΣRic
I ∪ ΣRic

II .

As an immediate consequence of Corollary 5.4.10, we also find the following result.

Corollary 5.4.11. Let (M, g(t)) be a Ricci flow on a manifold M of dimension n, maximally

defined on [0, T ), T < +∞. Suppose the Ricci tensor satisfies a Type I bound. Then ΣRic = ΣRic
I .

We can now also prove the following ε-regularity type result.

Theorem 5.4.12 (Integral Ricci Curvature Concentration). Let κ > 0 and (α, β) be an optimal pair

of integrability exponents as in Definition 4.1.1. Then there exist constants C2 = C2(n, κ, α) > 0

and C3 = C3(n) such that the following holds. Let (M, g(t)) be a complete Ricci flow defined on

[0, T ), T < ∞, which is κ-non-local-collapsed on a scale % relative to the scalar curvature. Then

for a space-time point (p, t) ∈ Σ× (T − %2, T ), we have the integral bounds

C2 ≤ ‖r−2
Ric‖α,β,P(p,t,a1 rRic) ≤ C3, (5.4.14)
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where a1 ∈ (0, 1) is the constant from Corollary 5.2.3.

Proof. We note that, in addition to elementary estimates, the proof of Theorem 5.3.1 relies on the

local Harnack type inequality for the Riemann scale (which holds with the same constants also for

the Ricci scale), as well as distance and volume distortion estimates and Bishop-Gromov inequality

in [28] (all of which only rely on Ricci rather than full Riemann curvature bounds). Hence the

proof can be adopted verbatim, simply changing every instance of rRm to rRic. We leave it to the

reader to check the details.

In the remainder of this section, we focus on a localisation of the Sesum and Wang results,

proving Theorem 5.1.8. Our proof adapts some arguments from Theorem 2 in Sesum [69] as well

as ideas from Proposition 5.2 in Hein-Naber [46], combined with Theorem 5.4.7 above.

Proof of Theorem 5.1.8. First of all, the inequality (5.4.6) clearly implies, together with Theorem

5.4.7, that ΣRic ⊆ Σ, so we only need to prove the opposite inclusion. In order to do so, we argue by

contradiction and assume that there exists a point p ∈ Σ such that p /∈ ΣRic. Using again Theorem

5.4.7, there exists a constant δ > 0 such that rRic(p, t) > δ for every t ∈ [0, T ] while by Theorem

5.1.4 there exists a sequence of times ti ↗ T so that rRm(p, ti) ≤ 1
i → 0. For any i ∈ N, let qi be a

minimiser of the function wi defined by

wi(q) = w(p,ti)(q) :=
rRm(q, ti)

dg(ti)(q, ∂Bg(ti)(p, δ))
, (5.4.15)

on the set Bg(ti)(p, δ). We clearly have wi(qi) ≤ wi(p) = rRm(p, ti)/δ ≤ (iδ)−1. As a consequence

of the bounded curvature of the time-slices, we must also have that for every i, rRm(qi, ti) > 0, and

therefore wi(qi) > 0.

Set ri := rRm(qi, ti) and consider the sequence of pointed rescaled Ricci flows (M, gi(t), qi)

defined by gi(t) := r−2
i g(ti + r2

i t) on M × [−r−2
i ti, r

−2
i (T − ti)). We first note that by definition of

qi, we have ri = rRm(qi, ti) ≤ rRm(p, ti) and thus, by Corollary 5.2.4, r−2
i (T − ti) ≥ 1, hence the

flows gi(t) exist at least for times t ∈ [−1, 1). By definition, they satisfy rRmi(qi, 0) = 1 for every i

and by the scaling properties of the distance

di :=
1

2
dgi(0)(qi, ∂Bgi(0)(p, δr

−1
i )) =

1

2w(p,0)(qi)
≥ δi

2
→ +∞.

Notice that by definition of di we obtain Bgi(0)(qi, di) ⊆ Bgi(0)(p, δr
−1
i ) = Bg(ti)(p, δ). Since for every

q ∈ Bgi(0)(qi, di) its gi(0)-distance to ∂Bgi(0)(p, δr
−1
i ) is at least di, we deduce from the minimising

property of qi that

1

2di
= w(p,ti)(qi) ≤ w(p,ti)(q) ≤

rRmi(q, 0)

di
⇐⇒ rRmi(q, 0) ≥ 1

2
.
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Perelman’s non local-collapsing theorem [65] applied to any of the cylinders P(q, 0, rRmi(q, 0)) with

q ∈ Bgi(0)(qi, di) as before, guarantees the existence of a uniform injectivity radius lower bound.

Therefore, we can apply Topping’s compactness theorem [79, Theorem 1.6] to extract a pointed

smooth Cheeger-Gromov limit Ricci flow (M∞, g∞(t), q∞), defined and complete in M∞× (−1
4 ,

1
4).

To do so, we just need to check that for every r > 0 there exists (in Topping’s notation) some

K(r) ∈ N such that for every i ≥ K(r) the curvature is uniformly bounded by M on Bgi(0)(qi, r).

But this is obviously true with M = 4 and K(r) such that di ≥ r for i ≥ K(r).

This limit flow inherits several properties. First of all, rRm∞(q∞, 0) = 1 and |Rm∞| ≤ 4 on

M∞ × (−1
4 ,

1
4). Secondly, we deduce from Bgi(0)(qi, di) ⊆ Bg(ti)(p, δ) that |Rici| ≤ a0r

2
i δ
−2, so the

limit flow must satisfy Ric∞ ≡ 0, i.e. g∞(t) ≡ g∞ is a static Ricci flat metric. We have therefore

reconducted the study to a situation similar to the case treated by Sesum [69].

For any r > 0, the smooth Cheeger-Gromov convergence ensures

µg∞(Bg∞(q∞, r))

ωnrn
= lim

i→+∞

µgi(0)(Bgi(0)(qi, r))

ωnrn
= lim

i→+∞

µg(ti)(Bg(ti)(qi, rri))

ωn(rri)n
.

Given δ > 0 as above, there exists i0(δ, r) such that rri < δ and ti + δ2 > T for every i ≥ i0,

therefore we can appeal to the bound |Ric| ≤ a0δ
−2 to use the multiplicative distance distortion

estimates in Bg(ti)(p, rri)× [ti0 − δ2, T ) for every i ≥ i0. For any ε > 0 and a possibly even larger

i1(δ, ε), we have the following two conditions satisfied for all i ≥ i1

(ti − ti1) ≤ a−1
0 δ2ε,

and
µg∞(Bg∞(q∞, r))

ωnrn
≥
µg(ti)(Bg(ti)(qi, rri))

ωn(rri)n
− ε

2
.

Using the distortion estimate we see that

Bg(ti)(qi, rri) ⊇ Bg(ti1 )(qi, rrie
−a0δ−2(ti−ti1 )) ⊇ Bg(ti1 )(qi, rricε).

Here cε = e−ε → 1 as ε → 0. Therefore, by the bound on the scalar curvature and the evolution

equation for the volume element we obtain

µg(ti)(Bg(ti1 )(qi, rricε)) ≥ e−
√
na0δ−2(ti−ti1 )µg(ti1 )(Bg(ti1 )(qi, rricε))

≥ c
√
n

ε µg(ti1 )(Bg(ti1 )(qi, rricε)).

We have arrived at

µg∞(Bg∞(q∞, r))

ωnrn
≥ c
√
n

ε

µg(ti1 )(Bg(ti1 )(qi, cεrri))

ωn(rri)n
− ε

2
.
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The key feature of this inequality is that the right hand side has a controllable dependence on i.

Arguing as in [69], using the fact that we have full control on the geometry of g(ti1) by the bounded

curvature assumption and Shi’s estimates as well as the fact that ri → 0, we obtain

µg(ti1 )(Bg(ti1 )(qi, cεrri)) ≥ ωn(cεrri)
n
(

1− ε

2

)
for sufficiently large i ≥ i2(ε, gi1 , n). In particular, sending i to infinity, we obtain

µg∞(Bg∞(q∞, r))

ωnrn
≥
(

1− ε

2

)
cn+
√
n

ε − ε

2
. (5.4.16)

We can now let ε go to 0 to find
µg∞(Bg∞(q∞, r))

ωnrn
≥ 1. (5.4.17)

On the other hand, since g∞ is Ricci flat, by Bishop-Gromov inequality (see [28]) we obtain

µg∞(Bg∞(q∞, r))

ωnrn
≤ 1, (5.4.18)

and hence we are in the equality case where Bg∞(q∞, r) has exactly Euclidean volume growth. By

the rigidity statement in Bishop-Gromov’s inequality, we deduce that g∞ is flat, in contradiction

with rRm∞(q∞) = 1. This means that Σ ⊆ ΣRic as claimed.

It is now easy to prove Corollary 5.1.9.

Proof. Fix a point p ∈ ΣRic
II . Then by Theorem 5.4.7 we know that

lim sup
t↗T

(T − t)r−2
Ric(p, t) = +∞, (5.4.19)

and hence by the inequality r−2
Rm(p, t) ≥ r−2

Ric(p, t) also

lim sup
t↗T

(T − t)r−2
Rm(p, t) = +∞. (5.4.20)

Theorem 5.1.4 iii) guarantees that p ∈ ΣII . The other inclusion is easily deduced from this one,

Theorem 5.1.2, Corollary 5.4.10, and Theorem 5.1.8.

Arguing as we did in Proposition 5.2.10 the reader can easily verify the following result.

Proposition 5.4.13 (Characterisation of Ricci Singular Set using Fixed Time Slice Scale). Let

(M, g(t)) be a Ricci flow on [0, T ), T <∞, such that (M, g(t)) is complete and has bounded Ricci

curvature for every t ∈ [0, T ). Then p ∈ ΣRic if and only if lim inft↗T r̃Ric(p, t) = 0.
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Together with our Theorem 5.1.8 and Proposition 5.2.10 , we deduce the following corollary.

Corollary 5.4.14. Let (M, g(t)) be a Ricci flow defined on [0, T ), T < ∞, such that (M, g(t)) is

complete and has bounded geometry for every t ∈ [0, T ). Then for any point p ∈ M , we have the

equivalence lim inft↗T r̃Rm(p, t) = 0 if and only if lim inft↗T r̃Ric(p, t) = 0.

5.5 Applications to Bounded Scalar Curvature Ricci Flows

The aim of this section is to discuss applications of our local theory to Ricci flows with bounded

scalar curvature. We first recall several results from Bamler [7] and Bamler-Zhang [11].

We first point out that in our discussion about noncollapsing relative to the scalar curvature (see

Definition 2.4.9 and the paragraph below), we worked with an initial injectivity radius bound and

an implicit initial Ricci curvature lower bound (on which Aubin’s result relies [5]). Alternatively, we

could have assumed a lower bound on Perelman’s entropy of the initial metric, ν0 := ν[g(0), 2T ] >

−A to obtain these noncollapsing results. This is the condition present in Bamler’s work [7], but

we will rewrite the results we need from his paper using injectivity radius bounds instead; we start

by recalling his extremely powerful estimate of the volume of sublevel sets of r̃Rm for Ricci flows

with bounded scalar curvature.

Theorem 5.5.1 (Proposition 6.4 of [7]). For any natural number n ∈ N, and reals T < +∞,

R0 > 0, i0 > 0, k0 > 0 and d′ ∈ (0, 4) there exist constant E′ = E′(n,R0, i0, k0, d
′) and t0 =

t0(n,R0, T ) < T such that the following statement holds. Let (Mn, g(t)) be a closed Ricci flow

maximally defined on [0, T ) and satisfying inj(M, g(0)) > i0 and Ricg(0) > −(n− 1)k0g(0). Assume

that the scalar curvature is uniformly bounded, |R| ≤ n(n− 1)R0. Then for any p ∈M , t ∈ [t0, T )

and r, s ∈ (0, 1), we have

µg(t)({p | r̃Rm(p, t) < sr} ∩Bg(t)(p, r)) < E′sd
′
rn. (5.5.1)

Bamler uses this estimate to prove a codimension four estimate of the singular set (after passing

to a weak limit). We will use it for our codimension eight result, Theorem 5.1.12. Let us remark

that in its original wording, Proposition 6.4 of [7] requires |R| ≤ 1 on a time interval [−2, 0] (yielding

t0 = −1), but the result as stated above can be obtained from this by parabolic rescaling. The

proof of the above theorem is extremely involved and occupies most of [7]. It relies on a detailed

analysis on the geometry of Perelman’s reduced length, which allows the author to improve further

and further the bound on the volume of high curvature regions. Luckily, we do not need to modify

any of these estimates but manage to use Theorem 5.5.1 as a “black box”.

The theorem has the following corollary.



5.5. Applications to Bounded Scalar Curvature Ricci Flows 105

Corollary 5.5.2 (Theorem 1.7 of [7]). For any n ∈ N, T < +∞, R0 > 0, i0 > 0, k0 > 0 and

ε > 0, there exist constants F = F (n,R0, i0, k0, ε) and and t0 = t0(n,R0, T ) < T as in the theorem

above, such that the following statement holds. Let (Mn, g(t)) be a closed Ricci flow maximally

defined on [0, T ) and satisfying inj(M, g(0)) > i0 and Ricg(0) > −(n − 1)k0g(0). Assume that the

scalar curvature is uniformly bounded, |R| ≤ n(n − 1)R0. Then for every p ∈ M , r′ ∈ (0, 1) and

t ∈ [t0, T ), we have ∫
Bg(t)(p,r

′)
r̃−αRm(·, t) dµg(t) ≤ F (r′)n−4+2ε, (5.5.2)

where α := 4− 2ε.

As this result follows directly from Theorem 5.5.1, we give a quick sketch here.

Proof. For α = 4 − 2ε, set d′ := 4 − ε and pick E′ and t0 as in Theorem 5.5.1. Similar to the

noncollapsing volume bound, the assumptions on our flow ensure a noninflation result, meaning

that for some constant K1 = K1(n, i0, k0, R0) we have

µg(t)(Bg(t)(p, r)) ≤ K1r
n (5.5.3)

for all t ∈ [t0, T ), see e.g. [92]. The dependency of the constant K1 on the initial metric g(0) is not

explicitely related to i0 and k0 in [92], but it is shown that it depends only on the initial F-entropy

and initial Sobolev constants bounds, which can be both bounded in terms of i0 and k0 as remarked

by the same author in [94], see the Remark after Theorem 1.1 there.

We can therefore estimate

I(r′) :=

∫
Bg(t)(p,r

′)
r̃−αRm(q, t) dµg(t)(q)

≤
∫
Bg(t)(p,r

′)

(∫ (r′)−α

0
1 dy +

∫ ∞
(r′)−α

χ{y<r̃−αRm (q,t)}(q, y) dy

)
dµg(t)(q)

= (r′)−αµg(t)(Bg(t)(p, r
′)) +

∫ ∞
(r′)−α

µg(t)({q | r̃Rm(q, t) < y−1/α} ∩Bg(t)(p, r′)) dy

≤ K1(r′)n−4+2ε +

∫ ∞
(r′)−α

E′y−d
′/α(r′)−d

′
(r′)n dy

≤ K1(r′)n−4+2ε + E′(r′)n−4+ε

∫ ∞
(r′)−α

y−d
′/αdy

= F (r′)n−4+2ε,

where F := K1 + E′ε/α. Here, we have used (5.5.1) with s := y−1/α/r′ and the fact that the very

last integral is equal to (r′)ε · ε/α for the choices of d′ and α as above.

As a last ingredient for our results, we recall the following lemma, essentially due to Wang [84],
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though our version resembles more the one from Bamler and Zhang [11], clarifying in which terms

the square root of the Riemann curvature controls the Ricci curvature on a flow with bounded

scalar curvature.

Lemma 5.5.3 (Lemma 6.1 in [11]). For any n ∈ N, R0 > 0, i0 and k0 there exists a constant

C4(n,R0, i0, k0) such that the following holds. Let (Mn, g(t)) be a Ricci flow defined on [0, T ),

T < ∞ and satisfying inj(M, g(0)) > i0 and Ricg(0) > −(n − 1)k0g(0). Suppose that for some

(p0, t0) ∈ M × (0, T ) and r0 ∈ (0,min{R−1/2
0 ,

√
t0, 1}) we have Bg(t0)(p0, r0) ⊂⊂ M . If on the

backward cylinder P−(p0, t0, r0) := Bg(t0)(p0, r0) × (t0 − r2
0, t0] we have |R| ≤ n(n − 1)R0 and

|Rm| ≤ r−2
0 , then we also get |Ric(p0, t0)| ≤ C4a0r

−1
0 .

As this result is essential for our applications of the local theory to bounded scalar curvature

Ricci flows, we recall the proof here, closely following the one given in [11].

Proof. By parabolically rescaling the flow with factor r−2
0 we may assume |Rm| ≤ 1 on the cylin-

der P−(p0, t0, 1) and |R| ≤ A := n(n − 1)R0r
2
0. We need to show the existence of a constant

D(n,R0, i0, k0) such that |Ric(p0, t0)| ≤ D
√
A, yielding the claim for C4 = D

√
R0/
√
n− 1.

Using Shi’s estimates we see that for universal constants {Cm}m∈N we have

|∇m Rm | ≤ Cm on P−
(
x0, t0,

1
2

)
. (5.5.4)

Notice that by our assumption, we have that P−(x0, t0, a1r0) ⊂⊂ M × (0, T ), where a1 is the

constant defined in Section 5.2. Arguing as in [11] we deduce the existence of a universal constant

b1 ≤ min{a1, 1/2} such that the map expp0 : B(0, b1) ⊂ Rn → M given by the g(t0)−exponential

map centered at p0 is injective, and the pull-back Ricci flow g̃(t) := exp∗p0 g(t) defined on the

cylinder B(0, b1) × [t0 − b21, t0] inherits smooth bounds by (5.5.4), with the metrics g̃(t) being 2-

Lipschitz equivalent to the Euclidean metric for every t ∈ [t0 − b21, t0]. Note that the bounds

on the curvatures are preserved by the pull-back (up to universal constants). From now on we

will focus on the metrics g̃(t), and drop the tilde to simplify the notation. Fix a cut-off function

φ ∈ C∞0 (B(0, b1)) such that φ ∈ [0, 1] and φ ≡ 1 on B(0, b12 ). This can be done in such a way that

|∂φ|, |∂2φ| ≤ E1 for some universal constant E1. Therefore, for some other universal E2 we have

|∆g(t)φ| ≤ E2 on B(0, b1) × [t0 − b21, t0]. Testing the evolution equation for the scalar curvature

against φ, and integrating by parts we obtain∣∣∣∣∂t ∫
B(0,b1)

R(·, t)φdµg(t) −
∫
B(0,b1)

2|Ric(·, t)|2φdµg(t)
∣∣∣∣

=

∣∣∣∣− ∫
B(0,b1)

R(·, t)2φdµg(t) +

∫
B(0,b1)

∆g(t) R(·, t)φdµg(t)
∣∣∣∣

=

∣∣∣∣− ∫
B(0,b1)

R(·, t)2φdµg(t) +

∫
B(0,b1)

∆g(t)φR(·, t)dµg(t)
∣∣∣∣.



5.5. Applications to Bounded Scalar Curvature Ricci Flows 107

The inequality |R| ≤ A ≤ n(n − 1)R0 implies for every t ∈ [t0 − b21, t0] the non-inflating property

µg(t)(B(0, b1)) ≤ K1b
n
1 := E3 for some K1 = K1(n, i0, k0, R0) by [92]. Moreover, by the discussion

above, the Laplace term is controlled, so we get the upper bound for the right-hand side∣∣∣∣− ∫
B(0,b1)

R(·, t)2φdµg(t) +

∫
B(0,b1)

∆g(t)φR(·, t)dµg(t)
∣∣∣∣

≤ E3A
2 + E3E2A ≤ (n(n− 1)R0E3 + E2E3)A =: E4A.

The constant E4 depends only on n, i0, k0 and R0. Integrating this inequality in time we deduce

‖Ric‖22,P−(0,b1/2) ≤
∫ t0

t0−b21

∫
B(0,b1)

|Ric(·, t)|2φdµg(t)dt

≤
∫
B(0,b1)

|R(·, t0)|φdµg(t0) +

∫
B(0,b1)

|R(·, t0 − b21)|φdµg(t0−b21) + b21E4A

≤ 2E3A+ b21E4A =: E5A.

Recall that the Ricci tensor solves the parabolic system

(∂t + ∆g(t) − 2 Rm) Ric = 0, (5.5.5)

which can be interpreted as linear in Ric, with coefficients universally bounded in every Cm norm.

Thus, the standard parabolic theory ensures the existence of a universal constant E6 such that,

once we set b2 := b1/4, we have

|Ric(0, t0)| ≤ ‖Ric‖∞,P−(0,b2) ≤ E6‖Ric‖2,P−(0,b1/2) ≤ E6

√
E5A =: D

√
A, (5.5.6)

concluding the proof.

The proof above shows that, for a universal constant b2 ∈ (0, 1), one can extend the Ricci bounds

to the backward cylinder P−(p0, t0, b2r0). A backward-forward analogue of this result would be

more in line with the results in the rest of this Chapter and it is indeed also possible. Nevertheless,

in each case, the bound obtained is not strong enough to get the desired estimate r̃ 2
Ric & r̃Rm,

because this would require a Ricci bound on the (bigger) scale
√
r0. This issue comes directly from

the proof as given above, since one can appeal to linear parabolic regularity theory only on the

scale r0. A proof of a global relation r̃ 2
Ric & r̃Rm would have extremely interesting consequences,

for example it would imply ΣI = ∅, but without extra assumptions, it currently seems out of reach.

Here, we overcome this difficulty by considering only points where the Ricci curvature is almost

maximal or well behaved points as defined in the introduction, so that any bound on the Ricci

curvature that we find extends naturally to a bound on the Ricci scale.
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Theorem 5.5.4 (Quadratic Scale Comparison at Certain Points). For any n ∈ N, T < +∞,

R0 > 0, i0 > 0 and k0 > 0 there exists a constant a3 = a3(n,R0, i0, k0, T ) such that the following

holds. Let (M, g(t)) be a Ricci flow defined on a finite time interval [0, T ), satisfying inj(M, g(0)) >

i0, Ricg(0) ≥ −(n − 1)k0g(0) and with complete and bounded curvature time slices. Assume that

|R| ≤ n(n− 1)R0 on M × [0, T ). Then we deduce the two properties below.

i) Let (p0, t0) ∈ M × (0, T ) be such that 1
2 supM |Ric|(·, t0) ≤ |Ric|(p0, t0) =: a0r

−2
0 . Then if

r0 ≤ min{R−1/2
0 ,

√
t0, 1}, we have r̃ 2

Ric(p0, t0) ≥ a3r̃Rm(p0, t0).

ii) Let (p0, t0) ∈ Gδ,t1 for some δ ∈ (0, 1), where Gδ = Gδ,t1 denotes the set of well behaved

points for some t1 ≤ t0, see (5.1.12). Then if rRic(p0, t0) ≤ min{R−1/2
0 ,

√
t0, 1}, we have

r2
Ric(p0, t0) ≥ δa3rRm(p0, t0).

Proof. The proof is essentially the same for both cases.

i) Fix any such space-time point (p0, t0) with almost maximal Ricci curvature. From the definition

of the time-slice Ricci scale, it is clear that a0r̃
−2
Ric(p0, t0) ≥ |Ric|(p0, t0) = a0r

−2
0 . Moreover,

since p0 has almost maximal Ricci curvature, |Ric|(·, t0) ≤ 2|Ric|(p0, t0) everywhere and thus

a0r̃
−2
Ric(p0, t0) ≤ 2|Ric|(p0, t0) = 2a0r

−2
0 . Together, we have

r−2
0 ≤ r̃−2

Ric(p0, t0) ≤ 2r−2
0 . (5.5.7)

By definition of the time-slice Riemann scale, we can bound |Rm| ≤ r̃−2
Rm(p0, t0) on the ball

Bg(t0)(p0, r̃Rm(p0, t0)). The Backward Pseudolocality Theorem of Bamler-Zhang (Theorem 1.4

in [11]) applied to the scale r1 := r̃Rm(p0, t0) ≤ r̃Ric(p0, t0) ≤ r0 ≤
√
t0 yields the existence of

constants ε and K (without loss of generality K ≤ ε−2) depending only on n, T , i0 and k0

such that we have |Rm| ≤ Kr−2
1 ≤ (εr1)−2 on the backwards parabolic cylinder P−(p0, t0, εr1).

Using Lemma 5.5.3, we can estimate a0r
−2
0 = |Ric|(p0, t0) ≤ C4a0(εr1)−1 for some constant

C4 = C4(n,R0, i0, k0), or equivalently

r̃−2
Ric(p0, t0) ≤ 2r−2

0 ≤ 2C4(εr1)−1 =
2C4

ε
r̃−1

Rm(p0, t0).

The conclusion now follows for a3 ≤ ε
2C4

.

ii) Fix a well behaved point (p0, t0) ∈ Gδ. Denoting again |Ric|(p0, t0) =: a0r
−2
0 , we obtain the

following analogue of equation (5.5.7)

r−2
0 ≤ r−2

Ric(p0, t0) ≤ δ−1r−2
0 . (5.5.8)

Since rRm(p0, t0) ≤ rRic(p0, t0) ≤ min{R−1/2
0 ,

√
t0, 1}, and we have, in particular, the bound

|Rm| ≤ r−2
Rm(p0, t0) on the (backwards) parabolic cylinder P−(p0, t0, rRm), we can apply again
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Lemma 5.5.3 to conclude a0r
−2
0 = |Ric|(p0, t0) ≤ C4a0(rRm(p0, t0))−1. This means that

r−2
Ric(p0, t0) ≤ δ−1r−2

0 ≤ δ−1C4r
−1
Rm(p0, t0)),

and hence the conclusion for a3 ≤ 1
C4

.

Next, we prove the following integral Ricci curvature concentration result, which is the time-slice

analogue of Theorem 5.4.12.

Lemma 5.5.5 (Time-Slice Ricci Scale Integral Concentration). Let (M, g(t)) be an n-dimensional

complete Ricci flow defined on a finite time interval [0, T ) with complete and bounded curvature

time-slices, as well as inj(M, g(0)) > i0 and Ricg(0) ≥ −(n− 1)k0g(0) for some i0, k0 > 0. Assume

there exists R0 < ∞ such that |R| ≤ n(n − 1)R0 on M × [0, T ), and let α ≥ n
2 . Then for any

δ ∈ (0, 1
2), there exists C5 = C5(n,R0, T, i0, k0, α, δ) > 0 such that for any (p0, t0) ∈M × [0, T ) with

r̃Ric(p0, t0) ≤ min{R−1/2
0 ,

√
T}, we can bound∫

Bg(t0)(p0,δr̃Ric(p0,t0))
r̃−2α

Ric dµg(t0) ≥ C5 > 0. (5.5.9)

Proof. We first note that while the fixed time-slice scales might not satisfy nice continuity properties

in time, their spatial continuity is well understood. In fact, for any t ∈ [0, T ), the functions r̃Rm(·, t)
and r̃Ric(·, t) are 1-Lipschitz continuous with respect to the metric dg(t). This is proven in the exact

same way as the corresponding results for the parabolic scales rRm(·, t) and rRic(·, t) in Theorem

5.2.2 and Theorem 5.4.4.

A straightforward consequence of the Lipschitz continuity is the following local Harnack type

inequality: if (p0, t0) ∈M × [0, T ) is a point in a Ricci flow (say not identically Ricci flat), then

1
2 r̃Ric(p0, t0) ≤ r̃Ric ≤ 3

2 r̃Ric(p0, t0), onBg(t0)(p0,
1
2 r̃Ric(p0, t0)). (5.5.10)

To prove the integral concentration of the time-slice Ricci scale near singular points let then (p0, t0)

be a point satisfying the assumption of the lemma and set r0 := r̃Ric(p0, t0). From the discussion fol-

lowing Definition 2.4.9, we have that µg(t0)(Bg(t0)(p0, δr0)) ≥ κ1δ
nrn0 , where κ1 = κ1(n, i0, k0, T,R0).

Moreover, we can use (5.5.10) to get r̃Ric ≤ 3
2r0 on Bg(t0)(p0, δr0). Then we easily compute∫

Bg(t0)(p0,δr0)
r̃−2α

Ric dµg(t0) ≥ κ1δ
nrn0 (3

2 r0)−2α ≥ κ1δ
n(2

3)2α min
{
R

2α−n
2

0 , 1
}

=: C5 > 0.

In the second inequality we have used n− 2α ≤ 0.

We are now ready to prove the non-existence of well-behaved singularities in dimensions less

than eight.
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Proof of Theorem 5.1.10. Without loss of generality n ≥ 4. Fix any t1 ∈ (0, T ) and δ ∈ (0, 1).

Assume by contradiction that there exists a blow-up sequence (pi, ti) with ri := rRic(pi, ti) → 0

and which is δ-well behaved. Since we have assumed that M is closed, the initial metric satisfies

inj(M, g(0)) > i0 > 0 and Ricg(0) ≥ −(n− 1)k0g(0), for some i0 > 0, k0 > 0. By the Pseudolocality

Proposition 3.2 in [7] we see that r̃Rm and rRm are comparable for bounded scalar curvature

Ricci flows, that is, there exists a constant C = C(n,R0, i0, k0, T ) such that Cr̃Rm ≤ rRm for all

points (p, t) with t large enough. Together with Theorem 5.5.4, this implies in particular that

r̃2
Ric ≥ r2

Ric ≥ δa3rRm ≥ Cδa3r̃Rm on the ball Bg(ti)(pi,
√
δr̃Ric(pi, ti)) for i large enough so that

ti ≥ t1.

We can then apply Corollary 5.5.2 with ε < 1/8, we obtain for every i and every r′i ∈ (0, 1)∫
Bg(ti)(pi,r

′
i)
r̃−αRm dµg(ti) ≤ F (r′i)

n−4+2ε, (5.5.11)

where α := 4 − 2ε and F = F (n,R0, i0, k0, ε). In order to apply Lemma 5.5.5, notice that α ≥ n
2

if and only if n < 8. Choosing r′i :=
√
δri we can employ Lemma 5.5.5, and together with the

inequality r̃ 2
Ric ≥ Cδa3r̃Rm, we see that

0 < C5 ≤
∫
Bg(ti)(pi,r

′
i)
r̃−2α

Ric dµg(ti)

≤ (Cδa3)−α
∫
Bg(ti)(pi,r

′
i)
r̃−αRm dµg(ti)

≤ (Cδa3)−αF (
√
δri)

n−4+2ε.

It is sufficient to let i go to infinity to get the desired contradiction.

To prove the second statement in the theorem, assume that the flow cannot be extended past

time T and pick a point p ∈ Σ. Then by Theorem 5.1.8 as well as Proposition 5.4.13, we see that for

every ti ↗ T , the sequence (p, ti) is a blow-up sequence, which is δ-well behaved because M = Gδ,

in contradiction with what we proved above.

We have seen in Theorem 5.5.4 that a point p almost maximising the Ricci curvature is well

behaved. By Shi’s estimates, also points in a sufficiently small neighbourhood of p are almost

maximising, namely on a scale comparable to its Riemann scale. It would be interesting to see

which scale one can reach, considering that any improvement of this scale might be used (with

the same argument as above) to exclude the singularity formation in low dimensions. Under the

additional assumption of an injectivity radius bound as in (5.1.14), we are able to reach a sufficiently

large scale, as the following proof shows.
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Proof of Corollary 5.1.11. We can again assume without loss of generality that n ≥ 4. Suppose

towards a contradiction that the flow cannot be extended past time T <∞. Then by Sesum’s result

in [69], there exists a sequence (pi, ti) with ti ↗ T such that |Ric|(pi, ti) = supM×[0,ti]|Ric| → ∞.

Set ri := r̃Ric(pi, ti). Notice that ri → 0.

For i large enough, due to the injectivity radius bound (5.1.14), we can apply Lemma 1 of Chen

[22] (with T = ti) to obtain the existence of some β = β(α) > 0 such that |∇Ric| ≤ βr−3
i . Setting

δ = 1
2β , this yields

|Ric|(q, ti) ≥
1

2
|Ric|(pi, ti) =

1

2
sup
M
|Ric|(·, ti)

for all q ∈ Bg(ti)(pi, δri). For sufficiently large i so that ri ≤ min{R−1/2
0 ,

√
ti, 1}, we can thus apply

Part i) of Theorem 5.5.4 to obtain r̃ 2
Ric(q, ti) ≥ a3r̃Rm(q, ti) on Bg(ti)(pi, δri). We can therefore

argue as in the proof of Theorem 5.1.10 to obtain the desired contradiction.

We finish this Chapter with a proof of Theorem 5.1.12. It heavily relies on our localised version

of Sesum’s result from Theorem 5.1.8, as well as the fact that the Ricci curvature blows-up at least

at a Type I rate near any singular point.

Proof of Theorem 5.1.12. First of all, by Theorem 5.1.8, Σ = ΣRic. By Corollay 5.4.8, we further-

more know that p ∈ Σ = ΣRic if and only if rRic(p, t) <
√
T − t for all t. In particular, for any

t ∈ [0, T ) we know that Σ ⊆ {p | rRic(p, t) <
√
T − t}. We therefore have the inclusion

Σδ = Σ ∩Gδ ⊆ {p | rRic(p, t) <
√
T − t} ∩Gδ (5.5.12)

for every t ∈ [0, T ). Pick t1 sufficiently large, such that
√
T − t ≤ min{R−1/2

0 ,
√
t, 1} for all times

t ∈ [t1, T ). We can then appeal to Part ii) of Theorem 5.5.4 to get the inclusions

{p | rRic(p, t) <
√
T − t} ∩Gδ ⊆ {p | rRm(p, t) < (a3δ)

−1(T − t)} ∩Gδ.

By the Pseudolocality Proposition 3.2 in [7] we see that r̃Rm and rRm are comparable for bounded

scalar curvature Ricci flows, that is, there exists a constant C = C(n,R0, i0, k0, T ) such that, for

all points (p, t) with t ∈ [t1, T ), we have Cr̃Rm ≤ rRm. Hence, we see that

{p | rRic(p, t) <
√
T − t} ∩Gδ ⊆ {p | r̃Rm(p, t) < (Ca3δ)

−1(T − t)} ∩Gδ (5.5.13)

for every t ∈ [t1, T ). Increasing t1 possibly even further, we can then also ensure that t1 ≥ t0

(where t0 is the constant from Theorem 5.5.1) as well as s := 2(Ca3δ)
−1(T − t) < 1. This allows

us to apply Theorem 5.5.1 with this s < 1 and r := 1
2 < 1, yielding for any exponent d′ ∈ (0, 4) a
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constant E′ such that we obtain the upper bound for every t ∈ [t1, T )

µg(t)(Σδ ∩Bg(t)(p, 1
2)) ≤ µg(t)({p | r̃Rm(p, t) < sr} ∩Bg(t)(p, r)) < E′sd

′
rn < E(

√
T − t)2d′ .

Here we have set E := E′2d
′
(Ca3δ)

−d′ . We note that d = 2d′ ∈ (0, 8). This concludes the proof.



Chapter 6

Future work

In this final chapter, we briefly outline a plan for future developments of the local singularity

analysis we have introduced and give some ideas of possible applications. The results presented

here are part of a joint project by the author and his supervisor R. Buzano. We aim to localise

the results of Mantegazza-Müller in [61], that is to generalise Theorems 1.2.4 and 1.2.5 through

local preservation of Perelman’s entropy. However, we will need to focus our attention to Type I

singular points, obtaining interesting results such as Theorem 6.1.1 below for instance. In order to

state our main theorems, let us recall a few definitions and results about the scalar heat equation

under the Ricci flow.

Consider a fixed background Ricci flow defined on M × [0, T ) with complete and bounded

geometry time-slices. We use K(p, t; q, s) to denote the heat kernel or fundamental solution based

at the space-time point (q, s), that is the minimal solution of

(∂t −4p,t)K(p, t; q, s) = 0,

lim
t↘s

K(·, t; q, s) = δq,
(6.1.1)

for p, q ∈M and 0 ≤ s < t < T . Here, 4p,t denotes the Laplacian in the p-variable with respect to

the metric g(t). Notice that as a function of (q, s), with (p, t) fixed, K(p, t; q, s) is the fundamental

solution of the conjugate heat equation, i.e.

(−∂s −4q,s +Rg(s))K(p, t; q, s) = 0,

lim
s↗t

K(p, t; ·, s) = δp,
(6.1.2)

where Rg(s) is the scalar curvature of (M, g(s)). Due to this fact, we interpret a bound onK(p, t; q, s)

involving the distance with respect to g(t) as a heat kernel bound, and instead a bound involving

the distance with respect to g(s) as a conjugate heat kernel bound.

113
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Let us remark that by parabolic regularity theory we have smooth local bounds for the conjugate

heat kernel on any compact subset K of M × (0, T ), independent of the base point (p, t) with

t > max{t′ | (q, t′) ∈ K for some q ∈M}, and hence we can define a conjugate heat kernel based

at a singular time-slice point (p, T ) via a limiting procedure. In [61], the authors highlighted

the importance of this kernel in the Ricci flow context; assuming a global Type I bound for the

curvature, they showed Gaussian upper and lower bounds for K(p, T ; ·, ·) depending only on the

global Type I constant. Then, they implemented a study of Perelman’s entropy functional W

computed exactly at these functions, in the sense we describe below. Given a metric g, a function

f : M → R and a scale τ , Perelman’s entropy functional W is defined by

W (g, f, τ) :=

∫
M

(
τ(Rg +|∇f |2g) + f − n

) e−f

(4πτ)
n
2

dµg, (6.1.3)

under the condition ∫
M

e−f

(4πτ)
n
2

dµg = 1. (6.1.4)

For any fixed s, consider a function fp,T such that K(p, T ; ·, s) := e
−fp,T (·,s)

(4π(T−s))
n
2

. The authors consider

the quantity θ(p, s) := W (g(s), fp,T (·, s), T−s). They show that this function is monotone in s, and

the (continuous) density function θ(p) := lims↗T θ(p, s) associated to it remains preserved under

the blow-up procedure in a suitable sense. This fact allows them to reprove Theorems 1.2.4 and

1.2.5 for Type I Ricci flows. The global Gaussian bounds for K mentioned above are used in order

to prevent the entropy θ from being lost at infinity in the blow-up procedure. Their analysis has

been later extended by Hallgren to Ricci flows under a global Type I bound on the scalar curvature

in [41]. A key ingredient in his analysis consists once again in Gaussian upper and lower bounds

for the conjugate heat kernels under this global assumption, which he achieves to combine with the

weak compactness results from [7].

In general however, one does not expect global Gaussian (conjugate) heat kernel bounds around

the points where the δ-functions form (except possibly for times s and t very close together) for two

reasons. Firstly, the concentration might happen around other points. For example, if (M, g(t)) is

a Bryant soliton and p is its tip, then despite the property lims↗tK(p, t; ·, s) = δp, the conjugate

heat kernel at time s < t is not concentrated at the tip but rather near points q with approximate

distance |t − s| to the tip. A similar behaviour is also expected for conjugate heat kernels based

at the tip of a degenerate neckpinch. This is beautifully explained in Bamler’s work [8], where, as

a way to overcome this issue, he develops Gaussian-type upper bounds that are “off-centre” (that

is, they are centred around so-called Hn-centres rather than around the point p). Nevertheless, by

work of Buzano and Yudowitz [15], one does expect a Gaussian-type behaviour around the points

where the δ-functions form if distances remain comparable, as is for example the case when the

Ricci curvature is controlled. This suggests that a natural scale on which such bounds could hold

is the Ricci scale, and without further assumptions one may not in principle extend these.
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Secondly, the bounds might deteriorate due to collapsedness on large scales. We know for

example by Li-Yau [56] that for (static) manifolds with non-negative Ricci curvature we have

K(p, t; q, s) ∼ 1

Volg(Bg(p,
√
t− s))

e
− dg(p,q)

2

D(t−s) . (6.1.5)

Here D > 4 can be taken arbitrarily close to 4. The upper bound discovered by Cao-Zhang [18]

for Ricci flows with Ric ≥ 0 takes the same form. While for s close to t we have the asymptotic

behaviour Volg(Bg(x,
√
t− s)) ∼ (t− s)n/2 and therefore recover a Gaussian type upper bound, we

may have Volg(Bg(x,
√
t− s)) � (t − s)n/2 for (t − s) large, so that a Gaussian decay cannot be

expected. Luckily, this second issue is taken care of by the fact that the flow is non-collapsed on

the Ricci scale thanks to Perelman’s non-collapsing Theorem [65], indicating again that the Ricci

scale is a natural choice for proving Gaussian bounds, unless further assumptions are made.

In our work, we confirm this heuristic showing local Gaussian bounds for both the heat and

conjugate heat kernels on a Ricci scale around their base point. In the case of the heat kernel, we

can extend this Gaussian bound globally in space in full generality. In particular, for a possibly

short time around the base time, an exponential quadratic decay in space of the heat kernel is

established. However, these bounds are not good enough to perform a local singularity analysis,

because the interval of times over which they hold may collapse as the base time t approaches the

singular time T , as well as the distance dg(t) may become degenerate in this limit.

Therefore we move to a deeper study for the conjugate heat kernel. In order to extend the

Gaussian bounds globally in space and time, and hence deduce bounds for K(p, T ; ·, ·), we need to

assume two conditions: the base point must be a Type I singular point or a regular point, and the

Ricci tensor must be globally bounded from below at a Type I rate. The first assumptions allows

us to extend the bounds globally in time, whereas the second one in space. Combining these two

hypothesis we deduce the following theorem.

Theorem 6.1.1 (Type I Singular Points are Modelled on Shrinkers). Suppose (M, g(t)) is a closed

Ricci flow such that there exists a constant K with Ric ≥ − K
T−t on M × [0, T ). Let p ∈ ΣI be a

Type I singular point. Then for any sequence of times tj ↗ T there exist sequences of parameters

λj ↗ +∞ and open sets Uj ⊂M such that, once set gj(s) := λjg(tj +s/λj), the pointed Ricci flows

(Uj , gj , p) (sub-)converge to a Ricci flow (U∞, g∞, p∞) (defined on a non empty interval of times

I 3 0) in the pointed smooth Cheeger-Gromov sense. Moreover, the limit g∞ verifies

Ricg∞(s) +∇2f∞(s) =
g∞(s)

2(`− s)
, (6.1.6)

for a suitable function f∞ : U∞ × I → R and a value ` = limj→∞ λj(T − tj).

We believe the limit flow g∞ cannot be flat, but we currently do not have any proof of this
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result. Under this claimed non-flatness, we would deduce as a corollary of this theorem the following

equivalence result generalising Theorem 1.2.5 to a great extent.

Conjecture 6.1.2. Suppose (M, g(t)) is a closed Ricci flow such that there exists a constant K with

Ric ≥ − K
T−t on M × [0, T ). Then at any Type I singular point p ∈ ΣI we must have R(p, t) ≥ L

T−t
for some constant L > 0.

Notice that the lower bound assumed on the Ricci tensor is guaranteed for any Type I flow,

and for such flows we also have Σ = ΣI , so we would generalise Theorem 1.2.5. Using the global

Gaussian bounds proved by Bamler-Zhang in [11] in the bounded scalar curvature case (and later

generalised by Hallgren as said above), we could show an even stronger result in this particular

case.

Conjecture 6.1.3. Suppose (M, g(t)) is a closed Ricci flow defined on [0, T ), with bounded scalar

curvature all along the flow. Then the Type I singular set is empty ΣI = ∅ and hence Σ = ΣII .

The proofs of both these corollaries would come from a contradiction argument. On one hand,

the local limit flow we get at a Type I singular point would be a non-flat shrinker thanks to Theorem

6.1.1 above. On the other hand, in both cases we could obtain by contradiction a shrinker centered

at a point with zero scalar curvature. A rigidity result by Pigola-Rimoldi-Setti would then ensure

that the limit should in fact be Ricci flat, hence a static Ricci flow. Finally, this property would

imply curvature bounds up to the final time, which would translate in the point being regular, a

contradiction!
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[54] N.Q. Le, N. Sesum. On the extension of the mean curvature flow. Math. Z. 267(3-4): 583–604,

2011.

[55] N.Q. Le, N. Sesum. Remarks on curvature behavior at the first singular time of the Ricci flow.

Pacific J. Math. 255(1): 2010.

[56] P. Li, S.T. Yau. On the parabolic kernel of the Schrödinger operator. Acta Math. 156(3-4):

153–201, 1986.

[57] B. List. Evolution of an extended Ricci flow system. Comm. Anal. Geom. 16(5): 2008.

[58] P. Lu. A local curvature bound in Ricci flow. Geom. Topol. 14(2): 1095–1110, 2010.

[59] J. Nash. The embedding problem for Riemannian manifolds. Comm. Pure Appl. Math.

63(2):20–63, 1956.

[60] L. Ma, L. Cheng. On the conditions to control curvature tensors of Ricci flow. Ann. Global

Anal. Geom. 37, 403–411, 2010.



Bibliography 121

[61] C. Mantegazza, R. Müller. Perelman’s Entropy Functional at Type I Singularities of the Ricci

Flow. J. Reine Angew. Math. 703, 173–199, 2015.

[62] R. Müller. Monotone volume formulas for geometric flows. J. Reine Ang. Math. (Crelle) 643,

39–57, 2010.

[63] R. Müller. Ricci flow coupled with harmonic map flow. Ann. Sci. Ec. Norm. Super. 445(1):

101–142, 2012.

[64] A. Naber. Noncompact shrinking four solitons with nonnegative curvature. J. Reine Angew.

Math. 645, 125–153, 2010.

[65] G. Perelman. The entropy formula for the Ricci flow and its geometric applications. Arxiv:

0211159, 2002.

[66] G. Perelman. Ricci flow with surgery on three manifolds. Arxiv: 0303109, 2003.

[67] S. Pigola, M. Rimoldi, A. Setti. Remarks on non-compact gradient Ricci solitons. A.G. Math.

Z., 2011.

[68] F. Schulze, N. Sesum. Stability of neckpinch singularities. ArXiv:2006.06118, 2020.

[69] N. Sesum. Curvature Tensor under the Ricci Flow Amer. J. Math. 127(6): 1315–1324, 2005.

[70] N. Sesum. Convergence of the Ricci flow toward a soliton. Comm. Anal. Geom. 14(2): 283–343,

2006.

[71] W.-X. Shi. Deforming the metric on complete Riemannian manifolds. J. Differential Geom.

30(1): 223–301, 1989.

[72] P. Shi. Singularities of Connection Ricci Flow and Ricci Harmonic Flow. ArXiv:1309.5684,

2013.

[73] M. Simon. Some integral curvature estimates for the Ricci flow in four dimensions. Comm.

Anal. Geom. 28(3): 707–727, 2020.

[74] M. Simon. Extending four dimensional Ricci flows with bounded scalar curvature Comm. Anal.

Geom. 28(7): 1683–1754, 2020.

[75] M. Simon, P.M. Topping. Local control on the geometry in 3D Ricci flow. J. Differential Geom.,

to appear. ArXiv:1611.06137, 2016.

[76] M. Simon, P.M. Topping. Local mollification of Riemannian metrics using Ricci flow, and Ricci

limit spaces. Geom. Topol., to appear, ArXiv:1706.09490, 2017.



122 Bibliography

[77] M. Stolarski. Curvature Blow-up in Doubly-warped Product Metrics Evolving by Ricci flow.

ArXiv:1905.00087, 2019.

[78] M. Stolarski. Existence of Mean Curvature Flow Singularities with Bounded Mean Curvature.

ArXiv:1003.06383, 2020.

[79] P.M. Topping. Lectures on the Ricci flow. L.M.S. Lecture notes 325 C.U.P., 2006.

[80] P.M. Topping. Remarks on Hamilton’s Compactness Theorem for Ricci flow. J. Reine Angew.

Math. 692:173–191, 2014.

[81] P.M. Topping. Applications of Hamilton’s Compactness Theorem for Ricci flow. IAS/Park

City Math. Ser. 22, 2016.

[82] J.J.L. Velázquez. Curvature blow-up in perturbations of minimal cones evolving by mean

curvature flow. Ann. Sc. Norm. Super. Pisa Cl. Sci. 21(4): 595–628,1994.

[83] B. Wang. On the Conditions to Extend Ricci Flow. Int. Math. Res. Not. IMRN 2008(9), 2008.

[84] B. Wang. On the Conditions to Extend Ricci Flow (II). Int. Math. Res. Not. IMRN 2012(14):

3192–3223, 2012.

[85] M.B. Williams. Results on Coupled Ricci and Harmonic Map Flows. Adv. Geom. 15, 7–26,

2015.

[86] H. Wu. On Type-II Singularities in Ricci flow on Rn. Comm. Part. Diff. Eq. 39(11): 2064–2090,

2014.

[87] H.-W. Xu, F. Ye, E.-T. Zhao. Extend Mean Curvature Flow with Finite Integral Curvature.

Asian J. Math. 15(4): 549–556, 2011.

[88] D. Yang. Lp pinching and compactness theorems for compact riemannian manifolds. Séminaire
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