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# Time Evolution and Path Integral Formulations of Langevin Equations Driven by General Shot Noise Processes 


#### Abstract

In this thesis we analyze the properties of a broad class of non-Markovian stochastic processes driven by Generalized Shot Noise (GSN) and aim to find their transition probabilities via distinct yet fundamental approaches.

Stochastic processes are widely used mathematical tools to model uncertain behavior in a physical system. Recent studies show that the current stochastic models, which assume Markov or memoryless property, are inaccurate to model complex physical systems, from molecular dynamics in porous media to mild correlations of stock price returns in financial markets. We show that one can model these problems with a non-Markovian stochastic process $X$ as the solution of the Generalized Langevin Equation (GLE) $\dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$, where $V$ is the potential of the environment and $\xi_{t}$ is a GSN trajectory.

We show that the non-Markovian GLE can be obtained by relaxing the Markov property with an impulse function $b$ that creates diverse mathematical properties. Next, we show three distinct methods, each with their own rights and caveats, of finding the transition probability of $X_{t}$ : first by directly from its characteristic functional, second by evaluating its time evolution equation, and third by formulating its path integral.

Subsequently, we reserved the last part of our thesis for the application of the path integral results to two separate physical systems: tracking the position of a particle in a porous biological medium, and forecasting the price trajectory of a financial instrument that shows correlations in returns.


## Contents

- Introduction ..... I
O.I Intuitive Examples ..... 4
o.I.I Biology ..... 5
O.I. 2 Finance ..... 6
0.2 Motivation and Chapter Breakdown ..... 8
I Preliminaries: Stochastic processes ..... 12
I.I Definition of Stochastic Processes ..... I 3

1. 2 Some Examples of Stochastic Processes ..... I 5
I.2.I Poisson Process ..... 16
I.2.2 Compound Poisson Process ..... I 8
I.2.3 Wiener Process ..... I9
I. 3 Markov Property ..... 22
I. 4 Introduction to Langevin Equations ..... 32
I.4.I Ornstein-Uhlenbeck Process ..... 32
1.5 Introduction to Master Equations ..... 36
i. 6 Chapter Review ..... 41
2 Introduction to the Generalized Shot Noise Process ..... 42
2.I Definition of the GSN Process ..... 43
2.2 Visual Representation of Impulse Functions ..... 44
2.3 Finding the Characteristic Function of the GSN process ..... 50
2.3.I Reproducing the Result with Campbell Noise ..... 50
2.3.2 Characteristic Functional of the GSN process ..... $5 I$
2.4 Correlation Functions of GSN processes driven by the Exemplary Impulse Functions ..... 53
2.4.I Heaviside Impulse Function ..... 54
2.4.2 Rectangular Impulse Function ..... 54
2.4.3 Exponentially Decaying Impulse Function ..... 56
2.4.4 Damped and Oscillating Impulse Function ..... 58
2.4.5 Sigmoid Impulse Function ..... 60
2.5 Classification of Impulse Functions ..... 60
2.5.I Left-Tailed Impulse Functions ..... 61
2.5.2 Right-Tailed Impulse Functions ..... 61
2.5.3 $n$-th Hierarchy Impulse Functions ..... 62
2.6 Characteristics of the Position Process Driven by the Langevin Equation ..... 63
2.7 Chapter Review ..... 71
3 Further Results on the GSN process ..... 72
3.I Time Derivative and Hierarchical Nature of the GSN Process ..... 73
3.1.1 Examples of Impulse Functions on Hierarchy Reduction ..... 80
3.2 Master Equation of the GSN Process ..... 82
3.2.I Finding the Master Equation via Itō's Approach ..... 82
3.2.2 Obtaining the Fokker-Planck Equation under Gaussian Limits ..... 86
3.2.3 Finding the Master Equation via Path Integral Approach ..... 90
3.2.4 Application of the Path Integral Approach to the Langevin Equation ..... 94
3.3 Limiting and Asymptotic Theorems for the GSN Process ..... 99
3.3.I Example For Exponential Decay Impulse Function ..... 100
3.3.2 Example for Power Law Impulse Function ..... IOI
3.3.3 Limiting Theorem ..... 102
3.3.4 Formulating a Relationship between the Impulse Function and the Diffu- sion Coefficient of the Position Process ..... 103
3.3.5 Convergence of the GSN process to the Generalized Gaussian Process ..... 106
3.4 Simulation Results on Markov Convergence Theorem ..... IIO
3.5 Chapter Review ..... II 2
4 Stationary Action Principle for Non-Markovian Processes ..... II4
4.I Introduction ..... II 4
4.I.I Path Integral Formulation ..... II6
4.1.2 Optimal Path Calculation ..... II 8
4.I. 3 Optimal Escape Problem ..... 120
4.2 Finding the Probability Amplitude and the Euler-Lagrange Equations of the Position Process driven by the GSN ..... 122
4.3 Optimal Path and Stationary Action for Zero and Harmonic Potentials ..... 128
4.3.I Markovian Ornstein-Uhlenbeck Process ..... 128
4.3.2 Non-Markovian Ornstein-Uhlenbeck Process ..... 132
4.4 Optimal Path and Stationary Action for General Potential ..... 135
4.4.I Poisson White Noise Process ..... 135
4.4.2 GSN Process ..... 136
4.5 Localizing the Euler Lagrange Equations using $n$-Hierarchy Impulse Functions ..... 137
4.5.I Example I: Exponentially Decaying Impulse Function ..... 139
4.5.2 Example 2: Damped and Oscillating Impulse Function ..... 140
4.6 Finding the Localized ELE for General $n$-Hierarchy Impulse Function ..... 144
4.6. I Application to Literature: CP Noise Process under Gaussian Limits ..... 146
4.6.2 Extension from Literature: CP Noise Process ..... I 54
4.6.3 Optimal Escape Rates for Different Parameters of the CP Noise $\xi$ ..... 157
4.7 Uncoupling Time Non Local ELE's By Markov Embedding Technique ..... 163
4.7.I Complexification of Stochastic Processes ..... 165
4.7.2 Path Integral Formulation for Complex Stochastic Processes ..... 167
4.7.3 Introduction to Markov Embedding Technique ..... 169
4.7.4 Markov Embedding with Exponentially Decaying Impulse Function ..... 177
4.7.5 Markov Embedding with Power Law Decaying Impulse Function ..... 179
4.7.6 Markov Embedding with Damped and Oscillating Impulse Function ..... I8 I
4.7.7 Comparison of Actions ..... 182
4.8 Chapter Review ..... I84
5 Applications of GSN Processes ..... 187
5.I Application I: Particle Diffusing in a Coarse-Grained Medium ..... 188
5.2 Application 2: Stock Index Behavior During Covid- 9 Pandemic ..... 196
5.2.1 Preliminary Definitions ..... 196
5.2.2 Modeling the Index Value with non-Markovian Geometric Brownian Mo- tion ..... 199
5.3 Chapter Review ..... 206
6 Summary and Concluding Remarks ..... 208
Appendix A Derivation of the Probability Amplitude ..... 213
References ..... 217

## Listing of figures

I.I Realization of the Poisson process $N$ with single and unit jump at time $t$, where onesided limits and the jump size are visually explained. Here to time of jump $t$ is split into continuous part, $t^{+}$, and discontinuous part $t^{-}$. . . . . . . . . . . . . . . . . . . 18
I. 2 Simulation of a realization of the Wiener process $W$ together with the GWN $\dot{W}$ realization as shown in the inset.
I. 3 Simulation of the Poisson process $N$ together with the unit jump PWN $\dot{N}$ as shown in the inset. Notice that $\dot{N}$ is simply the PWN with almost surely unit jump amplitudes, i.e. $\forall i \in \mathbb{N}, A_{i}=1$ almost surely. We used $\lambda=1.2$ for our simulation. . . . 29
I. 4 Simulation of the Compound Poisson process $L$ together with the PWN $\dot{L}$ as shown in the inset. We used $\lambda=1.2$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for our simulation. . . . . 31
I. 5 Realizations of the OU process $X$ using 3 different initial conditions. Notice that regardless of where it starts from, or the resulting random fluctuations due to the GWN $\dot{W}$, the OU process always tends to stick around $X_{t}=0$ (red dashed line), i.e. the global minimum of the harmonic potential $V(x)=\gamma x^{2} / 2$. We used $\gamma=2$ and $\sigma=1$.

1. 6 Realizations of the OU process $X$ using 3 different values of $\gamma$. Here, we can clearly distinguish that the larger the value of $\gamma$, the faster the OU process $X$ converges to its long-term mean (red dashed line), i.e. the global minimum of the harmonic potential $V(x)=\gamma x^{2} / 2$. We used the initial condition $X_{0}=3$ and $\sigma=1 \ldots . . . . . . .$.
I. 73 realizations of the OU process $X$ using different initial conditions. Again in the same case of the OU process, regardless of where it starts from, or the resulting random nonGaussian fluctuations due to the PWN $\dot{L}$, the GenOU process always tends to stay around $X_{t}=0$ (red dashed line), which is the global minimum of the harmonic potential $V(x)=\gamma x^{2} / 2$. The PWN is simulated with intensity $\lambda=5$ and Normally-distributed jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$. We also used $\gamma=2$ for the Harmonic potential. 35
2.I Impulse response $A_{n} \delta\left(t-T_{n}\right)$ with Dirac delta impulse function. Notice that the impulses $i$ and $j$ are unit impulses with zero steps, indicating PWN nature of $\xi$. For this plot we used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$. Throughout this thesis, we use statistically independent (iid) jump amplitudes $A_{i}$ for our simulations. Finally, the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$. A sample impulse response trajectory is shown in directional arrows, where dashed parts are discontinuous jumps.
2.2 Impulse response $A_{n} \Theta\left(t-T_{n} ; a=1 / 2, b=1 / 2\right)$ with Heaviside impulse function. Notice that the impulses $i$ and $j$ are unit impulses with one step, indicating that the s.p. $\xi$ a one-step memory, i.e. Markov, process. We used jump amplitudes $A_{i} \sim$ $\mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, and the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$. A sample impulse response trajectory is shown in directional arrows, where dashed parts are discontinuous jumps.
2.3 Impulse response $A_{n} \operatorname{rect}\left(t-T_{n} ; a=-1 / 2, b=1 / 2\right)$ with Rectangular impulse function. Notice that the impulses $i$ and $j$ are unit impulses with two steps, indicating that the s.p. $\xi$ a colored noise process. We used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, and the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$. A sample impulse response trajectory is shown in directional arrows, where dashed parts are discontinuous jumps.
2.4 Plot of the exponentially decaying impulse function $h(t)=\alpha e^{-\alpha t}$. Notice that the steps in this impulse function is infinite; upon zooming to a small region of $h$, the impulse function gain an additional step along the infinitesimally small right triangle. Here we used $\alpha=1 / 2$ for better visualization.
2.5 Impulse response $A_{n} \alpha e^{-\alpha\left(t-T_{n}\right)}$ with exponentially decaying impulse function. Notice that the impulses $i$ and $j$ are unit impulses with infinite steps, indicating that the s.p. $\xi$ is a colored noise process. We used the decay rate $\alpha=1 / 2$, and the jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, where the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$.
2.6 Impulse response for jump sizes $A_{n} b\left(t-T_{n} ; \alpha=1, \beta=2\right)$ with damped and oscillating impulse function. Notice that the impulses have infinite steps, indicating that the s.p. $\xi$ again a colored process. We used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, and the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$.
2.7 Impulse response for jump sizes $A_{n} b(t ; \alpha=2)$ with sigmoid impulse function. Notice that the impulses have infinite steps, indicating that the s.p. $\xi$ again a colored process. We used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, and the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$.
2.8 Simulating the GSN process with Heaviside impulse function $h(t)=\Theta(t)$, i.e. the Compound Poisson process. The inset is the plot of the impulse function. We used $\lambda=10$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for our simulation
2.9 Simulating the GSN process with Rectangular impulse function $b(t)=\operatorname{rect}(t ; a=$ $-1 / 2, b=1 / 2$ ). Notice its close resemblance to the Compound Poisson (Markov) process as in Figure 2.8. The inset is the plot of the impulse function. We used $\lambda=$ 10 and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for our simulation. . . . . . . . . . . . . . . . . . . 56
2.Io Realization of the GSN process $\xi$ with exponentially decaying impulse function $b(t)=$ $\alpha e^{-\alpha t}$. The inset is the plot of the impulse function. We used $\alpha=2, \lambda=10$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for simulating the realization. . . . . . . . . . . . . . . . . . 57
2.I I Realization of the GSN process $\xi$ with damped and oscillating impulse function $b(t)=$ $\left(\alpha^{2}+\beta^{2}\right) /(\alpha+\beta) e^{-\alpha t}(\sin \beta t+\cos \beta t)$. The inset is the plot of the impulse function, where we chose a large $\beta$ to promote oscillation within this time range. We used $\alpha=4, \beta=15, \lambda=10$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for simulating the realization. . . . 59
2.12 Realization of the GSN process $\xi$ with sigmoid impulse function $b(t)=e^{\alpha t} /\left(1+e^{\alpha t}\right)$. The inset is the plot of the impulse function. We used $\alpha=4, \lambda=10$ and $A_{i} \sim$ $\mathcal{N}\left(0, \lambda^{-1}\right)$ for our simulating the realization.
2.13 Plots of the PDF of $X_{t}$ at $t=5$. Scatter plots are simulations obtained by Monte Carlo method with 7,000 iterations and the resulting histogram is split into 23 equal bins. Lines are results obtained numerically via IFT of the CF with Dirac Delta (Delta) (where $X$ becomes the GenOU process), exponentially decaying (ExpD), damped oscillatory (DampOsc) and Sigmoid impulse functions. We used $\alpha=2, \beta=5, \lambda=10, A_{i} \sim$ $\mathcal{N}\left(0, \lambda^{-1}\right)$ and $\gamma=1$ for calculating the PDF's.
2.14 Plots of the log-scale PDF of $X_{t}$ at $t=5$. Scatter plots are simulations obtained by Monte Carlo method with 7,000 iterations and the resulting histogram is split into 23 equal bins. Lines are analytic results obtained numerically via IFT of the CF with Dirac Delta (Delta) (where $X$ becomes the GenOU process), exponentially decaying (ExpD), damped oscillatory (DampOsc) and Sigmoid impulse functions. We used $\alpha=$ $2, \beta=5, \lambda=10, A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ and $\gamma=1$ for calculating the PDF's.
2.15 Logarithmic plot of the MSD simulations of the position process $X$ as the solution of $\dot{X}_{t}=-\gamma X_{t}+\xi_{t}$, where $\xi$ is the GSN process with Dirac Delta (Delta) (where $X$ becomes the GenOU process), exponentially decaying (ExpD), damped oscillatory (DampOsc) and Sigmoid impulse functions. The black curves in the bottom plot are analytic solutions of the MSD's via Equation (2.6.4) that fit the simulations. We used $\alpha=2, \beta=$ $5, \lambda=10, A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ and $\gamma=1$ for the simulations. . . . . . . . . . 70
3.1 Plot of the impulse function $b$ of the fractional Brownian motion for different Hurst parameters H. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
3.2 Probability distribution (log-scale) of $X_{t}$ as solution of the LE $\dot{X}_{t}=\xi_{t}$. Graphs colored in red are cases where $\xi$ is the GSN (hence $X$ is Non-Markovian (NM)); whereas those in blue are cases where $\xi$ the PWN (hence $X$ is Markovian (M)). Scatter plots are simulations obtained by Monte Carlo method with 5,000 iterations, and line plots are analytic solutions of the PDF's obtained by Inverse Fourier Transform of the characteristic functions. As we increase time $t$, we can visualize convergence in distribution. For simulating the realizations of $\xi$ we chose the $\alpha=1, \lambda=5$, and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$. I I I
4.I Depiction of 5 out of infinitely possible paths from point $A$ to point $B$. Path integral works by integrating over all possible trajectories of the particle from $A$ to $B$ and output the probability amplitude $\pi$ of the particle between this range.
4.2 Depiction of a double-well potential $V(x)=x^{4}-5 x^{2}+3 x-2$ with stable state, $x_{a}=x\left(t_{a}\right)$, metastable state $x_{b}=x\left(t_{b}\right)$ and an unstable state $x_{c}=x\left(t_{c}\right)$. Top figure: Optimal escape problem calculates the stationary action of a particle from the stable state $x_{a}$ to the metastable state $x_{b}$ under this potential. Bottom figure: One can also calculate the escape rate from the stable state $x_{a}$ to the unstable state $x_{c}$ with lowest potential.
4.3 General graph of the potential $V(x)=-x^{2} / 2+x^{4} / 4$ with suggested points $a, b, c$ and $d$ to be used in our numerical calculations.
4.4 Numerical solutions of the instanton path obtained by Bray \& McKane's model versus our model, where we computed the path from bottom of the well $d=a$ to the top of the well at $x=b$.
4.5 Instanton solutions of $k$ and $g$ for longer time range $T=20$ from top bottom well to top well.
4.6 Instantons of the paths $X$ obtained from 3 different jump amplitudes (Constant, Gaussian, and Exponential), plotted against the case for Gaussian Limits. . . . . . . . . is 5
4.7 Insantons of $g$ and $k$ under 3 different jump amplitudes. . . . . . . . . . . . . . . 156
4.8 Instantons of actions driven by Constant, Gaussian and Exponential jump amplitudes and Gaussian Limits (GL), normalized by escape rate obtained via the Bray \& McKane model, $S_{\infty}$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
4.9 Plot of the normalized actions $S / S_{G L}$ with respect to $\ln \lambda$ for Constant and Gaussian jump amplitudes at various $A_{0}$.

4.Io Heatmap of normalized escape rates $S_{G L}$ of $X$ driven by Gaussian and Constant jump amplitudes with various $\lambda$ and $A_{0}$. . . . . . . . . . . . . . . . . . . . . . . . . 16 I
4.I I Plot of the normalized actions $S / S_{G L}$ with respect to $\ln \lambda$ at $A_{0}=1$ for Gaussian jump amplitudes for various impulse function coefficient $\alpha$, where $\alpha=\infty$ refers to the Markovian limit $b \rightarrow \delta$. 162
4.I2 Approximating the damped oscillating function $h(t)=\left(\alpha^{2}+\beta^{2}\right) /(\alpha+\beta) e^{-\alpha t}(\sin \beta t+\cos \beta t)$ by sum of complex exponentials. We took the Imaginary part $\Im\left(h_{\text {approx }}(x)\right)$ in order to plot them in Cartesian coordinates with respect to increasing $K$. The plot on the right is the closeup version to better see the overlap of approximations with $h$. We chose
$\alpha=3$ and $\beta=1 / 3$ in our calculations. . . . . . . . . . . . . . . . . . . . . . . . 170
4.13 Approximating an arbitrary function $h(t)=e^{-(\cos t+t / 10)}$ by sum of complex exponentials. We took the Imaginary part $\Im\left(h_{\text {approx }}(x)\right)$ in order to plot them in Cartesian coordinates with respect to increasing $K$. The plot on the right is the closeup version to better see the overlap of approximations with $h$.
4.14 Optimal path $X_{t}$ for Exponential Decay impulse function using Markov Embedding function capped at $K=40$. Real and Imaginary parts labelled.177
4.15 Plot of $g(t)$ obtained as the average in (4.18). Real and imaginary parts labelled. ..... 178
4.16 The resulting complex-valued Lagrangian. Real and imaginary parts labelled. ..... 178
4.17 Plots of exponential decaying (blue) and power-law decaying (red) impulse functionsdefined in the legends set. Due to the impulse functions' similarity, we should expectsimilar optimal path and action.179
4.I8 Optimal path and Lagrangian of $X_{t}$ for Power Decay impulse function using MarkovEmbedding function capped at $K=40$. Real and Imaginary parts labelled. . . . . i80
4.19 Resulting optimal path and Lagrangian of $X$ driven by damped oscillating impulse func-tion decay $h(t)=e^{-t} \cos t$I8 I
4.20 Plots of exponential decaying (blue), power-law decaying (red) and damped oscillat- ing (green) impulse functions defined in the legends set with new coefficients ..... 182
4.2 I Resulting optimal path and Lagrangian of $X$ driven by power-law decay $b(t)=(t+$$1)^{-2}$, exponential decay, $h(t)=e^{-t}$ and damped oscillating, $h(t)=e^{-t}(\sin t+\cos t)$impulse functions.183
5.1 Plot of $f(\lambda ; \tau=1)$ indicating singularities at infinity and the obvious pole at origin.Blue hue denotes the real part of $f$ and orange its imaginary part. . . . . . . . . . . I9 I
5.2 Log-log plot of the resulting MSD, $\operatorname{MSD}(t)=2 \sigma \int_{0}^{t} \mathrm{~d} s \mathcal{L}^{-1}\left\{\tilde{\Phi}(\lambda)^{-1}\right\}(s)$, where$\mathcal{L}^{-1}\left\{\tilde{\Phi}(\lambda)^{-1}\right\}(s)$ is calculated by the Inverse Laplace Transform (ILT) in Equation(5.I.I3). Actual data is obtained from ${ }^{33}$193
5.3 Fitting of the impulse function $b$ obtained by MSD relation in Equation (5.1.3) (bluecircle) and by fitting with the Markov Embedding function (red line) capped at $K=$
2. ..... 194
5.4 Optimal path $X$ formed by the impulse function $b$ in Figure 5.3, with close-up view given in right bottom inset. Real and Imaginary values labelled. ..... 195
5.5 Instanton solution $g$ formed by the impulse function $b$ in Figure 5.3, with close-up view given in right bottom inset. Real and Imaginary values labelled. ..... 195
5.6 Lagrangian of $X$ formed by the impulse function $b$ in Figure 5.3, with close-up view given in right bottom inset. Real and Imaginary values labelled. ..... 196
5.7 Index values of S\&P5 00 (top), the resulting log-returns (middle) and MSD of the logreturns (bottom) obtained between I January 2020 until 2I October 2021. Notice the significant drop in index value (and spikes in log-return and MSD log-return) in around March 2020, the beginning of the Covid-19 pandemic.
5.8 Scatter plot of the S\&P 500 log-returns with polynomial impulse function fitted directly. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
5.9 Index value (red scatter plot) together with the stochastic process $X=\exp Y$ (blue line) as the solution of the $\mathrm{LE} \dot{Y}_{t}=\mu-\sigma^{2} / 2+\sigma \dot{\xi}_{t}$. The GSN process $\xi$ is simulated with Monte Carlo method with 7,000 iterations and using polynomial impulse function $\hat{b}_{S P 500}$. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

## List of Abbreviations and Symbols

| GSN | Generalized Shot Noise |
| :---: | :---: |
| GWN | Gaussian White Noise |
| PWN | Poisson White Noise |
| PDF | Probability Density Function |
| PMF | Probability Mass Function |
| CDF | Ccumulative Distribution Function |
| CF | Characteristic Function |
| CFal | Characteristic Functional |
| LE | Langevin Equation |
| ELE | Euler-Lagrange Equation |
| EMM | Equivalent Martingale Measure |
| ME | Master Equation |
| MSD | Mean Squared Displacement |
| MCT | Markov Convergence Theorem |
| TNL | Time Non-Local differential equations |
| SDE | Stochastic Differential Equations |
| SD $\triangle \mathrm{E}$ | Stochastic Differential-Difference Equations |
| ODE | Ordinary Differential Equations |
| PDE | Partial Differential Equations |
| FPE | Fokker-Planck Equation stochastic process |
|  |  |
| $\mathbb{R}$ | The set of real numbers |
| $\mathbb{N}$ | The set of natural numbers |
| $\mathbb{C}$ | The set of complex numbers |
| $\Omega$ | The sample space of probability events |
| $\mathcal{F}$ | The event space consist of sets of $\sigma$ algebras of $\Omega$ |
| $\mathcal{L}$ | Laplace transform operator |
| $\mathscr{L}$ | Lagrangian function |
| $\mathscr{C}$ | Configuration space |
| $\mathbb{P}$ | Generic symbol for probability measure, PDF of PMF |
| Q | Probability measure denoting the EMM |
| $X=\left(X_{t}\right)_{t \geq 0}$ | General definition of a s.p., or the position process |
| $L=\left(L_{t}\right)_{t \geq 0}$ | Compound Poisson process |
| $N=\left(N_{t}\right)_{t \geq 0}$ | Poisson process |
| $W=\left(W_{t}\right)_{t \geq 0}$ | Wiener process |
| $\xi=\left(\xi_{t}\right)_{t \geq 0}$ | GSN process |
| $\dot{X}$ | Time derivative of a s.p. $X$ |
| $f$ | Time derivative of a function $f$ |
| $f^{(i)}$ | $i$-th time derivative of a function $f$ |
| $\Phi_{X}[g]$ | CFal of a s.p. $X$ with test function $g$ |
| $\phi_{X_{T}}(\theta)$ | CF of a s.p. $X$ at time $T$ |
| $h(t)$ | Impulse function of the GSN process |

The mathematical sciences particularly exhibit order, symmetry, and limitation; and these are the greatest forms of the beautiful.

Aristotle

## 0

## Introduction

Mechanisms including biological transport and financial markets are highly complex involving multi-body system analysis. Depending on whether it is active transport of molecules in biology or determining the volatility of a financial security for risk management or fair pricing, mathematical modeling can be purely deterministic, purely stochastic or a combination of both, depending on the available data and the characteristics of the variable environment ${ }^{2}$. As nature is heavily controlled with stochastic factors, we specified our notion to stochastic modeling.

Stochastic modeling in systems biology offers promising results in many fields including genetics (e.g. expression of $m R N A s^{14}$, life cycle of proteins ${ }^{15}$ ), evolutionary biology (e.g. ancestral lineage behavior ${ }^{17}$, protein sequence evolution ${ }^{16}$ ) or intermittent search strategies ${ }^{18}$. Furthermore, recent developments indicate that using non-Gaussian processes show even more promising results in modelling biophysical mechanisms, for example, migration of T-cells to find extreme targets ${ }^{19}$.

As realistic systems are highly complex, to decisively model the system using discrete state and continuous-time would require some finite memory effect to take place. In fact, processes that violate the Markov property, in a physical context, is a direct causality of the past affecting the present; for example, it is experimentally shown that average waiting times between different biochemical reactions are not exponentially distributed, an indication of non-Markovianity in the system ${ }^{20}$.

Using this scope, Kanazawa and his collaborators ${ }^{3}$ have started to work on stochastic modelling of tracer diffusion in active suspensions. According to empirical findings, the active diffusion of the tracer experimentally exhibited the following unique features that can no longer be explained as a Brownian motion:
(i) its mean square displacement (MSD) exhibited a crossover between super-diffusion with $\sim t^{\alpha}(1<\alpha \leq 2)$ for short times and normal diffusion $(\alpha=1)$ for long times ${ }^{6781011 ~ 12}$;
(ii) the probability density function (PDF) of position displacements exhibited strong nonGaussian features manifest as power-law tails ${ }^{913}$, and the PDF eventually reverted to a Gaussian shape ${ }^{12 \mathrm{I} 3}$;

Using this scope, ${ }^{3}$ used the following Langevin equation (LE) to model the diffusion of tracers, given by the position $X_{t}$ at time $t$, the LE reads:

$$
\begin{align*}
\Gamma \frac{\mathrm{d} X_{t}}{\mathrm{~d} t} & =\xi_{t}, \\
\xi_{t} & =\sum_{i=1}^{N_{t}} b\left(t-T_{i}\right), \tag{o.o.ı}
\end{align*}
$$

where $\Gamma$ is the viscous coefficient, $N_{t}$ forms the Poisson process with intensity $\lambda>0$, and $\left\{T_{i}\right\}$ are the arrival times of the Poisson process. Here, $b$ is the impulse function that is fitted using simulation data of the force exerted on the tracer. Consequently, the force $\xi_{t}$ forms the General Shot Noise (GSN) process with finite intensity.

Their findings show that the LE driven by the GSN $\xi$ can be applied to a variety of scenarios where enhanced diffusion points detailed above are observed. Authors also pinpoint that additional force fields may lead to novel mechanisms to control and exploit enhanced diffusion in artificial devices.

Using the recent findings of ${ }^{3}$, we added additional terms to their original LE and started working on analyzing the velocity of a particle using the following non-Markovian system:

$$
\begin{align*}
\frac{\mathrm{d} X_{t}}{\mathrm{~d} t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\xi_{t} & =\sum_{i=1}^{N_{t}} A_{i} b\left(t-T_{i}\right) \tag{0.0.2}
\end{align*}
$$

where $X=\left(X_{t}\right)_{t \geq 0}$ is the position process of the particle, $V$ corresponds to the potential of the environment, $\xi=\left(\xi_{t}\right)_{t \geq 0}$ is the GSN process such that $N=\left(N_{t}\right)_{t \geq 0}$ is the Poisson process with intensity $\lambda, T_{i}$ are the arrival times of $N, A_{i}$ are iid jump amplitudes and $b$ is the impulse function that is assumed to be smooth on $\mathbb{R}$. We shall call this type of system given above the non-Markovian Langevin Equation.

Notice that in the Markovian case, the impulse function is simply the Dirac delta function, $b \mapsto$ $\delta$, in which case the position process $X$ becomes the Compound Poisson process.

## o.i Intuitive Examples

In literature, non-Markovianity in Langevin equations are generally established by inducing a nonlocal position process, where (e.g. ${ }^{66}$ ) the system is defined by:

$$
\begin{equation*}
\dot{X}_{t}=-\gamma f\left(X_{t}, X_{t-\tau}\right)+\sigma \xi_{t} . \tag{o.I.I}
\end{equation*}
$$

Here, the function $f$ is smooth and $\xi_{t}$ is the white noise processes satisfying delta-correlation $\left\langle\xi_{t} \xi_{s}\right\rangle=$ $\delta(t-s)$. In this realm, finding the Master Equation of $X_{t}$ is not as simple due to its dependence to all the past values $X_{\tau}$, where $\tau<t<0$; instead, the Master Equation is generally given for the joint probability distribution of $X$. By equally partitioning the interval $[\tau, t]$ into ordered sequence of size $n,\left\{t_{i}\right\}_{i=1}^{n}$, the Master Equation for the joint $\operatorname{PDF} P_{n}$ of $\left(X_{t_{1}}, \ldots, X_{t_{n}}\right)$ is given by the following:

$$
\begin{align*}
& \frac{\partial P_{n}}{\partial t_{n}}\left(x_{n}, t_{n} ; \ldots ; x_{1}, t_{1}\right)=D \frac{\partial^{2}}{\partial x_{n}^{2}} P_{n}\left(x_{n}, t_{n} ; \ldots ; x_{1}, t_{1}\right) \\
&+\gamma \frac{\partial}{\partial x_{n}} \int \mathrm{~d} x^{\prime} f\left(x_{n}, x^{\prime}\right) P_{n+1}\left(x_{n}, t_{n} ; x^{\prime}, t^{\prime} ; \ldots ; x_{1}, t_{1}\right) . \tag{0.1.2}
\end{align*}
$$

Methods to find the Master Equation for the marginal distribution of $X_{t}$ include applying the simplest case of linear function $f(x, y)=y$, where (o.I.I) becomes the so-called Delayed Langevin Equation, and rewriting (o.I.I) in terms of Green's functions ${ }^{67}$.

We next outline in next two sections some examples of multi-body systems in biology and finance, where current models involving Markov processes seem inadequate, and more "relaxed" models involving short- or long-term memory are needed to be adapted.

## O.I.I Biology

One of the most promising fields with a potential application of the non-Markovian LE is in biology, where it can be applied to various scenarios from molecular dynamics to cancer modelling and bioinformatics.

A potential application is identified in cancer immunotherapy, as in the heterogeneity of cancer cells ${ }^{124}$ and genetic and phenotypic resistance of tumours ${ }^{130}$ all indicate non-Markovianity in the system. Further, in the field of bioinformatics, a recent paper by Sristava \& Chen (2010) ${ }^{131}$ show that non-Markovian Langevin equations driven by GSN process $\xi$ are used to enhance data analysis on sequencing ribonucleic acids (RNA), the building blocks of life.

One example we can focus on is in molecular biology, using the extensive article published by Euczka in 2005 ${ }^{125}$. The author first shows that the activation rate of an intramolecular motion of a molecule can be much greater in the Markovian description, and non-Markovian frameworks are better suited to model this scenario. The author posits that the PDF of $X$ (modeling the motion of the molecule) driven by the non-Markovian GLE in (o.0.2) is extremely difficult to solve unless the GSN process $\xi$ is either Gaussian White Noise or Poisson white noise, and instead defines the following LE:

$$
\begin{equation*}
m \ddot{X}_{t}+\int_{0}^{t} \gamma(t-s) \dot{X}_{s} \mathrm{~d} s+V^{\prime}\left(X_{t}\right)=\xi_{t} \tag{o.1.3}
\end{equation*}
$$

where $V$ is the potential of the system, and $m$ is the mass of the particle in question. The integral kernel $\gamma$ is defined as

$$
\begin{equation*}
\gamma(t)=\int_{0}^{\infty} \frac{\rho(s)}{s} \cos (s t) \mathrm{d} s \tag{o.1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho(\omega)=\sum_{k} \frac{\lambda_{k}^{2}}{m_{k} \omega_{k}} \delta\left(\omega-\omega_{k}\right) \tag{0.1.s}
\end{equation*}
$$

such that $m_{k}, \lambda_{k}$ and $\omega_{k}$ are coefficients describing the oscillations within the intramolecular medium.

Lastly, the colored noise $\xi$ is completely characterised by its correlation function $\left\langle\xi_{t} \xi_{s}\right\rangle=D \gamma(t-s)$ for some positive diffusion coefficient $D$.

The paper also asserts that the memory effects caused by the integral kernel $\gamma$ play a significant role and modify the activation rate, causality that is not taken into account in the Markovian realm. Although distinct, the model itself does not have a closed-form solution of the PDF of $X$ for general $\gamma$, where the author instead derives the PDF by explicitly defining examples of $\gamma$.

## o.i. 2 Finance

Due to their simplicity and analytical closed-form solutions, current research for deriving models underlying financial instruments have been widely applied to Markov processes ${ }^{44,48,49,52}$. However, recent empirical data show that correct implementation of financial models requires taking a look at the ensemble average of the driving process, rather than the time average, indicating non-stationarity of increments and hence a non-Markovian behavior.

Quantitative finance lacks a solid description for non-Markovian processes; characteristics such as memory effects are commonly observed in human behavior in financial markets ${ }^{132,133}$, and nonGaussian processes are widely used to better model the security prices (for example see ${ }^{134}$ ).

Further, an article published by ${ }^{53}$ indicates that high-frequency trading data using liquid foreign currency pairs (e.g. Euro to Dollar exchange rate) turn out to be non-Markovian, due to selfsimilarity and non-stationarity of returns on investment.

Similarly, an article published by Frank in $2007{ }^{54}$ indicates in detail that the pricing models of financial instruments, such as bonds, should involve past time dependence. Financial trading in general is heavily influenced by events that happen in the past. Therefore, recently, time-delayed evolution equations in financial physics have been discussed that account for memory effects.

In regards, the author in ${ }^{54}$ focuses on the following model driving the interest rate process $R=$
$\left(R_{t}\right)_{t \geq 0}$ as a Delayed Langevin Equation:

$$
\begin{equation*}
\dot{R}_{t}=-\gamma\left(R_{t}-\left\langle R_{t}\right\rangle\right)+\sum_{i=1}^{N} A_{i}\left(R_{t-T_{i}}-\left\langle R_{t}\right\rangle\right)+\sigma \dot{W}_{t} \tag{o.1.6}
\end{equation*}
$$

where $\left\{A_{i}\right\}$ are jump amplitudes, $\left\{T_{i}\right\} \sim U(0, t)$ are iid uniformly distributed random variables, $\gamma$ is the friction coefficient, $\sigma$ is the volatility of the interest rate and $\dot{W}_{t}$ forms the Gaussian white noise (i.e. time derivative of the Wiener process), with correlation $\left\langle\dot{W}_{t} \dot{W}_{s}\right\rangle=2 D \delta(t-s)$. Here, the interest process $R$ is a non-Markovian version of the renowned Ornstein-Uhlenbeck process. Using this Delayed Langevin Equation, authors compute the price of a bond $M(T)$ with unit coupon rate and at time of maturity $T$ as follows:

$$
\begin{equation*}
M(T)=\left\langle\exp \left(-\int_{0}^{T} \mathrm{~d} t R_{t}\right)\right\rangle, \tag{o.1.7}
\end{equation*}
$$

and conclude that time delays can induce a smoothening of strong system nonlinearities, a process widely observed in price behavior of complex financial instruments. Albeit explicitly, the authors of ${ }^{54}$ derive the PDF of the non-Markovian interest rate process $R$ by approximating from the solution of the Markovian PDF (where $T_{i}=0$ ) by means of perturbation theoretic techniques"s.

Another example of non-Markovian frameworks in financial mathematics is by directly modelling the volatility of the underlying noise, such as the Bergomi model ${ }^{116}$. The Bergomi model assumes that the price process $X$ follows the following LE:

$$
\begin{align*}
\dot{X}_{t} & =r X_{t}+\sqrt{V_{t}} X_{t} \dot{W}_{t} \\
V_{t} & =\exp \left(\eta B_{t}-\frac{1}{2} \eta^{2} t^{2 H}\right), \tag{o.1.8}
\end{align*}
$$

where $r$ refers to the constant interest rate, $V_{t}$ forms the non-Markovian stochastic process modelling the volatility of $X, \eta>0$ is a positive constant and $B_{t}$ forms the fractional Brownian motion
with Hurst exponent $H \in[0,1]$ defined by its correlation $\left\langle B_{t} B_{s}\right\rangle=1 / 2\left(t^{2 H}+s^{2 H}-|t-s|^{2 H}\right)$, and similar to the Delayed Langevin Equation above, the noise $\dot{W}_{t}$ forms the Gaussian white noise (GWN) process with correlation $\left\langle\dot{W}_{t} \dot{W}_{s}\right\rangle=\delta(t-s)$. Due to the non-Markovian nature of $V$, the solution $X$ of the LE has been solved numerically ${ }^{116}$, and fully analytic representation of $X$ has been shown by ${ }^{117}$ by approximating $V$ as a Markov process. In fact, as we will show in later chapters of this thesis, authors in ${ }^{117}$ further assert that one can only fully represent any non-Markovian stochastic process by an infinite dimensional Markov process.

### 0.2 Motivation and Chapter Breakdown

As we have outlined in the previous section, current studies on non-Markovian models that are used in biology and finance either provide numerical techniques to solve the corresponding LE's, or approximate them by simpler Markovian processes to derive analytic solutions. There also has been insufficient research on combining non-Markovian models into one unified model that would encompass different behaviours on time dependence on correlations.

This thesis aims to show that the GSN process $\xi$ as in (0.0.2) is a potential candidate to derive a unified model for non-Markovian LE's. In detail, the impulse function $b$ of $\xi$ plays a very important role such that it can embed different types of time-dependent correlations into $\xi$, which in turn defines $X$ as a broad class of non-Markovian stochastic processes. We also show two main approaches to find the PDF of $X$ as the solution of such general non-Markovian GLE.

The thesis is structured as follows. We first introduce the concept of stochastic processes in Chapter I. Here, we outline some examples of Markovian stochastic processes that have been widely used in literature: the Wiener process, the Poisson process and the Compound Poisson process. We next outline the Markov property, also known as the memoryless property, of stochastic processes, which dictates that if $X$ is a Markov process, then all the future realizations of $X$ are independent of
their past and that $X$ only retains the memory at its present time. We next embark on defining $X$ as the solution of a Markovian GLE. We finalize the introductory part of the chapter by introducing the Master Equation and the path integral formulation of $X$, both of which would enable us to find its PDF and its transition probability.

The first chapter as a whole provides us the necessary foundation to embark on the GSN processes in Chapter 2. Here, we show that the characteristics of the impulse function $b$ plays a very important role in determining the behavior of $\xi$ and therefore $X$; for example, $X$ is a non-Markovian process for all integrable impulse functions $b$ unless $b$ is a Dirac delta function, $b=\delta$. Furthermore, we assert that the GSN process has a correlation function that specifically depends on the impulse function $h$. We also cover in this chapter three broad types of $h$, left-tailed, right-tailed and $n$-hierarchy. We also show the functional correspondence between the position process $X$ and the GSN process $\xi$, where the correspondence can only occur when non-Markovian GLE $\dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$ is linear, i.e. for zero or Harmonic potential $V(x)=\gamma x^{2} / 2$ with $\gamma \geq 0$. Lastly, from the functional correspondence, we next derive the correlation function and the MSD of $X$, where one can then find a relationship with the impulse function $h$. Thus, one can get the whole characteristics of the position process $X$ by solely referring to its MSD. We end this chapter by deriving the PDF of $X$ from the functional correspondence of $\xi$ and applying exemplary impulse functions to fit their resulting PDF's by Monte Carlo simulation.

In Chapter 3 we show new findings on the characteristics of the GSN process. We first start by showing the hierarchical nature of the time derivative of the GSN process. This hierarchical nature of $\xi$ further strengthens our understanding that the joint tuple of $X$ and the hierarchies of $\xi$ becomes an infinite-dimensional Markov process. Conveniently, we next infer that if the impulse function of $\xi$ is an $n$-hierarchy type, then the infinite-dimensional Markov process reduces to $(n+1)$-dimensions. We next show in this chapter two methods of finding the PDF of nonMarkovian $X$ for general potential $V$ and impulse function $b$, firstly by the Markovian Ito's approach,
and next by the path integral formulation. As the name suggests, the Ito's approach helps us find the joint PDF of $X$ and the hierarchies of $\xi$, where choosing a a-hierarchy function helps us derive the joint PDF of $(X, \xi)$, commonly referred to as Klein-Kramers equation. On the other hand, the path integral formulation is more intricate as it helps us find the marginal PDF of $X$ for any impulse function.

We next analyze the asymptotic limits of the GSN process and prove by Markov Convergence Theorem that if the impulse function $b$ is integrable, then $\xi$ asymptotically converges to the Poisson white noise (PWN) process. This is an important finding for us as it consequentially implies that any non-Markovian process driven by $\xi$ will asymptotically converge to a Markovian process as long as the integrable condition for $b$ holds. Next, we prove that under Gaussian Limits the CPN process converges to a general Gaussian noise process where the impulse function $b$ continues to play an important role; we outline an example that the fractional Brownian motion as used in the Bergomi model can be defined as the generalized Gaussian process with a specific type of impulse function. We then end this chapter by showing an example of Markov Convergence Theorem by simulating the PDF's of $X$ under zero potential by overlapping the PDF's of Markovian $X$ driven by GSN process with that of the PWN process.

These new findings of the GSN process characteristics next lead us to Chapter 4, where we show how to find the PDF of the non-Markovian position process $X$ by calculating its Lagrangian and action. The path integral approach has been widely used in the Markovian regime to find the optimal path of $X$ by solving its Euler-Lagrange Equations (ELE's), also known as the equations of motion, of the Markovian LE. We extend this to the non-Markovian realm by showing that the resulting ELE's are time non-local and become hard to solve analytically. We next show that one can in fact localize the non-Markovian ELE to $(2 n+2)$-dimensional Markovian ELE if the impulse function of $\xi$ is of an $n$-hierarchy type. We first give a simple example of unit order hierarchy (i.e. $n=1$ ) and find the solutions of the localized ELE's, where one can obtain the optimal action of $X$ and thus find its

PDF. However, by increasing the order of the hierarchy of $b$ the resulting Markovian ELE's become highly coupled and therefore difficult to solve.

To overcome this coupling problem, we define a very useful method called the Markov Embedding Technique by asserting that any impulse function can be defined as a sum of $K$ independent, unit order hierarchy, and complex-valued impulse functions. This leads us to define the complexvalued GSN process $\xi$, and therefore a complex-valued non-Markovian position process $X$ via the GLE. Using this technique, we then compute the complex-valued and uncoupled system of local ELE's. This new method of calculating optimal path and action via the Markov Embedding Technique is then strengthened by using exemplary impulse functions; exponential decay (first-order hierarchy), damped oscillation (second-order hierarchy), and power-law decay (infinite-order hierarchy).

We next combine all the results we derived throughout this thesis in Chapter 5, where we applied the Markov Embedding Technique to real life scenarios. We provide two applicable scenarios where we will use the Markov Embedding Technique. We first calibrate an impulse function to the clinical data of the Mean Square Displacement of the mitochondria submersed in course-grained medium, where empirical results show the diffusion model is anomalous, suggesting non-Markovianity in nature ${ }^{33}$. Next, we apply the GSN process $\xi$ to model the value of $\mathrm{S} \& \mathrm{P}_{500}$ financial index, and aim to capture its behavior during the Covid-I 9 pandemic.

We lastly bring this thesis to fruition in Chapter 6, where we outline the new methods we have defined and utilized so far, together with their strengths and weaknesses. We also propose future research topics that would further strengthen the GSN process as the potential candidate for unifying non-Markovian stochastic processes.

Mathematics, which most of us see as the most factual
of all sciences, constitutes the most colossal metaphor
imaginable, and must be judged, aesthetically as well as intellectually in terms of the success of this metaphor.

Norbert Wiener

## Preliminaries: Stochastic processes

In This chapter, we first introduce the definition of a stochastic process from a physical point of view. We then give a few examples of stochastic processes, such as the Poisson point process, the Wiener process, and the Compound Poisson process. Next in our chapter, we outline the Markov property of s.p.'s, and categorize the noise terms as white or colored. This is a common tool in analyzing dynamical systems driven by stochastic processes.

Finally, we end this chapter by defining the Langevin equation, and showing how to construct the dynamical system using various stochastic processes, with common applications to biological systems and finance.

We assume that throughout this chapter, and by extension the thesis, the reader has basic knowledge of probability theory, such as calculating moments, defining conditional probabilities and expectations. For further details please refer to the introductory book by Ross (2014) ${ }^{50}$.

## i. 1 Definition of Stochastic Processes

Stochastic processes are functions of random variables that define the statistical distribution of one(or multi-) parameter family of events. In other words, given an index $t \in T$ (usually denoted as time), a stochastic process $X=\left(X_{t}\right)_{t \in T}$ is a sequence of random variables such that each element $X_{t}$ is an event happening at time $t$.

Let us give a brief introduction below:
Definition I.I.I. Given time $t \in T$, a stochastic process $X=\left(X_{t}\right)_{t \in T}$ is a set of random variables defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ where $\Omega$ is the sample space that consists of all possible events, $\mathcal{F}$ is the event space that consists of all subsets of $\Omega{ }^{\mathrm{i}}$, and $\mathbb{P}$, called the probability measure, is the common probability density function (pdf) defined on $\mathbb{P}: \Omega \times T \rightarrow[0,1]$, such that for all $t \in T$, the probability of an event $X_{t}$, called a realization at time $t$, to take place in a region $E \in \Omega$, is given by:

$$
\begin{equation*}
\operatorname{Pr}\left(X_{t} \in E\right)=\int_{E \in \Omega} \mathrm{~d} x \mathbb{P}(x, t) . \tag{I.I.I}
\end{equation*}
$$

Furthermore, if $\mathbb{P}$ is a probability mass function, then the probability is given by the summation over

[^0]the region $E$ :
\[

$$
\begin{equation*}
\operatorname{Pr}\left(X_{t} \in E\right)=\sum_{E \in \Omega} \mathbb{P}(x, t) . \tag{I.I.2}
\end{equation*}
$$

\]

Therefore, given a stochastic process $X=\left(X_{t}\right)_{t \in T}$, for each $t \in T$, the realization $X_{t}$ is a random variable with probability distribution $\mathbb{P}(x, t)$.

Notice also that regarding to the above definition, we can assert that a stochastic process can be discrete or continuous. A discrete stochastic process (also known as time series) is simply the case where the index set $T$ is countable, e.g. the set of natural numbers $\mathbb{N}$. On the other hand, continuous stochastic processes are the case where $T$ is uncountable, e.g. the set of real numbers $\mathbb{R}$. In this thesis, we will focus on continuous stochastic processes with non-negative real set of indices, $T=\mathbb{R} \backslash \mathbb{R}^{-}=\{\forall t: t \geq 0\}$, i.e. the physical time.

Furthermore, we can also define herein the expectation of a realization $X_{t}$ over its sample space $\Omega$;

$$
\begin{equation*}
\left\langle X_{t}\right\rangle:=\int_{\Omega} \mathrm{d} x x \cdot \mathbb{P}(x, t), \tag{I.I.3}
\end{equation*}
$$

and, in general, the $n$-th moment of $X_{t}$ is given by:

$$
\begin{equation*}
\left\langle X_{t}^{n}\right\rangle:=\int_{\Omega} \mathrm{d} x x^{n} \cdot \mathbb{P}(x, t) . \tag{1.1.4}
\end{equation*}
$$

Lastly, using the $n$-th moment of any realization (i.e. random variable) $X_{t}$, one can define the characteristic function (CF) of $X_{t}$, denoted by $\phi_{X_{t}}$, as follows:

$$
\begin{equation*}
\phi_{X}(\theta, t):=\left\langle e^{i X_{t} \theta}\right\rangle=\int_{\Omega} \mathrm{d} x e^{i x \theta} \cdot \mathbb{P}(x, t), \tag{I.I.s}
\end{equation*}
$$

where $i$ is the imaginary constant. It is important to note that any random variable has uniquely defined PDF and CF. Since stochastic processes are sequences of random variables, one can simply
extend the uniqueness property to stochastic processes ${ }^{68}$.
Lastly, similar to the CF of a random variable, we can define the unique characteristic functional (CFal) of a random variable. Given a stochastic process $X_{t}$, its CFal with a test function $g$, is given by:

$$
\begin{equation*}
\Phi_{X}[g]:=\left\langle\exp \left(i \int_{0}^{\infty} \mathrm{d} \tau g(\tau) X_{\tau}\right)\right\rangle \tag{і...6}
\end{equation*}
$$

An important application of the CFal is for computing high order expectations of the stochastic processes. Given a stochastic process $X$, its cumulants of orders $n, m \in \mathbb{N}$ of the autocovariance of $X$ can be found by computing the variational derivatives (refer to ${ }^{21}$ for methodology) of its CFal:

$$
\begin{equation*}
\left\langle X_{t}^{n} X_{s}^{m}\right\rangle=\left.\frac{1}{i^{n+m}} \frac{\delta^{n+m} \Phi_{X}[g]}{\delta^{n} g(t) \delta^{m} g(s)}\right|_{g=0} . \tag{i.I.7}
\end{equation*}
$$

Calculating the autocovariance of $X$ via its CFal is an important tool to study and categorize stochastic processes. In the next section, we focus on defining stochastic processes that will not only be used for categorization, but will also play a foundation to define and analyze the GSN process in subsequent chapters.

## i. 2 Some Examples of Stochastic Processes

As stated in Definition I.I.I, a stochastic process can be formed by any combination of probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and since $\mathbb{P}$ uniquely defines stochastic processes, one can construct an infinite class of stochastic processes.

However, we will be focusing on 3 major classes of stochastic processes: the Poisson point process, the Wiener process, and the Compound Poisson process.

## i.2.I Poisson Process

Named after French mathematician Siméon Denis Poisson, the Poisson processes are by far the simplest kind of continuous stochastic processes. Despite not having worked directly on this process before, Poisson gave a major foundation to this class of stochastic processes due to its indirect connection with the Poisson random variables ${ }^{51}$.

The Poisson process $N=\left(N_{t}\right)_{t \geq 0}$ with intensity $\lambda$ is a counting process, where

- Each realization $N_{t}$ is non-negative integer-valued, and
- Each following realization is non-decreasing, i.e. for all $s>t$ we have that $N_{s}>N_{t}$.

Therefore, the Poisson process has unit increments and is, therefore, a counting process. In addition to being a counting process, each realization of the Poisson process has a Poisson distribution with mean $\lambda t$, i.e. $N_{t} \sim \operatorname{Poisson}(\lambda t)$ with pmf:

$$
\begin{equation*}
\mathbb{P}\left(N_{t}=n\right):=\frac{(\lambda t)^{n}}{n!} e^{-\lambda t} . \tag{I.2.I}
\end{equation*}
$$

This is the simplest definition of the Poisson process; however, in consequence of its eclectic applications, the notation, terminology and level of mathematical rigor used to define and study the Poisson processes generally varies according to the context. In the below definition, we outline the formal and original mathematical definition of the Poisson process by defining its arrival and interarrival times.

Definition 1.2.I. Let $\left\{X_{i}\right\}_{\in \mathbb{N}}$ be a collection of iid ${ }^{\text {ii }}$ random variables defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that $X_{i}$ have an exponential distribution with parameter $\lambda$, denoted by $X_{i} \stackrel{\text { iid }}{\sim} \operatorname{Exp}(\lambda)$. Let $\left\{T_{i}\right\}_{i \in \mathbb{N}}$ also be a collection of random variables such that $T_{0}=X_{0}$ and $T_{i}=X_{i}+T_{i-1}$ for all $i>0$.

[^1]Then $N=\left\{N_{t}\right\}_{t \geq 0}$ is a Poisson process with intensity $\lambda$ if each realization bas the following cumulative distribution function (CDF):

$$
\begin{equation*}
\mathbb{P}\left(N_{t} \leq n\right)=\mathbb{P}\left(T_{n} \geq t\right) \tag{1.2.2}
\end{equation*}
$$

In context, $\left\{T_{i}\right\}_{i \geq 0}$ and $\left\{X_{i}\right\}_{i \geq 0}$ are respectively called the arrival times and inter-arrival times of the Poisson process $N$. This definition showcases the importance of the probability distribution of inter-arrival times: a stochastic process is a Poisson process with intensity $\lambda$ if and only if its interarrival times have iid exponential distribution with mean $\lambda$. Another important outcome from the construction is that since the inter-arrival times are independent, Poisson processes also hold the so-called memoryless property of Markov processes.

Lastly, as a counting process, the Poisson process is also known as a pure jump process or a càdlàg ${ }^{\text {iii }}$ process, meaning that the process has right-continuity and left limits. Given the Poisson process $N$ as above, one can hence infer that the limit from the right of any realization is continuous, $\lim _{s \rightarrow t^{+}} N_{s}=N_{t}$ and we denote the limit part as $\lim _{s \rightarrow t^{-}} N_{t}=: N_{t^{-}}$. The difference between the left and right limits is denoted by $\Delta N_{t}:=N_{t}-N_{t^{-}}$. Lastly, note that for the Poisson process $N$, since it is a counting process, its jump sizes are of unit size. A visual representation is given in Figure I.I.

Interestingly, the above definition of the Poisson processes is not directly linked to the Poisson distribution; it was not until I909 when Hans W. Geiger and Ernest Rutherford developed the mathematical model for the ticking time of the Geiger counter. They found that the counter, assumed to be a random process, has probability function $p_{n}$ as the solution of the following family of ODE's ${ }^{47} p_{n}^{\prime}(t)=-\lambda p_{n}(t)-\lambda p_{n-1}(t)$, where $p_{0}^{\prime}(t)=-\lambda p_{0}(t)$. Conveniently, the solution of this family of ODE is indeed the pmf of the Poisson distribution with mean $\lambda$, after which the random

[^2]

Figure 1.1: Realization of the Poisson process $N$ with single and unit jump at time $t$, where one-sided limits and the jump size are visually explained. Here to time of jump $t$ is split into continuous part, $t^{+}$, and discontinuous part $t^{-}$.
process was named.

### 1.2.2 Compound Poisson Process

The Compound Poisson process is very sought in the financial sector since it is used for modelling jumps of random size and random direction. As the name suggests, this process is an extension of the Poisson process defined in the previous section.

We begin with the definition of the Compound Poisson process below:
Definition 1.2.2. Let $N$ be a Poisson process with intensity $\lambda$ and arrival times $\left\{T_{i}\right\}_{i \in \mathbb{N}}$, and let $\left\{A_{i}\right\}_{i \in \mathbb{N}}$ be a set of iid random variables. Then, the corresponding process $L=\left(L_{t}\right)_{t \geq 0}$ is called the Compound Poisson process if each realization is of the following form:

$$
\begin{equation*}
L_{t}=\sum_{i=0}^{N_{t}} A_{i} \Theta\left(t-T_{i}\right), \tag{I.2.3}
\end{equation*}
$$

where $\Theta$ is the Heaviside step function. In literature, each element $A_{i}$ is called the jump amplitude of the Compound Poisson process.

Like its close relative to the Poisson process, the Compound Poisson process is also a cadlàg process. In fact, the Poisson process is the Compound Poisson process with almost surely unit jump amplitudes, i.e. $\forall i \in \mathbb{N}, A_{i}=1$ almost surely. However, due to the inclusion of the jump amplitudes, the Compound Poisson processes are in general not counting processes.

The jump size of any realization of the Compound Poisson process $L$ is proportional to its jump amplitudes, i.e. $\Delta L_{t}=A_{N_{t}} \Delta N_{t}$. This can be directly extracted in subsequent chapters when we use the same method to find the jump size of our stochastic process of interest.

The Compound Poisson process will have a variety of applications in our thesis. The first interesting property that we will assert is that, under certain limiting conditions, the Compound Poisson process converges to the Wiener process, defined in the next section.

## I.2.3 Wiener Process

Similar to the Poisson process and the Compound Poisson process, the Wiener process is another widely studied stochastic process in literature. As explained in Chapter o, Wiener processes have a variety of applications in various industries due to their easy definition, simulation, and concrete mathematical foundation.

We begin this section by the rigorous definition of the Wiener process:
Definition 1.2.3. A stochastic process $W=\left(W_{t}\right)_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is a Wiener process, also known as Brownian motion ${ }^{\mathrm{iv}}$, if the following conditions hold:
(i) W has continuous patbs almost surely under $\mathbb{P}$,

[^3](ii) The initial starting point of the path is almost surely at 0 : $\mathbb{P}\left(W_{0}=0\right)=1$,
(iii) $\forall s, t: 0 \leq s \leq t$, each increment $W_{t}-W_{s}$ has equal probability distribution as $W_{t-s}$, that $i s: W_{t}-W_{s} \stackrel{D}{=} W_{t-s}$,
(iv) $\forall u, s, t: 0 \leq u \leq s \leq t, W_{t}-W_{s}$ is independent of $W_{u}$,
(v) $\forall s, t$ : $0 \leq s \leq t$, each increment $W_{t}-W_{s}$ has a Normal distribution with variance $t-s$, that is: $W_{t}-W_{s} \sim \mathcal{N}(0,(t-s))$.

In regards to the above definitions, condition $(i)$ asserts that the Wiener process is one of the few stochastic processes with almost surely continuous paths.

It is also a very interesting fact that the Compound Poisson process converges to the Wiener process under certain limits, which we will call the Gaussian limits.

First, we establish the Lévy continuity theorem for stochastic processes:

Lemma 1.2.I (Lévy's Continuity Theorem). Let $\left\{X_{n}\right\}$ be a collection of random variables with corresponding characteristic functions $\phi_{n}$ and let $X$ be another random variable with characteristic function $\phi$. Then, the following statements are equivalent:
I. The random variables $\left\{X_{n}\right\}$ converge in distribution to $X$, i.e.

$$
X_{n} \xrightarrow{\mathcal{D}} X .
$$

2. The sequence of characteristic functions $\left\{\phi_{n}\right\}$ converges point-wise to $\phi$, i.e. for all $\theta \in \mathbb{R}$,

$$
\lim _{n \rightarrow \infty} \phi_{n}(\theta)=\phi(\theta) .
$$

Using Lemma I.2.I, we next prove the following theorem for Gaussian limits:

Theorem 1.2.I. Let $L=\left(L_{t}\right)_{t \geq 0}$ be a Compound Poisson process with intensity $\lambda>0$ and iid jump amplitudes $\left\{A_{i}\right\}$. Furthermore, let $W=\left(W_{t}\right)_{t \geq 0}$ be the Wiener process.
Then, for fixed $\lambda\left\langle A_{1}^{2}\right\rangle$, the Compound Poisson Process converges in distribution to the Wiener process under the following limits:

$$
\lim _{\substack{\lambda \rightarrow \infty \\\left\langle A_{1}\right\rangle \rightarrow 0}} L_{t} \xrightarrow{\mathcal{D}} W_{t}
$$

Proof. Firstly, w.l.og., let us fix $\lambda\left\langle A_{1}^{2}\right\rangle=1$ to one so that we can rewrite $\lambda=1 /\left\langle A_{1}^{2}\right\rangle$. Then, using Lemma 1.2.I, the theorem can be written as follows:

$$
\lim _{\substack{\lambda \rightarrow \infty \\\left\langle A_{1}\right\rangle \rightarrow 0}} \phi_{L}(\theta, t)=\phi_{W}(\theta, t),
$$

where the characteristic function of the Compound Poisson process is given by ${ }^{\mathrm{v}}$ :

$$
\phi_{L}(\theta, t)=\exp \left[\lambda t\left(\phi_{A_{1}}(\theta)-1\right)\right]
$$

and that of the Wiener process by ${ }^{\text {vi }}$ :

$$
\phi_{W}(\theta, t)=\exp \left[-\frac{1}{2} \theta^{2} t\right] .
$$

[^4]Notice that $\phi_{L}$ can be written as the Taylor expansion

$$
\begin{align*}
\phi_{L}(\theta, t) & =\exp \left[\frac{t}{\left\langle A_{1}^{2}\right\rangle}\left(\phi_{A_{1}}(\theta)-1\right)\right] \\
& =\exp \left[\frac{t}{\left\langle A_{1}^{2}\right\rangle}\left(\left\langle e^{i \theta A_{1}}\right\rangle-1\right)\right] \\
& =\exp \left[\frac{t}{\left\langle A_{i}^{2}\right\rangle}\left(\left\langle 1+i \theta A_{1}-\frac{1}{2} \theta^{2} A_{1}^{2}+\mathcal{O}\left(A_{1}^{3}\right)\right\rangle-1\right)\right]  \tag{I.2.4}\\
& =\exp \left[\frac{i\left\langle A_{1}\right\rangle}{\left\langle A_{1}^{2}\right\rangle} t \theta-\frac{1}{2} t \theta^{2}+\frac{\mathcal{O}\left(\left\langle A_{1}^{3}\right\rangle\right)}{\left\langle A_{1}^{2}\right\rangle}\right]
\end{align*}
$$

Furthermore, when $\left\langle A_{1}\right\rangle$ approaches to zero, the expectation $\left\langle A_{1}^{n}\right\rangle$ vanishes faster than $\left\langle A_{1}\right\rangle$ for $n>2$. Hence, the $\mathcal{O}\left(\left\langle A_{1}^{3}\right\rangle\right)$ vanishes as $\left\langle A_{1}\right\rangle$ approaches zero. Furthermore, also notice that the $\operatorname{term} \lambda\left\langle A_{1}\right\rangle=\left\langle A_{1}\right\rangle /\left\langle A_{1}^{2}\right\rangle \rightarrow 0$ as $\left\langle A_{1}\right\rangle \rightarrow 0$.

Therefore, we get that

$$
\begin{equation*}
\lim _{\substack{\lambda \rightarrow \infty \\\left\langle A_{1}\right\rangle \rightarrow 0}} \phi_{L}(\theta, t)=\exp \left[-\frac{1}{2} t \theta^{2}\right]=\phi_{W}(\theta, t) \tag{1.2.5}
\end{equation*}
$$

This point-wise converge of characteristic functions completes our proof.

Furthermore, condition $(i v)$ is also highly important as it asserts that the Wiener process has independent increments. This will be very useful to define the Markov property of stochastic processes.

## I. 3 Markov Property

The Markov property is a very extensive tool for studying characteristics of stochastic processes, where some future predictions about stochastic processes is independent of the past, given the
present state of the process. If a stochastic process holds the Markov property, then one can assert simple predictions about its future states at any given time.

As the name suggests, a stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ defined on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is a Markov process if the conditional probability of finding the realization $X_{t}$ in a region $E \in \Omega$ given all the past realizations up to time $s<t$ is equal to the conditional probability of finding $X_{t}$ in $E \in \Omega$ given the realization $X_{s}$, i.e.:

$$
\begin{equation*}
\mathbb{P}\left(X_{t} \in E \mid \mathcal{F}_{s}\right)=\mathbb{P}\left(X_{t} \in E \mid X_{s}\right) . \tag{I.3.I}
\end{equation*}
$$

Here, $\mathcal{F}_{s}$ is called the filtration of the event space $\mathcal{F}$ such that it contains all the combinations of events up to time $s<t$.

This property empirically shows that future realizations of $X$ are independent of their past and that the s.p. has memory only at the current time $s$. This nature of behavior is why the Markov processes are also known as stochastic processes with one step memory ${ }^{69}$.

To test whether a stochastic process holds the Markov property, we first have to outline the definition of a white noise process:

Definition 1.3.I. A stochastic process $X$ is called a white noise process if its covariance is deltacorrelated, i.e. for all s, $t>0$ and some constant $K \in \mathbb{R}$ :

$$
\begin{equation*}
\left\langle X_{t} X_{s}\right\rangle=K \delta(t-s), \tag{1.3.2}
\end{equation*}
$$

where $\delta$ is the Dirac delta function.
One thing to note is that one can rewrite Definition I.3.I in Fourier space by taking into account the spectral density of a stochastic process.

Definition 1.3.2. Let $X$ be a s.p. with defined correlation function $R_{X}(\tau):=\left\langle X_{t} X_{t+\tau}\right\rangle$. Then, the
spectral density $S$ of a s.p. $X$ is the Fourier transform of its correlation function:

$$
\begin{equation*}
S_{X}(\omega):=\mathcal{F}\left\{R_{X}(\tau)\right\}(\omega)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \mathrm{d} \tau e^{i \omega \tau}\left\langle X_{t} X_{t+\tau}\right\rangle . \tag{1.3.3}
\end{equation*}
$$

Therefore, we can reiterate Definition I.3.I using the spectral density function: a stochastic process $\xi$ is a white noise process if it has constant spectral density, i.e.:

$$
\begin{equation*}
S_{\xi}(\omega)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} \mathrm{d} \tau e^{i \omega \tau} \delta(\tau)=\frac{1}{\sqrt{2 \pi}} . \tag{1.3.4}
\end{equation*}
$$

The white noise processes have been applied to various sectors since the early 1900's; the assumption of the rate of return for stock investments to be white noise have been widely used to describe various asset pricing models ${ }^{45}$.

We next introduce Van Kampen's Lemma ${ }^{46}$, which states that there is a direct correspondence between Markov processes and white noise processes:

Theorem 1.3.I (Van Kampen's Lemma). Let $X=\left(X_{t}\right)_{t \geq 0}$ and $\xi=\left(\xi_{t}\right)_{t \geq 0}$ be two stochastic processes connected by the following SDE: $\dot{X}_{t}=f\left(X_{t}\right)+\xi_{t}$ where $f$ is any smooth function. Then, $X$ is a Markov process if $\xi$ is a white noise process.

Conversely, $X$ is not a Markov process if $\xi$ is not a white noise process.

In layman's terms, what Theorem I.3.I tells us is that any s.p. $X$ that is the solution of such SDE is completely characterized by the random force $\xi$. If $\xi$ is a white noise process, then integrating $\dot{X}$ out will yield a one-step memory, i.e. Markov, process $X^{125} 127$.

We will next be using this important characterization to classify stochastic processes into Markovian and non-Markovian processes.

In detail, all the three exemplary stochastic processes we have previously defined in this chapter are in fact Markov processes. Let us show briefly in the following remarks:

Remark 1.3.I. The Wiener process $W=\left(W_{t}\right)_{t \geq 0}$ is a Markov process.

Proof. We will use Theorem I.3.I to show that the Wiener process holds the Markov property.
First of all, the covariance function of $W$ is widely known ${ }^{68}$ to be given by the minimum function: $\left\langle W_{t} W_{s}\right\rangle=\min (t, s)=(t-s) \Theta(t-s)$. Next, we find the covariance function of its derivatives:

$$
\begin{align*}
\left\langle\frac{\mathrm{d} W_{t}}{\mathrm{~d} t} \frac{\mathrm{~d} W_{s}}{\mathrm{~d} s}\right\rangle & =\frac{\mathrm{d}^{2}}{\mathrm{~d} t \mathrm{~d} s}[(t-s) \Theta(t-s)] \\
& =\frac{\mathrm{d}}{\mathrm{~d} s}[\Theta(t-s)+(t-s) \delta(t-s)]  \tag{1.3.5}\\
& =-\delta(t-s)+\delta(t-s)-(t-s) \delta^{\prime}(t-s) \\
& =\delta(t-s),
\end{align*}
$$

where in last step we used the property of the Dirac delta function $-x \delta^{\prime}(x)=\delta(x)$. Therefore, since $\dot{W}$ is delta-correlated, it is a white noise process, which implies that by choosing $f(x)=0$ in Theorem I.3.I, $W$ is a Markov process.

Note that there are a variety of ways to prove this remark. Instead of differentiating the covariance function of $W$, we can instead directly find the covariance of $\dot{W}$ via its $\mathrm{CFal}^{27}$ :

$$
\begin{equation*}
\Phi_{\dot{W}}[g]=\left\langle\exp i \int_{0}^{\infty} \mathrm{d} t g(t) \dot{W}_{t}\right\rangle=\exp \left(-\frac{1}{2} \int_{0}^{\infty} \mathrm{d} t g(t)^{2}\right) \tag{1.3.6}
\end{equation*}
$$

Therefore, using Equation i.I.7, we indeed get delta correlation:

$$
\begin{align*}
& \frac{\delta \Phi_{\dot{W}}[g]}{\delta g\left(t_{1}\right)}=-\frac{1}{2} \int_{0}^{\infty} \mathrm{d} t 2 g(t) \delta\left(t-t_{1}\right) \Phi_{\dot{W}}[g] \\
\Longrightarrow & \frac{\delta^{2} \Phi_{\dot{W}}[g]}{\delta g\left(t_{1}\right) \delta g\left(t_{2}\right)}=-\int_{0}^{\infty} \mathrm{d} t \delta\left(t-t_{2}\right) \delta\left(t-t_{1}\right) \Phi_{\dot{W}}[g]+\frac{\delta \Phi_{\dot{W}}[g]}{\delta g\left(t_{2}\right)} \frac{\delta \Phi_{\dot{W}}[g]}{\delta g\left(t_{1}\right)},  \tag{I.3.7}\\
\Longrightarrow & \left\langle W_{t_{1}} W_{t_{2}}\right\rangle=\int_{0}^{\infty} \mathrm{d} t \delta\left(t-t_{1}\right) \delta\left(t-t_{2}\right)=\delta\left(t_{1}-t_{2}\right)
\end{align*}
$$

In Figure I. 2 we have plotted the simulation of the Wiener process together with its derivative, the GWN process in the inset.


Figure 1.2: Simulation of a realization of the Wiener process $W$ together with the GWN $\dot{W}$ realization as shown in the inset.

We next look into the Poisson process.

Remark 1.3.2. The Poisson process $N=\left(N_{t}\right)_{t \geq 0}$ with intensity $\lambda$ is a Markov process.

Proof. In this example, inr order to infer the Markov property of the Poisson process, we will first find the CFal of the Poisson process $N$ and calculate its covariance using Equation (I.I.7).

The CFal can be found by the following double expectation:

$$
\begin{equation*}
\Phi_{N}[g]=\left\langle\exp i \int_{0}^{\infty} \mathrm{d} \tau g(\tau) N_{\tau}\right\rangle=\lim _{t \rightarrow \infty}\left\langle\left\langle\exp i \int_{0}^{t} \mathrm{~d} \tau g(\tau) N_{\tau} \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}\right\rangle \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}\right\rangle \tag{1.3.8}
\end{equation*}
$$

The expectation conditioned on the event $\int_{0}^{t} \mathrm{~d} \tau N_{\tau}=n$ is therefore given by:

$$
\begin{equation*}
\left\langle\exp i \int_{0}^{t} \mathrm{~d} \tau g(\tau) N_{\tau} \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}=n\right\rangle=\left(\exp i \int_{\tau}^{t} \mathrm{~d} s g(s)\right)^{n} . \tag{I.3.9}
\end{equation*}
$$

Notice that by the additive nature of the Poisson process, we have that $\int_{0}^{t} \mathrm{~d} \tau N_{\tau}=N_{\int_{0}^{t} \mathrm{~d} \tau} \sim$ Poisson ( $\left.\lambda \int_{0}^{t} \mathrm{~d} \tau\right)$ and therefore, the total expectation by:

$$
\begin{aligned}
\Phi_{N}[g] & =\left\langle\exp i \int_{0}^{\infty} \mathrm{d} \tau g(\tau) N_{\tau}\right\rangle=\lim _{t \rightarrow \infty}\left\langle\left(\exp i \int_{\tau}^{t} \mathrm{~d} s g(s)\right)^{\int_{0}^{t} \mathrm{~d} \tau N_{\tau}}\right\rangle \\
& =\lim _{t \rightarrow \infty} \sum_{n=0}^{\infty}\left(\exp i \int_{\tau}^{t} \mathrm{~d} s g(s)\right)^{n} \frac{\exp \left(-\lambda \int_{0}^{t} \mathrm{~d} \tau\right)\left(\lambda \int_{0}^{t} \mathrm{~d} \tau\right)^{n}}{n!} \\
& =\lim _{t \rightarrow \infty} \exp \left(-\lambda \int_{0}^{t} \mathrm{~d} \tau\right) \cdot \exp \left(\lambda \int_{0}^{t} \mathrm{~d} \tau \exp i \int_{\tau}^{t} \mathrm{~d} s g(s)\right) \\
& =\lim _{t \rightarrow \infty} \exp \left[\lambda \int_{0}^{t} \mathrm{~d} \tau\left(e^{i \int_{\tau}^{t} \mathrm{~d} g g(s)}-1\right)\right] \\
& =\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(e^{i \int_{\tau}^{\infty} \mathrm{d} s g(s)}-1\right)\right] .
\end{aligned}
$$

Therefore, the covariance of $N$ can be computed by taking the second functional derivative of $\Phi_{N}[g]$ as in Equation ( (.1.7). Let's take the functional derivative of $\Phi_{N}[g]$ with respect to test functions

$$
\begin{align*}
& g\left(t_{1}\right) \text { and } g\left(t_{2}\right): \\
& \frac{\partial^{2} \Phi_{N}[g]}{\partial g\left(t_{1}\right) \delta g\left(t_{2}\right)}=\frac{\delta}{\partial g\left(t_{1}\right)}\left\{\frac{\delta}{\partial g\left(t_{2}\right)} \exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(e^{i \int_{\tau}^{\infty} \mathrm{d} g(s)}-1\right)\right]\right\} \\
&=\frac{\delta}{\partial g\left(t_{1}\right)}\left\{\lambda \int_{0}^{\infty} \mathrm{d} \tau\left[i \int_{\tau}^{\infty} \mathrm{d} s\left(\delta\left(s-t_{1}\right) e^{i \int_{\tau}^{\infty} \mathrm{d} g(s)}\right)\right] \Phi_{N}[g]\right\} \\
&=\frac{\delta}{\partial g\left(t_{1}\right)}\left\{\lambda \int_{0}^{\infty} \mathrm{d} \tau\left[i \Theta\left(t_{1}-\tau\right) e^{\left.i \int_{\tau}^{\infty} \mathrm{d} g(s)\right]} \Phi_{N}[g]\right\}\right. \\
&=\lambda^{2} \int_{0}^{\infty} \mathrm{d} \tau\left[(i)^{2} \Theta\left(t_{1}-\tau\right) \int_{\tau}^{\infty} \mathrm{d} \delta \delta\left(s-t_{2}\right) e^{i} \int_{\tau}^{\infty} \mathrm{d} g(s)\right] \Phi_{N}[g] \\
&+(i)^{2} \frac{\delta \Phi_{N}[g]}{\delta g\left(t_{1}\right)} \cdot \frac{\partial \Phi_{N}[g]}{\delta g\left(t_{2}\right)} \\
&=\lambda \int_{0}^{\infty} \mathrm{d} \tau\left[(i)^{2} \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) e^{\left.i \int_{\tau}^{\infty} \mathrm{d} g(s)\right]} \Phi_{N}[g]+(i)^{2} \frac{\partial \Phi_{N}[g]}{\partial g\left(t_{1}\right)} \cdot \frac{\partial \Phi_{N}[g]}{\partial g\left(t_{2}\right)} .\right.
\end{align*}
$$

Therefore, the covariance function of the Poisson process is given by dividing both sides by $(i)^{2}$ and letting $g=0$ :

$$
\begin{equation*}
\left\langle N_{t_{1}} N_{t_{2}}\right\rangle=\lambda \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) \tag{1.3.12}
\end{equation*}
$$

where due to the definition of the Poisson process the latter plus terms vanish: $\left\langle N_{t_{1}}\right\rangle=\left\langle N_{t_{2}}\right\rangle=0$. Lastly, in order to find that $N$ is Markovian, we will compute the covariance of its derivatives, like in the case of the Wiener process:

$$
\begin{equation*}
\left\langle\dot{N}_{t_{1}} \dot{N}_{t_{2}}\right\rangle=\frac{\mathrm{d}^{2}}{\mathrm{~d} t_{1} \mathrm{~d} t_{2}}\left\langle N_{t_{1}} N_{t_{2}}\right\rangle=\lambda \int_{0}^{\infty} \mathrm{d} \tau \delta\left(t_{1}-\tau\right) \delta\left(t_{2}-\tau\right)=\lambda \delta\left(t_{1}-t_{2}\right), \tag{1.3.13}
\end{equation*}
$$

which implies that $\dot{N}$ is indeed white noise. Thus, by letting $f(x)=0$ in Theorem I.3.r again, the Poisson process $N$ is a Markov process.

In Figure I. 3 we have plotted the simulation of the Poisson process $N$ together with its derivative $\dot{N}$, i.e. the PWN with unit jump amplitudes, in the inset. Lastly, a very similar case for the Com-


Figure 1.3: Simulation of the Poisson process $N$ together with the unit jump PWN $\dot{N}$ as shown in the inset. Notice that $\dot{N}$ is simply the PWN with almost surely unit jump amplitudes, i.e. $\forall i \in \mathbb{N}, A_{i}=1$ almost surely. We used $\lambda=1.2$ for our simulation.
pound Poisson process can be extracted from Remark 1.3.2. We have detailed this case in the following remark.

Remark 1.3.3. Given the Compound Poisson process $L=\left(L_{t}\right)_{t \geq 0}$ with intensity $\lambda$ and iid jump amplitudes $\left\{A_{i}\right\}_{i \in \mathbb{N}}$, the time derivative of $L$ is indeed white noise and the covariance is given by: $\left\langle\dot{L}_{t} \dot{L}_{s}\right\rangle=\lambda\left\langle A_{1}^{2}\right\rangle \delta(t-s)$. Therefore, the Compound Poisson process $L$ is also a Markov process.

Proof. This is the very same method of deriving the CFal of the Poisson process $N$ with the addition of the jump amplitudes. The CFal of $L$ is given by:

$$
\begin{align*}
\Phi_{L}[g] & =\left\langle\exp i \int_{0}^{\infty} \mathrm{d} \tau g(\tau) L_{\tau}\right\rangle \\
& =\lim _{t \rightarrow \infty}\left\langle\left\langle\exp i \int_{0}^{t} \mathrm{~d} \tau g(\tau) \sum_{i=1}^{N_{\tau}} A_{i} \Theta\left(\tau-T_{i}\right) \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}\right\rangle \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}\right\rangle . \tag{1.3.14}
\end{align*}
$$

The inner expectation conditioned on the event $\int_{0}^{t} \mathrm{~d} \tau N_{\tau}=n$ is given by:

$$
\begin{align*}
\left\langle\exp i \int_{0}^{t} \mathrm{~d} \tau g(\tau) \sum_{i=1}^{N_{\tau}} A_{i} \Theta\left(\tau-T_{i}\right) \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}=n\right\rangle & =\left\langle\exp i \int_{\tau}^{t} \mathrm{~d} g(s) \sum_{i=1}^{n} A_{i} \Theta(s-\tau)\right\rangle, \\
& =\left\langle\left(\exp i \int_{\tau}^{t} \mathrm{~d} s g(s) A_{1}\right)^{n}\right\rangle, \tag{1.3.15}
\end{align*}
$$

where $\Theta(s-\tau)=1$ and the summation term simplifies due to the iid nature of the jump amplitudes. Therefore, taking the expectation with respect to the Poisson random variable as before, the CFal of $L$ is given by:

$$
\begin{align*}
\Phi_{L}[g]=\lim _{t \rightarrow \infty}\left\langle\left(\exp i \int_{\tau}^{t} \mathrm{~d} s g(s) A_{1}\right)^{\int_{0}^{t} \mathrm{~d} \tau N_{\tau}}\right\rangle & =\lim _{t \rightarrow \infty} \exp \left[\lambda \int_{0}^{t} \mathrm{~d} \tau\left(e^{i A_{1} \int_{\tau}^{t} \mathrm{~d} g(s)}-1\right)\right] \\
& =\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\phi_{A_{1}}\left(\int_{\tau}^{\infty} \mathrm{d} s g(s)\right)-1\right)\right] \tag{1.3.16}
\end{align*}
$$

where we defined $\phi_{A_{1}}$ to be the CF of the jump amplitudes for easier writing. Like in the case of Poisson process, differentiating the CFal twice yields:

$$
\frac{\delta^{2} \Phi_{L}[g]}{\delta g\left(t_{1}\right) \delta g\left(t_{2}\right)}=\lambda \int_{0}^{\infty} \mathrm{d} \tau\left[(i)^{2} \phi_{A_{1}}^{\prime \prime}\left(\int_{\tau}^{\infty} \mathrm{d} s g(s)\right) \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right)\right] \Phi_{L}[g]+(i)^{2} \frac{\delta \Phi_{L}[g]}{\delta g\left(t_{1}\right)} \cdot \frac{\delta \Phi_{L}[g]}{\delta g\left(t_{2}\right)}
$$

$$
(1.3 .17)
$$

Therefore, the covariance is given by dividing both sides by $(i)^{2}$ and letting $g=0$ :

$$
\begin{equation*}
\left\langle L_{t_{1}} L_{t_{2}}\right\rangle=\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) \tag{1.3.18}
\end{equation*}
$$

which implies that the covariance of their derivatives is indeed delta-correlated:

$$
\begin{equation*}
\left\langle\dot{L}_{t_{1}} \dot{L}_{t_{2}}\right\rangle=\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{\infty} \mathrm{d} \tau \delta\left(t_{1}-\tau\right) \delta\left(t_{2}-\tau\right)=\lambda\left\langle A_{1}^{2}\right\rangle \delta\left(t_{1}-t_{2}\right), \tag{1.3.19}
\end{equation*}
$$

which finishes our proof.

In Figure I. 4 we have plotted the simulation of the Compound Poisson process $L$ together with its derivative, the PWN process $\dot{L}$, in the inset.

Plot of the Compound Poisson process $L$ and the PWN $\dot{L}$


Figure 1.4: Simulation of the Compound Poisson process $L$ together with the PWN $\dot{L}$ as shown in the inset. We used $\lambda=1.2$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for our simulation.

Now that we have given a foundation for our upcoming chapters dealing with the GSN process, we will finish this chapter by going briefly through the Langevin equations.

## I. 4 Introduction to Langevin EQuations

The Langevin equation (LE) is an SDE that describes the time evolution of a stochastic process. It is generally given by the following equation:

$$
\begin{equation*}
\dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}, \tag{.4.4.1}
\end{equation*}
$$

where $X_{t}$ forms the stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ that is generally called the position process in physical terminology, $\xi_{t}$ forms the stochastic noise process $\xi=\left(\xi_{t}\right)_{t \geq 0}$ that induces randomness to $X$, and $V$ is called the potential of the system.

In many simple LE's, the noise term $\xi$ is generally assumed to be white noise, i.e. $\left\langle\xi_{t} \xi_{s}\right\rangle=K \delta(t-$ s) for some constant $K$. In fact, this is what van Kampen laid out in Theorem I.3.I: given a LE as in Equation I.4.I, if the noise $\xi$ is white, then $X$ is Markovian; if the noise $\xi$ is colored, then $X$ is nonMarkovian.

As we established in the previous sections of this chapter, traditionally used white noise processes as the derivative of the Wiener process, $\dot{W}$, which is distinctively called the Gaussian White Noise (GWN). For example, letting $V=\gamma x^{2} / 2, \gamma \in \mathbb{R}$ to be a harmonic potential yields the famous Ornstein-Uhlenbeck (OU) process, which we will focus on in the next section below.

## I.4.i Ornstein-Uhlenbeck Process

The OU process is the solution to one of the simplest Langevin equations, where the potential is harmonic, $V(x)=\gamma x^{2} / 2$, and the random noise $\xi$ driving the process $X$ is the GWN:

$$
\begin{equation*}
\dot{X}_{t}=-\gamma X_{t}+\sigma \dot{W}_{t} \tag{1.4.2}
\end{equation*}
$$

where $\gamma, \sigma>0$ are constants. In literature, the LE is usually written in differential form by multiplying both sides by $\mathrm{d} t$ :

$$
\begin{equation*}
\frac{\mathrm{d} X_{t}}{\mathrm{~d} t}=-\gamma X_{t}+\sigma \frac{\mathrm{d} W_{t}}{\mathrm{~d} t} \Longleftrightarrow \mathrm{~d} X_{t}=-\gamma X_{t} \mathrm{~d} t+\sigma \mathrm{d} W_{t} . \tag{1.4.3}
\end{equation*}
$$

The OU process $X$ has very interesting properties. First and foremost, by Theorem I.3.I, it is a Markov process. Second of all, the OU process is a mean-reverting s.p., where it tends to fluctuate around its long-term mean, $X_{t}=0$, which is the global minimum of the harmonic potential $V$ vii. A simulation of the OU process is given in Figure 1.5 using 3 different initial conditions: $X_{0}=$ $\{-5,-2,3\}$. We can see that the process $X$ tends to say around the long-term limit (red dashed line) regardless of its initial conditions. Furthermore, the OU process corrects its path back towards its long-term limit from fluctuations caused by $\dot{W}$. Further to the mean-reverting stage, the role of $\gamma$ is also very important. Here, $\gamma$ corresponds to the rate of which the OU process $X$ fixes its paths along the long-term limit. The larger the $\gamma$, the faster $X$ will revert to its long-term mean. In Figure i. 6 such property of $\gamma$ can be visualized.

Furthermore, one can also define Generalized Ornstein-Uhlenbeck (GenOU) processes using white noises other than the GWN. The most famous one is using the derivative of the Compound Poisson process, $\dot{L}$, which is generally called the Poisson White Noise (PWN), where the GenOU process $X$ will now be the solution of $\dot{X}_{t}=-\gamma X_{t}+\dot{\sigma} L_{t}$.

The GenOU process is also widely used in literature, especially those related to financial applications. The "traditional" OU process $X$ driven by the GWN is a Gaussian process, where each realiza-
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Figure 1.5: Realizations of the OU process $X$ using 3 different initial conditions. Notice that regardless of where it starts from, or the resulting random fluctuations due to the GWN $\dot{W}$, the OU process always tends to stick around $X_{t}=0$ (red dashed line), i.e. the global minimum of the harmonic potential $V(x)=\gamma x^{2} / 2$. We used $\gamma=2$ and $\sigma=1$.


Figure 1.6: Realizations of the OU process $X$ using 3 different values of $\gamma$. Here, we can clearly distinguish that the larger the value of $\gamma$, the faster the OU process $X$ converges to its long-term mean (red dashed line), i.e. the global minimum of the harmonic potential $V(x)=\gamma x^{2} / 2$. We used the initial condition $X_{0}=3$ and $\sigma=1$.
tion $X_{t}$ has a Gaussian/Normal distribution viii 28 29. Preference over the GenOU is widely sought in instances where the probability distribution of $X$ is empirically known not to be Gaussian, i.e. the process $X$ has discontinuous jumps.

For visualization purposes, simulations of the GenOU process are given in Figure 1.7 for the same set of initial conditions as in the case of the GWN. Last but definitely not least, the OU pro-


Figure 1.7: 3 realizations of the OU process $X$ using different initial conditions. Again in the same case of the OU process, regardless of where it starts from, or the resulting random non-Gaussian fluctuations due to the PWN $\dot{L}$, the GenOU process always tends to stay around $X_{t}=0$ (red dashed line), which is the global minimum of the harmonic potential $V(x)=\gamma x^{2} / 2$. The PWN is simulated with intensity $\lambda=5$ and Normally-distributed jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$. We also used $\gamma=2$ for the Harmonic potential.
cess driven by the GWN $X$ has the following covariance function ${ }^{30}$ :

$$
\begin{equation*}
\left\langle X_{t_{1}} X_{t_{2}}\right\rangle=\frac{\sigma^{2}}{2 \gamma}\left(e^{-\gamma\left|t_{1}-t_{2}\right|}-e^{-\gamma\left(t_{1}+t_{2}\right)}\right) . \tag{I.4.4}
\end{equation*}
$$

Furthermore, for the case of GenOU process, the coefficient $\sigma$ simply becomes $\lambda\left\langle A_{1}^{2}\right\rangle$ where $\lambda$ and

[^6]$A_{1}$ are respectively the intensity and iid jump amplitudes of the Compound Poisson process; this directly coincides with our Gaussian Limits property as proven in Theorem I.2.I.

Lastly, we will prove in upcoming chapters that the GSN noise process with a specific memory kernel is in fact the GenOU process.

## i. 5 Introduction to Master Equations

Now that we grasped the generic idea behind s.p.'s and how to derive the LE's, we now focus on finding the PDE governing the PDF of a s.p. $X$ driven by a LE.

The Master Equation (ME) of a stochastic process $X$ defined over the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is a PDE describing the time evolution of the PDF of $X, \mathbb{P}(x, t)$. The ME, in its broadest definition, has the following form:

$$
\begin{equation*}
\frac{\partial \mathbb{P}}{\partial t}=\mathcal{A} \mathbb{P}(x, t) \tag{I.5.I}
\end{equation*}
$$

where $\mathcal{A}$ is the differential operator that contains the spatial derivatives of $\mathbb{P}$.
The most famous, if not the sole, way to derive the ME of $X$ driven by the generic LE in Equation I.4.I is via the generalized Ito's lemma ${ }^{8468}$ :

Lemma 1.5.I (Generalized Ito's lemma). Let $X$ be a s.p. driven by $\dot{X}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$, where $\xi^{\text {is }}$ any noise process. Then, given a smooth function $f: \mathbb{R} \rightarrow \mathbb{R}$, one bas the following $\operatorname{SD} \Delta E$ for $f\left(X_{t}\right)$ :

$$
\begin{equation*}
\mathrm{d} f\left(X_{t}\right)-\Delta f\left(X_{t}\right)=\sum_{m=1}^{2} \frac{1}{m!} \frac{\mathrm{d}^{n} f}{\mathrm{~d} x^{m}}\left(\mathrm{~d} X_{t}\right)^{m}-\sum_{m=1}^{2} \frac{1}{m!} \frac{\mathrm{d}^{n} f}{\mathrm{~d} x^{m}}\left(\Delta X_{t}\right)^{m} \tag{1.5.2}
\end{equation*}
$$

where $\Delta f$ and $\Delta X_{t}$ are respectively the jump sizes of $f\left(X_{t}\right)$ and $X_{t}$.

The proof of Lemma I.5.I can be simply outlined by applying Taylor's expansion on $f(x)$ with
infinitesimal increment $\mathrm{d} x$ :

$$
\begin{equation*}
f(x+\mathrm{d} x)=f(x)+\frac{\mathrm{d} f}{\mathrm{~d} x} \mathrm{~d} x+\frac{1}{2} \frac{\mathrm{~d}^{2} f}{\mathrm{~d} x^{2}}(\mathrm{~d} x)^{2}+\cdots+\frac{1}{m!} \frac{\mathrm{d}^{n} f}{\mathrm{~d} x^{m}}(\mathrm{~d} x)^{m}+\ldots, \tag{1.5.3}
\end{equation*}
$$

where $\mathrm{d} f(x+\mathrm{d} x)-f(x)=\mathrm{d} f(x)$. This is followed by correcting Taylor's expansion by splitting $X$ into purely continuous and purely discontinuous parts, noting that the summations stop at the second derivative since the purely continuous part of $\mathrm{d} X_{t}$ will vanish for powers higher than $2^{68}$. Lastly, $\Delta f$ will contain infinite order derivatives if the noise process $\xi$ contains jumps.

Although solving the SDE in Lemma 1.5.I w.r.t $f$ is not relatively straightforward, there are multiple instances where Ito's formula reduces to a finite order SDE, which is much easier to analyze.

For example, Ito's formula for $X$ driven by the GWN process reduces to a much simpler form below:

Lemma 1.5.2. Let $X$ be a s.p. driven by the $L E: \dot{X}=V^{\prime}\left(X_{t}\right)+\sigma \dot{W}_{t}$, where $\sigma>0$ is a constant and $\dot{W}$ is the $G W N$ process such that for all $s, t>0,\left\langle\dot{W}_{t} \dot{W}_{s}\right\rangle=\delta(t-s)$. Then, for any twice-differentiable function $f: \mathbb{R} \rightarrow \mathbb{R}$, the following $\operatorname{SDE}$ for $f\left(X_{t}\right)$ holds:

$$
\begin{equation*}
\mathrm{d} f\left(X_{t}\right)=\frac{\partial f}{\partial x} \mathrm{~d} X_{t}+\frac{\sigma^{2}}{2} \frac{\partial^{2} f}{\partial x^{2}} \mathrm{~d} t . \tag{1.5.4}
\end{equation*}
$$

Proof. Referring to the generic formula in Lemma I.5.I, notice first that the jump terms vanish: By rewriting the LE in differential form, $\mathrm{d} X_{t}=-V^{\prime}\left(X_{t}\right) \mathrm{d} t+\sigma \mathrm{d} W_{t}$, we can then write the jump discontinuities as $\Delta X_{t}=-V^{\prime}\left(X_{t}\right) \Delta t+\sigma \Delta W_{t}$. Since time is continuous, it is trivial that $\Delta t=0$. Furthermore, referring to Definition I.2.3, the Wiener process $W$ is a continuous-time s.p. and therefore we have that $\Delta W_{t}=0$ almost surely.

Next, we square the differential form to yield the following:

$$
\begin{equation*}
\left(\mathrm{d} X_{t}\right)^{2}=V^{\prime}\left(X_{t}\right)^{2}(\mathrm{~d} t)^{2}+\sigma^{2}\left(\mathrm{~d} W_{t}\right)^{2}+2 \sigma V^{\prime}\left(X_{t}\right) \mathrm{d} t \mathrm{~d} W_{t} . \tag{1.5.5}
\end{equation*}
$$

Regarding to the squared form, it is trivial that $(\mathrm{d} t)^{2}=0$. Furthermore, again by ${ }^{68}$, we have that the quadratic variation of $W_{t}$ converges to $\mathrm{d} t$ under mean-square convergence, i.e. $\left(\mathrm{d} W_{t}\right)^{2} \xrightarrow{\text { m.s. }} \mathrm{d} t$, and that $\mathrm{d} t \cdot \mathrm{~d} W_{t} \xrightarrow{\text { m.s. }} 0$. From the extension of the properties mentioned herein, we can also infer that the higher orders of $m$ for $\left(\mathrm{d} X_{t}\right)^{m}$ simply converge to 0 in mean-square, yielding the desired SDE.

The reason why Ito's lemma is important is that one can find the differential operator $\mathcal{A}$ directly from the solution of $f$. In fact, the linear operator applied to $f$ is the adjoint ${ }^{\text {ix }}$ of the linear operator in the ME:

$$
\begin{equation*}
\langle f, \mathcal{A} \mathbb{P}\rangle=\left\langle\mathcal{A}^{*} f, \mathbb{P}\right\rangle \tag{1.5.6}
\end{equation*}
$$

where the notation $\langle\cdot, \cdot\rangle$ refers to the inner product ${ }^{\mathrm{x}}$. In most contexts, the adjoint operator $\mathcal{A}^{*}$ is called the infinitesimal generator of the s.p. $X$ (e.g. Chapter 37 of $^{93}$ ).

Let us now find the ME of $X$ via the SDE for $f$ derived in Lemma 1.5.2. Rewrite the SDE of $f$ in

[^7]dot notation by dividing both sides by $\mathrm{d} t$, followed by taking their average yields the following:
\[

$$
\begin{align*}
\left\langle\frac{\mathrm{d} f\left(X_{t}\right)}{\mathrm{d} t}\right\rangle & =\left\langle\frac{\partial f}{\partial x} \dot{X}\right\rangle+\frac{\sigma^{2}}{2}\left\langle\frac{\partial^{2} f}{\partial x^{2}}\right\rangle \\
& =\left\langle\frac{\partial f}{\partial x}\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}\right)\right\rangle+\frac{\sigma^{2}}{2}\left\langle\frac{\partial^{2} f}{\partial x^{2}}\right\rangle  \tag{1.5.8}\\
& =-\left\langle\frac{\partial f}{\partial x} V^{\prime}\left(X_{t}\right)\right\rangle+\left\langle\frac{\partial f}{\partial x} \xi_{t}\right\rangle+\frac{\sigma^{2}}{2}\left\langle\frac{\partial^{2} f}{\partial x^{2}}\right\rangle .
\end{align*}
$$
\]

Notice that due to the iid nature of the GWN, we have that $\left\langle\frac{\partial f}{\partial x} \xi_{t}\right\rangle=\left\langle\xi_{t}\right\rangle\left\langle\frac{\partial f}{\partial x}\right\rangle=0$. Furthermore, given the PDF of $X$ as $\mathbb{P}$, we can apply integration by parts to the following expectation:

$$
\begin{equation*}
\left\langle\frac{\partial f}{\partial x} V^{\prime}\left(X_{t}\right)\right\rangle=\int_{\mathbb{R}} \mathrm{d} x \frac{\partial f(x)}{\partial x} V^{\prime}(x) \mathbb{P}(x, t)=-\int_{\mathbb{R}} \mathrm{d} x f(x) \frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right] \tag{I.5.9}
\end{equation*}
$$

Similarly, we can apply integration by parts twice to the following,

$$
\begin{equation*}
\left\langle\frac{\partial^{2} f}{\partial x^{2}}\right\rangle=\int_{\mathbb{R}} \mathrm{d} x \frac{\partial^{2} f(x)}{\partial x^{2}} \mathbb{P}(x, t)=\int_{\mathbb{R}} \mathrm{d} x f(x) \frac{\partial^{2} \mathbb{P}}{\partial x^{2}} . \tag{1.5.10}
\end{equation*}
$$

Rewriting the expectations as integrals w.r.t. fyields the following:

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{d} x f(x) \frac{\partial \mathbb{P}}{\partial t}=\int_{\mathbb{R}} \mathrm{d} x f(x)\left(\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\frac{\sigma^{2}}{2} \frac{\partial^{2} \mathbb{P}}{\partial x^{2}}\right) \tag{1.5.11}
\end{equation*}
$$

Disregarding the integration and fyields the ME for a GWN driven general s.p. $X$ :

$$
\begin{equation*}
\frac{\partial \mathbb{P}}{\partial t}=\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\frac{\sigma^{2}}{2} \frac{\partial^{2} \mathbb{P}}{\partial x^{2}} \tag{1.5.12}
\end{equation*}
$$

Notice that the linear operator of the ME in Equation (1.5.12) is simply the following spatial differentials:

$$
\begin{equation*}
\mathcal{A}=V^{\prime \prime}(x)+V^{\prime}(x) \frac{\partial}{\partial x}+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} \tag{1.5.13}
\end{equation*}
$$

and its adjoint $\mathcal{A}^{*}$ can simply be referred from Equation (1.5.8) to be:

$$
\begin{equation*}
\mathcal{A}^{*}=-V^{\prime}(x) \frac{\partial}{\partial x}+\frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}} . \tag{1.5.14}
\end{equation*}
$$

It is important to note that the Master Equation given in Equation 1.5.12 is a second-order PDE solely due to the Gaussian nature of the noise process $\xi$. In fact, Master Equations of GWN-driven Langevin Equations are an extensively studied class of second-order PDE's that are exclusively called the Fokker-Planck Equations ${ }^{57}$. For non-Gaussian processes, the Master Equation will instead be an infinite order PDE ${ }^{\text {xi }}$.

We finally finish this section, and subsequently this chapter, by further extending generalized Ito's lemma in Lemma i.5.I to bivariate functions:

Lemma 1.5.3 (Generalized Multivariate Ito's Lemma). Let $\vec{X}=\left(X^{1}, X^{2}, \ldots, X^{n}\right)$ be a collection stochastic processes that need not be independent. Then, given a smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, one has the following $S D \triangle E$ :

$$
\begin{align*}
& \mathrm{d} f\left(\vec{X}_{t}\right)-\Delta f\left(\vec{X}_{t}\right) \\
& =\sum_{m_{1}=1}^{2} \sum_{m_{2}=1}^{2} \cdots \sum_{m_{n}=1}^{2} \frac{1}{m_{1}!m_{2}!\ldots m_{n}!} \frac{\partial^{m_{1}+m_{2}+\cdots+m_{n}} f}{\partial x_{1}^{m_{1}}} \partial x_{2}^{m_{2}} \ldots \partial x_{n}^{m_{n}} \quad\left(\mathrm{~d} X_{t}^{1}\right)^{m_{1}}\left(\mathrm{~d} X_{t}^{2}\right)^{m_{2}} \ldots\left(\mathrm{~d} X_{t}^{n}\right)^{m_{n}} \\
& -\sum_{m_{1}=1}^{2} \sum_{m_{2}=1}^{2} \cdots \sum_{m_{n}=1}^{2} \frac{1}{m_{1}!m_{2}!\ldots m_{n}!} \frac{\partial^{m_{1}+m_{2}+\cdots+m_{n}}}{\partial x_{1}^{m_{1}} \partial x_{2}^{m_{2}} \cdots \partial x_{n}^{m_{n}}}\left(\Delta X_{t}^{1}\right)^{m_{1}}\left(\Delta X_{t}^{2}\right)^{m_{2}} \cdots\left(\Delta X_{t}^{n}\right)^{m_{n}} \tag{1.5.15}
\end{align*}
$$

Much like its univariate counterpart, the multivariate Ito's lemma mentioned in Lemma i.5.3 for the two dimensional s.p. $(X, \xi)$ can be used to find the joint PDF of the tuple $\left(X_{t}, \xi_{t}\right)$. This will be very useful in later chapters when we introduce the GSN noise process $\xi$, where the resulting

[^8]position process $X$ will be marginally non-Markovian, but the collection of $X$ together with $\xi$ and its derivatives, $(X, \xi, \dot{\xi}, \ddot{\xi}, \ldots)$, will be a Markov process.

## i. 6 Chapter Review

In this chapter, we have briefly undergone the broad definition of what a stochastic process means, with some detailed examples of the Poisson process, the Compound Poisson process, and the Wiener process. We have also discussed how to find the CF and the CFal of such processes, which are very useful in calculating their moments and the covariance functions. We next entailed the Markov property of stochastic processes that is a very useful tool for classifying stochastic processes into memoryless processes and processes with memory. In this section we have also gone through the time derivative of Markov processes that are white noise, and shown that the time derivatives of the Wiener process, Poisson process and Compound Poisson processes are white noise processes. Later in this chapter, we defined a broad classification of Langevin equations with some examples widely used in literature. Finally, we gave a broad outline of how to derive Master Equations for LE's driven by Gaussian White Noise process, where in this particular case the Master Equation is usually called the Fokker-Planck Equation.

Next chapter, we focus on our Colored Poisson process, which shares similar characteristics as to other noise processes but violates the Markov property.

# Introduction to the Generalized Shot Noise 

## Process

Throughout the previous chapter, we focused on defining stochastic processes that obey the Markov property. As outlined in Theorem I.3.1, asserting whether a s.p. either obeys or violates the Markov property is directly linked by its underlying noise: given the s.p. $X$ as the solution of the $\mathrm{LE} \dot{X}=$ $-V^{\prime}\left(X_{t}\right)+\xi_{t}$, we have that $X$ is a Markov process if $\xi$ is a white noise process. However, what hap-
pens if $\xi$ is not white, but colored?
In this chapter, we aim to connect the previous definitions, namely the Wiener process, the Poisson process and the Compound Poisson process, as well as the Markov property, in order to properly define the GSN process such that it is not a white noise process. Later in this chapter, we classify the GSN processes with respect to their innate definitions, the most widely studied example is the Colored Poisson noise process. We then finish this chapter by focusing on how to construct the CF of GSN processes, which can be used to find their PDF via Inverse Fourier Transform (IFT).

## 2. I Definition of the GSN Process

The GSN process is a very interesting stochastic process that has in fact been used to formulate non-Markovian LE's in theory since the 1920's, starting with the Campbell noise ${ }^{99}$, and further extended in the early 1950's ${ }^{\text {101 109. }}$. Due to its limitations to finding the PDF and solving the time evolution equations, the GSN processes have not been widely used in practice.

We disclose the broad definition of the GSN process below:

Definition 2.1.I. Let $N=\left(N_{t}\right)_{t \geq 0}$ be the Poisson process with intensity $\lambda$, jump amplitudes $\left\{A_{i}\right\}_{i \in \mathbb{N}}$ and arrival times $\left\{T_{i}\right\}_{i \in \mathbb{N}}$ Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be a smooth function. Then, the GSN process $\xi=\left(\xi_{t}\right)_{t \geq 0}$ is formed by the following realization:

$$
\begin{equation*}
\xi_{t}=\sum_{i=1}^{N_{t}} A_{i} h\left(t-T_{i}\right) \tag{2.I.I}
\end{equation*}
$$

Throughout this thesis, the function b will be called the impulse function of the GSN process.

Notice the similarity of the GSN process $\xi$ to that of the Compound Poisson process, as given in Definition 1.2.2. In fact, the Compound Poisson process is a special type of GSN process where the impulse function is the Heaviside step function, i.e. $b=\Theta$. An even more interesting property
is that the PWN, which is the time derivative of the Compound Poisson process, is also another special type of GSN process where the impulse function is the Dirac delta function, i.e. $h=\delta$. The proof of this relation will be given in Section 3.I of the next chapter, when we identify the time derivative of the GSN process $\xi$.

### 2.2 Visual Representation of Impulse Functions

An important outcome that we can draw from the two examples of the impulse function $b=\delta$ and $b=\Theta$ is that $b$ plays a very important role in categorizing the GSN process $\xi$. Given the case for $b=\Theta$, the process $\xi$ becomes a colored noise process; whereas for $h=\delta$, the process $\xi$ becomes a Poisson White Noise (PWN) process ${ }^{\mathrm{i}}$.

The conditions for such behavior of $\xi$ can be visualized in Figures 2.1 and 2.2. In the case of Dirac delta impulse function, the s.p. $\xi$ becomes a Poisson white noise, as there is zero step involved with the impulse size; whereas in the case of Heaviside function, the impulses have a unit step size, which creates a Markovian (i.e. unit step memory) process $\xi$. In latter Figure 2.2, the grey points are where the intersection of different impulses we also can witness where memory is formed.

Now that we have defined the simplest impulse function functions, we can focus on something more advanced. Let the impulse function instead be a rectangular function, defined as follows:

$$
h(t):=\operatorname{rect}(t ; a, b)= \begin{cases}0 & t<a  \tag{2.2.I}\\ \frac{1}{b-a} & a \leq t \leq b \\ 1 & t>b\end{cases}
$$

We have plotted the impulses regarding the rectangular function in Figure 2.3. Notice that this
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Figure 2.1: Impulse response $A_{n} \delta\left(t-T_{n}\right)$ with Dirac delta impulse function. Notice that the impulses $i$ and $j$ are unit impulses with zero steps, indicating PWN nature of $\xi$. For this plot we used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$. Throughout this thesis, we use statistically independent (iid) jump amplitudes $A_{i}$ for our simulations. Finally, the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$. A sample impulse response trajectory is shown in directional arrows, where dashed parts are discontinuous jumps.


Figure 2.2: Impulse response $A_{n} \Theta\left(t-T_{n} ; a=1 / 2, b=1 / 2\right)$ with Heaviside impulse function. Notice that the impulses $i$ and $j$ are unit impulses with one step, indicating that the s.p. $\xi$ a one-step memory, i.e. Markov, process. We used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, and the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$. A sample impulse response trajectory is shown in directional arrows, where dashed parts are discontinuous jumps.
time the impulse function has two steps, where it is indicated by continuous straight lines. This results in a colored noise process again. Let us advance further into the impulse functions by defin-


Figure 2.3: Impulse response $A_{n} \operatorname{rect}\left(t-T_{n} ; a=-1 / 2, b=1 / 2\right)$ with Rectangular impulse function. Notice that the impulses $i$ and $j$ are unit impulses with two steps, indicating that the s.p. $\xi$ a colored noise process. We used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, and the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$. A sample impulse response trajectory is shown in directional arrows, where dashed parts are discontinuous jumps.
ing continuous cases. Let the impulse function now be an exponentially decaying function, i.e. $h(x)=\alpha e^{-\alpha x}$, where $\alpha>0$ determines the rate of decay. The GSN process with exponentially decaying impulse function is commonly known in literature as the CP process ${ }^{74101} 109$.

The impulse responses using this function is given in Figure 2.4, where one can see that the impulse function will promote infinite steps to the noise process. In the following Figure 2.5 one can see the impulse trajectories for the exponentially decaying impulse function. Another example that we can give herein is the damped and oscillating impulse function. This type of impulse function is similar to exponential decay; however, it includes an additional sinusoid oscillating term that is useful to extend the memory condition as we will observe in later chapters of our thesis.


Figure 2.4: Plot of the exponentially decaying impulse function $h(t)=\alpha e^{-\alpha t}$. Notice that the steps in this impulse function is infinite; upon zooming to a small region of $h$, the impulse function gain an additional step along the infinitesimally small right triangle. Here we used $\alpha=1 / 2$ for better visualization.


Figure 2.5: Impulse response $A_{n} \alpha e^{-\alpha\left(t-T_{n}\right)}$ with exponentially decaying impulse function. Notice that the impulses $i$ and $j$ are unit impulses with infinite steps, indicating that the s.p. $\xi$ is a colored noise process. We used the decay rate $\alpha=1 / 2$, and the jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, where the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$.

A damped and oscillatory impulse function is generally defined to be of the following form:

$$
b(t):=\frac{\alpha^{2}+\beta^{2}}{\alpha+\beta} e^{-\alpha t}(\sin \beta t+\cos \beta t),
$$

where $\alpha, \beta>0$ are constants.
Regarding to this particular impulse function the impulse response can be visualized in Figure 2.6.


Figure 2.6: Impulse response for jump sizes $A_{n} b\left(t-T_{n} ; \alpha=1, \beta=2\right)$ with damped and oscillating impulse function. Notice that the impulses have infinite steps, indicating that the s.p. $\xi$ again a colored process. We used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with $\lambda=10$, and the arrival times $T_{i}$ are derived from the Poisson process with intensity $\lambda t$.

The last example of a impulse function we would like to introduce is the sigmoid function. It is in general defined as:

$$
\begin{equation*}
h(t ; \alpha)=\frac{e^{\alpha t}}{1+e^{\alpha t}}, \tag{2.2.2}
\end{equation*}
$$

where $\alpha$ is the steepness coefficient. The reason behind using the Sigmoid kernel is due to its resemblance to the Heaviside step function. In fact, the coefficient $\alpha$ decides the rate of saturation to $\lim _{t \rightarrow \infty} h(t)=1$, where simple analysis shows that for large $\alpha$ the sigmoid function converges to
the Heaviside step function:

$$
\begin{equation*}
\lim _{\alpha \rightarrow \infty} \frac{e^{\alpha t}}{1+e^{\alpha t}}=\Theta(t) \tag{2.2.3}
\end{equation*}
$$

This relaxed version of the sigmoid function is highly used in various mathematical applications where continuous version of the Heaviside step function is needed to be used ${ }^{95}$. The impulse response regarding to this impulse function is given in Figure 2.7.


Figure 2.7: Impulse response for jump sizes $A_{n} b(t ; \alpha=2)$ with sigmoid impulse function. Notice that the impulses have infinite steps, indicating that the s.p. $\xi$ again a colored process. We used jump amplitudes $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ with


So where does the term colored noise come into play? In general, any noise where the impulse function itself is not Dirac delta is a colored noise process, meaning that the noise does not have zerostep memory. Given the step size $n$ in the impulse function, one can summarize this property as follows:

- If $n=0$, then the noise becomes a white noise process; and
- If $n>0$, then the noise becomes a colored noise process.

Now that we have grasped the visual representation of impulse functions and their classifications to white or colored noise, let's prove their existence by computing their autocovariances via their CFal.

### 2.3 Finding the Characteristic Function of the GSN process

We now find the CFal of the noise process $\xi$. This will be useful in not only classifying $\xi$, but also to find the CFal of $X$ obeying the Langevin equation (0.0.2) using the method from Caceres \& Budini's paper published 1997 (ref. ${ }^{99}$ ).

We first reproduce the paper's result for Campbell noise and apply the same technique to our GSN process $\xi$, then use the functional correspondence technique to find the CFal of $X$.

Next, we apply some candidate impulse functions to the CFals of $\xi$ and $X$ in order to deduce similarities between known Lévy processes, e.g. Compound Poisson process and Wiener process.

### 2.3.I Reproducing the Result with Campbell Noise

Note that Campbell et al. used the following noise in deriving their LE [Equation (2.6) of ${ }^{99}$ ]:

$$
\begin{equation*}
\xi_{t}=\sum_{i=1}^{S} \psi\left(t-T_{i}\right), \tag{2.3.1}
\end{equation*}
$$

where $T_{i}$ are iid random variables with density $\mathrm{d} q$ with support on $[0, \infty[$, and $S \sim \operatorname{Poisson}(\lambda=1)$ is a Poisson-distributed random variable with unit intensity. From here, one can get the CFal of $\xi$,

$$
\begin{equation*}
\Phi_{\xi}[g]=\left\langle\exp i \int_{0}^{\infty} g(t) \xi_{t} \mathrm{~d} t\right\rangle=\left\langle\exp i \int_{0}^{\infty} g(t) \sum_{i=1}^{S} \psi\left(t-T_{i}\right) \mathrm{d} t\right\rangle, \tag{2.3.2}
\end{equation*}
$$

by conditioning on $S=s$ :

$$
\begin{align*}
\left\langle\exp i \int_{0}^{\infty} g(t) \sum_{i=1}^{S} \psi\left(t-T_{i}\right) \mathrm{d} t \mid S=s\right\rangle & =\left\langle\exp i \int_{0}^{\infty} g(t) \sum_{i=1}^{s} \psi\left(t-T_{i}\right) \mathrm{d} t\right\rangle  \tag{2.3.3}\\
& =\int_{0}^{\infty}\left(\exp \left[i s \int_{0}^{\infty} \psi(t-\tau) \mathrm{d} t\right]\right) q(\tau) \mathrm{d} \tau
\end{align*}
$$

Hence, we simply get $\Phi_{\xi}$ by averaging over $S$ :

$$
\begin{align*}
\Phi_{\xi}[g] & =\left\langle\int_{0}^{\infty}\left(\exp \left[i S \int_{0}^{\infty} \psi(t-\tau) \mathrm{d} t\right]\right) q(\tau) \mathrm{d} \tau\right\rangle \\
& =\sum_{s=0}^{\infty} \int_{0}^{\infty}\left(\exp \left[i s \int_{0}^{\infty} \psi(t-\tau) \mathrm{d} t\right]\right) q(\tau) \mathrm{d} \tau \frac{e^{-1}}{s!} \\
& =\int_{0}^{\infty} e^{-1}\left(\sum_{s=0}^{\infty} \frac{\left(\exp \left[i \int_{0}^{\infty} \psi(t-\tau) \mathrm{d} t\right]\right)^{s}}{s!}\right) q(\tau) \mathrm{d} \tau  \tag{2.3.4}\\
& =\int_{0}^{\infty}\left(\exp \left[\left(\exp i \int_{0}^{\infty} \psi(t-\tau) g(t) \mathrm{d} t\right)\right]-1\right) q(\tau) \mathrm{d} \tau
\end{align*}
$$

However, our GSN process is not the Campbell noise: by far the most important difference is that Campbell noise assumes a Poisson-distributed random variable $S$ over the summation; whereas we assume a Poisson process $\left(N_{t}\right)_{t \geq 0}$.

### 2.3.2 Characteristic Functional of the GSN process

Note that using the definition of the CFal, we first compute the following double expectation, as in cases for the Poisson and Compound Poisson processes:

$$
\begin{align*}
\Phi_{\xi}[g] & =\left\langle\exp i \int_{0}^{\infty} \mathrm{d} \tau g(\tau) \xi_{\tau}\right\rangle=\left\langle\exp i \int_{0}^{\infty} \mathrm{d} \tau g(\tau) \sum_{i=1}^{N_{\tau}} A_{i} b\left(\tau-T_{i}\right)\right\rangle \\
& =\lim _{t \rightarrow \infty}\left\langle\left\langle\exp i \int_{0}^{t} \mathrm{~d} \tau g(\tau) \sum_{i=1}^{N_{\tau}} A_{i} b\left(\tau-T_{i}\right) \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}\right\rangle \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}\right\rangle \tag{2.3.5}
\end{align*}
$$

Due to the iid nature of $A_{i}$, the inner expectation conditioned on the event $\int_{0}^{t} \mathrm{~d} \tau N_{\tau}=n$ is given by:

$$
\begin{align*}
& \left\langle\exp i \int_{0}^{t} \mathrm{~d} \tau g(\tau) \sum_{i=1}^{N_{\tau}} A_{i} b\left(\tau-T_{i}\right) \mid \int_{0}^{t} \mathrm{~d} \tau N_{\tau}=n\right\rangle \\
= & \left\langle\exp i \int_{\tau}^{t} \mathrm{~d} s g(s) \sum_{i=1}^{n} A_{i} b(s-\tau)\right\rangle=\left\langle\left(\exp i A_{1} \int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right)^{n}\right\rangle \tag{2.3.6}
\end{align*}
$$

Therefore, we get the characteristic functional by the total expectation as follows:

$$
\begin{align*}
\Phi_{\xi}[g] & =\lim _{t \rightarrow \infty}\left\langle\left(\exp i A_{1} \int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right)^{\int_{0}^{t} \mathrm{~d} \tau N_{\tau}}\right\rangle \\
& =\lim _{t \rightarrow \infty} \sum_{n=0}^{\infty} e^{-\lambda \int_{0}^{t} \mathrm{~d} \tau} \frac{1}{n!}\left(\exp i A_{1} \int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right)^{n}  \tag{2.3.7}\\
& =\lim _{t \rightarrow \infty} \exp \left[\lambda \int_{0}^{t} \mathrm{~d} \tau\left(\phi_{A_{1}}\left(\int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right)-1\right)\right] \\
& =\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\phi_{A_{1}}\left(\int_{\tau}^{\infty} \mathrm{d} s g(s) b(s-\tau)\right)-1\right)\right]
\end{align*}
$$

First and foremost, we confirm in below Lemma that the condition for $\xi$ to be a white noise process solely depends on the impulse function $b$ :

Lemma 2.3.1. Let $\xi$ be the GSN process as given in Definition 2.I.I. Then, $\xi$ is not a white noise process unless the impulse function his a Dirac delta function.

Proof. The proof is relatively simple, as we only require to find whether the covariance function of $\xi$ is delta-correlated. In order to do that, let's find the two functional derivatives of $\Phi_{\xi}[g]$ w.r.t. test
functions $g\left(t_{1}\right)$ and $g\left(t_{2}\right)$ :

$$
\begin{align*}
& \frac{\delta^{2} \Phi_{\xi}[g]}{\partial g\left(t_{1}\right) \delta g\left(t_{2}\right)}=\frac{\delta}{\partial g\left(t_{1}\right)}\left\{\frac{\delta}{\partial g\left(t_{2}\right)} \exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\phi_{A_{1}}\left(\int_{\tau}^{\infty} \mathrm{d} s g(s) b(s-\tau)\right)-1\right)\right]\right\} \\
&= \frac{\delta}{\partial g\left(t_{1}\right)}\left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\int_{\tau}^{\infty} \mathrm{d} s \delta\left(s-t_{1}\right) b(s-\tau) \cdot \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{\infty} \mathrm{d} s g(s) h(s-\tau)\right)\right) \Phi_{\xi}[g]\right] \\
&= \frac{\delta}{\partial g\left(t_{1}\right)}\left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\Theta\left(t_{1}-\tau\right) b\left(t_{1}-\tau\right) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{\infty} \mathrm{d} g g(s) b(s-\tau)\right)\right) \Phi_{\xi}[g]\right] \\
&= \lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\Theta\left(t_{1}-\tau\right) b\left(t_{1}-\tau\right) \int_{\tau}^{\infty} \mathrm{d} s \delta\left(s-t_{2}\right) b(s-\tau) \cdot \phi_{A_{1}}^{\prime \prime}\left(\int_{\tau}^{\infty} \mathrm{d} s g(s) b(s-\tau)\right)\right) \Phi_{\xi[g]} \\
&+\frac{\partial \Phi_{\xi}[g]}{\partial g\left(t_{1}\right)} \frac{\partial \Phi_{\xi}[g]}{\partial g\left(t_{2}\right)} \\
&=\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\Theta\left(t_{1}-\tau\right) b\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) b\left(t_{2}-\tau\right) \cdot \phi_{A_{1}}^{\prime \prime}\left(\int_{\tau}^{\infty} \mathrm{d} s(s) b(s-\tau)\right)\right) \Phi_{\xi[g]} \\
&+\frac{\partial \Phi_{\xi}[g]}{\partial g\left(t_{1}\right)} \frac{\partial \Phi_{\xi}[g]}{\partial g\left(t_{2}\right)} . \tag{2.3.8}
\end{align*}
$$

Then the covariance of the GSN process is simply given by letting dividing both sides by $i^{2}$ and letting $g=0$, noting that by construction of the GSN process as in Definition 2.I.I, $\left\langle\xi_{t}\right\rangle=0$ for all $t \geq 0$ :

$$
\begin{equation*}
\left\langle\xi_{t_{1}} \xi_{t_{2}}\right\rangle=\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) b\left(t_{1}-\tau\right) \cdot \Theta\left(t_{2}-\tau\right) b\left(t_{2}-\tau\right) . \tag{2.3.9}
\end{equation*}
$$

Since $\Theta$ are only Heaviside step functions, the only case where Equation (2.3.9) above is deltacorrelated is the case where $h=\delta$, which concludes our proof.

### 2.4 Correlation Functions of GSN processes driven by the Exemplary Impulse

 FunctionsNow that we have the covariance of the GSN process $\xi$, we can now confirm that the below-defined impulse functions are indeed classified into white and colored noise processes.

### 2.4.1 Heaviside Impulse Function

By defining $h(t)=\Theta(t)$, the covariance of $\xi$ simply becomes

$$
\begin{align*}
\left\langle\xi_{t_{1}} \xi_{t_{2}}\right\rangle & =\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{1}-\tau\right) \cdot \Theta\left(t_{2}-\tau\right) \Theta\left(t_{2}-\tau\right) \\
& =\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right)  \tag{2.4.1}\\
& =\lambda\left\langle A_{1}^{2}\right\rangle \min \left\{t_{1}, t_{2}\right\}
\end{align*}
$$

As we established, this is indeed a Markovian noise process; in fact, it is the Compound Poisson process. This can also be visualized in the simulation in Figure 2.8 below. Furthermore, applying Lemma 1.3.I, we get that the covariance of the derivative of $\xi$ is delta-correlated as expected:

$$
\begin{align*}
\left\langle\dot{\xi}_{t_{1}} \dot{\xi}_{2}\right\rangle & =\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{\infty} \frac{\mathrm{d} \Theta\left(t_{1}-\tau\right)}{\mathrm{d} t_{1}} \cdot \frac{\mathrm{~d} \Theta\left(t_{2}-\tau\right)}{\mathrm{d} t_{2}} \\
& =\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{\infty} \mathrm{d} \tau \delta\left(t_{1}-\tau\right) \delta\left(t_{2}-\tau\right)  \tag{2.4.2}\\
& =\lambda\left\langle A_{1}^{2}\right\rangle \delta\left(t_{1}-t_{2}\right) .
\end{align*}
$$

### 2.4.2 Rectangular Impulse Function

For more mathematical rigour, note that one can rewrite the rectangular function $\operatorname{rect}(t ; a, b)$ in terms of Heaviside functions as rect $(t ; a, b)=(b-a)^{-1}(\Theta(t-a)-\Theta(t-b))$. Then, upon applying this definition to the covariance of $\xi$, we can see that $\xi$ is indeed not delta correlated, i.e. not


Figure 2.8: Simulating the GSN process with Heaviside impulse function $b(t)=\Theta(t)$, i.e. the Compound Poisson process. The inset is the plot of the impulse function. We used $\lambda=10$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for our simulation.
white:

$$
\begin{align*}
&\left\langle\xi_{1} \xi_{t_{2}}\right\rangle=\frac{\lambda\left\langle A_{1}^{2}\right\rangle}{b-a} \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) . \\
& \cdot\left(\Theta\left(t_{1}-\tau-a\right)-\Theta\left(t_{1}-\tau-b\right)\right)\left(\Theta\left(t_{2}-\tau-a\right)-\Theta\left(t_{2}-\tau-b\right)\right), \tag{2.4.3}
\end{align*}
$$

Interestingly, the covariance function of $\xi$ resembles that of the Compound Poisson process as in Equation (1.3.18); however, the time delay by coefficients $a$ and $b$ contribute to the colored and non-Markovian nature of $\xi$. This can also be visualized in Figure 2.9, where we simulated the GSN process $\xi$ with $\operatorname{rect}(t ; a=-1 / 2, b=1 / 2)$ as impulse function.


Figure 2.9: Simulating the GSN process with Rectangular impulse function $b(t)=\operatorname{rect}(t$; $a=-1 / 2, b=1 / 2)$. Notice its close resemblance to the Compound Poisson (Markov) process as in Figure 2.8. The inset is the plot of the impulse function. We used $\lambda=10$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for our simulation.

### 2.4.3 Exponentially Decaying Impulse Function

Recall that the exponentially decaying impulse function is defined by $h(t)=\alpha e^{-\alpha t}$, where $\alpha>0$ is the rate of decay. The covariance of $\xi$ is given by:

$$
\begin{align*}
\left\langle\xi_{t_{1}} \xi_{t_{2}}\right\rangle & =\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) \alpha^{2} e^{-\alpha\left(t_{1}-\tau\right)} e^{-\alpha\left(t_{2}-\tau\right)} \\
& =\lambda\left\langle A_{1}^{2}\right\rangle \alpha^{2} e^{-\alpha\left(t_{1}+t_{2}\right)} \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) e^{2 \alpha \tau} \\
& =\lambda\left\langle A_{1}^{2}\right\rangle \alpha^{2} e^{-\alpha\left(t_{1}+t_{2}\right)} \int_{0}^{t_{1} \wedge t_{2}} \mathrm{~d} \tau e^{2 \alpha \tau}  \tag{2.4.4}\\
& =\lambda\left\langle A_{1}^{2}\right\rangle \alpha^{2} e^{-\alpha\left(t_{1}+t_{2}\right)} \frac{e^{2 \alpha\left(t_{1} \wedge t_{2}\right)}-1}{2 \alpha} \\
& =\lambda\left\langle A_{1}^{2}\right\rangle \frac{\alpha}{2}\left(e^{-\alpha\left|t_{1}-t_{2}\right|}-e^{-\alpha\left(t_{1}+t_{2}\right)}\right)
\end{align*}
$$

Notice that the covariance of the GSN process $\xi$ in this case is exactly the covariance of the GenOU process $X$ defined in Equation (I.4.2): $\dot{X}_{t}=-\alpha X_{t}+\alpha \dot{L}_{t}$, where in this instance the constants are $\gamma=\sigma=\alpha$. This is the fundamental outcome of the exponentially decaying impulse function. Due to fact that the GenOU process is very well defined, there is extensive research on colored noises driven by this particular impulse function ${ }^{75} 8797$. In more detail, this correspondence is due to the hierarchical nature of the GSN process $\xi$ per se, on which we will focus extensively in later chapters. For visualization, we have given a simulation of the GSN process in Figure 2.10 below.


Figure 2.10: Realization of the GSN process $\xi$ with exponentially decaying impulse function $b(t)=\alpha e^{-\alpha t}$. The inset is the plot of the impulse function. We used $\alpha=2, \lambda=10$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for simulating the realization.

### 2.4.4 Damped and Oscillating Impulse Function

As explained in previous section, one can relax the strictly decaying condition of the impulse function by introducing oscillation. Recalling our damped oscillating impulse function

$$
\begin{equation*}
h(t)=\frac{\alpha^{2}+\beta^{2}}{\alpha+\beta} e^{-\alpha t}(\sin \beta t+\cos \beta t) \tag{2.4.5}
\end{equation*}
$$

where $\alpha, \beta>0$. Therefore, the covariance function of $\xi$ driven by this impulse function is given by:

$$
\begin{align*}
& \left\langle\xi_{t_{1}} \xi_{t_{2}}\right\rangle \\
& =\left(\frac{\alpha^{2}+\beta^{2}}{\alpha+\beta}\right)^{2} e^{-\alpha\left(t_{1}+t_{2}\right)} \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) e^{2 \alpha \tau}\left[\sin \beta\left(t_{1}-\tau\right)+\cos \beta\left(t_{1}-\tau\right)\right] \\
& \cdot\left[\sin \beta\left(t_{2}-\tau\right)+\cos \beta\left(t_{2}-\tau\right)\right] \\
& =\left(\frac{\alpha^{2}+\beta^{2}}{\alpha+\beta}\right)^{2} e^{-\alpha\left(t_{1}+t_{2}\right)} \int_{0}^{t_{1} \wedge t_{2}} \mathrm{~d} \tau e^{2 \alpha \tau}\left[\sin \beta\left(t_{1}-\tau\right)+\cos \beta\left(t_{1}-\tau\right)\right]\left[\sin \beta\left(t_{2}-\tau\right)+\cos \beta\left(t_{2}-\tau\right)\right] \\
& =\frac{\alpha^{2}+\beta^{2}}{2 \alpha(\alpha+\beta)^{2}}\left[\left(\alpha^{2}+\beta^{2}\right)\left(e^{-\alpha\left|t_{1}-t_{2}\right|}-e^{\alpha\left(t_{1}+t_{2}\right)}\right) \cos \beta\left|t_{1}-t_{2}\right|-\alpha\left(\beta \cos \beta\left(t_{1}+t_{2}\right)+\alpha \sin \beta\left(t_{1}+t_{2}\right)\right)\right. \\
& \left.\quad+\alpha e^{-\alpha\left|t_{1}-t_{2}\right|}\left(\beta \cos \beta\left|t_{1}-t_{2}\right|+\alpha \sin \beta\left|t_{1}-t_{2}\right|\right)\right] \tag{2.4.6}
\end{align*}
$$

By directly checking their covariance, we can be certain that the noise process $\xi$ is indeed colored, with simulation given in Figure 2.1 I below.

Our last example will be to define another smooth yet non-decaying impulse function: the sigmoid kernel.


Figure 2.11: Realization of the GSN process $\xi$ with damped and oscillating impulse function $b(t)=$ $\left(\alpha^{2}+\beta^{2}\right) /(\alpha+\beta) e^{-\alpha t}(\sin \beta t+\cos \beta t)$. The inset is the plot of the impulse function, where we chose a large $\beta$ to promote oscillation within this time range. We used $\alpha=4, \beta=15, \lambda=10$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for simulating the realization.

### 2.4.5 Sigmoid Impulse Function

The sigmoid function is defined by:

$$
\begin{equation*}
h(t)=\frac{e^{\alpha t}}{1+e^{\alpha t}} \tag{2.4.7}
\end{equation*}
$$

As detailed in Section 2.2, the sigmoid function is an important tool to approximate the Heaviside step function in continuous form. Let's see how the covariance of $\xi$ behaves with this impulse function:

$$
\begin{align*}
&\left\langle\xi_{t_{1}} \xi_{t_{2}}\right\rangle= e^{\alpha\left(t_{1}+t_{2}\right)} \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right) \frac{e^{-2 \alpha \tau}}{\left(1+e^{\alpha\left(t_{1}-\tau\right)}\right)\left(1+e^{\alpha\left(t_{2}-\tau\right)}\right)} \\
&= e^{\alpha\left(t_{1}+t_{2}\right)} \int_{0}^{t_{1} \wedge t_{2}} \mathrm{~d} \tau  \tag{2.4.8}\\
&=\frac{1}{\left(1+e^{\alpha\left(t_{1}-\tau\right)}\right)\left(1+e^{\alpha\left(t_{2}-\tau\right)}\right)} \\
& \alpha\left(e^{\alpha t_{1}}-e^{\alpha t_{2}}\right)-e^{\alpha t_{2}}\left(\ln \left(1+e^{\alpha t_{1}}\right)-\ln \left(e^{\alpha t_{1}}+e^{\alpha\left(t_{1} \wedge t_{2}\right)}\right)+\alpha\left(t_{1} \wedge t_{2}\right)\right) \\
&\left.\quad+e^{\alpha t_{1}}\left(\ln \left(1+e^{\alpha t_{2}}\right)-\ln \left(e^{\alpha t_{2}}+e^{\alpha\left(t_{1} \wedge t_{2}\right)}\right)+\alpha\left(t_{1} \wedge t_{2}\right)\right)\right]
\end{align*}
$$

The resulting covariance is clearly not delta-correlated, hence $\xi$ is indeed a colored noise. The simulation of $\xi$ together with the impulse function embedded is given in Figure 2.12.

Next, we will outline 3 broad classifications of impulse functions that will be useful in further analyzing the GSN process in Chapter 3 and finding the solutions for the optimal paths of the position process $X$ in Chapter 4.

### 2.5 Classification of Impulse Functions

Throughout this chapter, we have deeply analyzed how the impulse function directly changes the behavior of the GSN process. In this section, we will categorize the impulse functions into 3 major groups: left-tailed, right-tailed and hierarchical.


Figure 2.12: Realization of the GSN process $\xi$ with sigmoid impulse function $b(t)=e^{\alpha t} /\left(1+e^{\alpha t}\right)$. The inset is the plot of the impulse function. We used $\alpha=4, \lambda=10$ and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ for our simulating the realization.

### 2.5.I Left-Tailed Impulse Functions

The left tailed impulse functions are, as the name suggests, asymptotically zero from their left tails. In more mathematical rigor, a impulse function $b$ is left-tailed if $\lim _{t \rightarrow 0} b(t)=0$. From our candidate impulse functions, the Heaviside step function and the sigmoid function are examples of left-tailed kernels.

### 2.5.2 Right-Tailed Impulse Functions

The right-tailed impulse functions are, on contrast, asymptotically zero from their right tails, i.e. $\lim _{t \rightarrow \infty} h(t)=0$. In this case, candidate impulse functions such as the exponential decay function and the damped and oscillating function are examples of right-tailed impulse functions.

As we haven't categorized any asymptotics on their right tail, left-tailed impulse functions are not integrable through time; examples include the Heaviside step function and the sigmoid function,
where both of their integrals diverge at infinity.
On the contrary, right-tailed impulse functions can be globally integrable through time if they are bounded everywhere on $[0, \infty[$. Therefore, both exponential decay function and the damped and oscillating function are integrable impulse functions; a counterexample could be a power law decay impulse function, $h(t)=t^{-a}$ for $a>0$, where it is a right-tailed but not integrable on $[0, \infty$ [ due to singularity at $t=0$.

Both globally integrable and globally not integrable impulse functions give rise to very interesting asymptotic properties of the GSN process. We will go through them in detail in Chapter 3.

Lastly, we identify the third and highly important class of impulse functions.

### 2.5.3 $n$-th Hierarchy Impulse Functions

This third class of impulse functions can be simply defined as any impulse function $b$ that obeys a linear and homogeneous $n$-th order ODE; i.e., with suitable initial conditions, any function $b$ that is a unique solution of the IVP:

$$
\begin{equation*}
\sum_{i=0}^{n} c_{i} b^{(i)}(t)=0, \quad b^{(i)}(0)=a_{i} \tag{2.5.1}
\end{equation*}
$$

is an $n$-th hierarchy impulse function, where $h^{(i)}$ is the $i$-th time derivative of $h, c_{i} \in \mathbb{R}$ are constant coefficients and $a_{i} \in \mathbb{R}$ are suitable initial conditions.

For example, from our candidate impulse functions, the exponentially decaying function, $h(x)=$ $\alpha e^{-\alpha x}$ is a first hierarchy impulse function, as it is the solution of the first order linear homogeneous ODE: $\dot{h}(t)+\alpha h(t)=0$ with initial condition $b(0)=\alpha$.

Furthermore, the damped oscillating function,

$$
\begin{equation*}
h(t)=\frac{\alpha^{2}+\beta^{2}}{\alpha+\beta} e^{-\alpha t}(\sin \beta t+\cos \beta t), \tag{2.5.2}
\end{equation*}
$$

is a 2 nd hierarchy impulse function. By the unique solution, the characteristic roots of the ODE are $r=\alpha \pm \beta i$. This implies that the characteristic equation of the ODE is of the form:

$$
\begin{equation*}
(r-\alpha-\beta i)(r-\alpha+\beta i)=(r-\alpha)^{2}+\beta^{2}=r^{2}-2 \alpha r+\alpha^{2}+\beta^{2}=0 . \tag{2.5.3}
\end{equation*}
$$

Therefore the resulting linear homogeneous initial value problem becomes:

$$
\begin{equation*}
b^{\prime \prime}(t)-2 \alpha b^{\prime}(t)+\left(\alpha^{2}+\beta^{2}\right) b(t)=0, \quad b(0)=1, b^{\prime}(0)=\beta-\alpha . \tag{2.5.4}
\end{equation*}
$$

The $n$-th hierarchy impulse functions will be highly useful to find the Markovian correspondence of the Langevin equations due to the hierarchical nature of the corresponding GSN processes $\xi$.

Now that we showed how the impulse function affects the color of the noise process $\xi$, we can now focus on finding the characteristics of the position process $X$ driven by the LE as in Equation (I.4.I).

### 2.6 Characteristics of the Position Process Driven by the Langevin Equa-

 TIONIn this section, we now apply our knowledge of the GSN process to the LE as in Equation (1.4.1).
First and foremost, the potential $V$ plays an important role in finding the CFal of $X$ from $\xi$. In detail, if we were to assume the LE is, in fact, an ordinary differential equation, i.e. $\dot{x}(t)=$ $-V^{\prime}(x(t))+f(t)$ for some function $f$, then we observe that the resulting ODE for $\dot{x}$ is nonlinear unless the function $V$ is parabolic, where it can be solved easily under suitable initial condition.

This is exactly the case for an interesting article by Caceres \& Budini in $1997^{99}$. In their paper, the authors postulate that the CFal relationship between $X$ and $\xi$ can only be found in closed form solution if the potential $V$ is harmonic, i.e. $V(x)=\gamma x^{2} / 2$ for some positive $\gamma$. Under this condi-
tion, the authors have proven in Equation (2.3) of their paper ${ }^{99}$ that given the LE with harmonic potential, i.e. $\dot{X}_{t}=-\gamma X_{t}+\xi_{t}$, the following relationship exists between the CFals of $X$ and $\xi$ :

$$
\begin{equation*}
\Phi_{X}[g]=\Phi_{\xi}\left[e^{\gamma t} \int_{t}^{\infty} \mathrm{d} s g(s) e^{-\gamma s}\right] . \tag{2.6.1}
\end{equation*}
$$

Due to its similarity in the definition of the [Markovian] OU process, we will call the solution of the LE $\dot{X}_{t}=-\gamma X_{t}+\xi_{t}$ with GSN $\xi$ the Non-Markovian Ornstein-Ublenbeck Process.

Therefore, plugging the inner test function of $\Phi_{\xi}$ in Equation (2.6.1) to its definition in Equation (2.3.7) yields the CFal of $X$ for any impulse function $b$ under harmonic potential:

$$
\begin{equation*}
\Phi_{X}[g]=\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\phi_{A_{1}}\left(\int_{\tau}^{\infty} \mathrm{d} t h(t-\tau) e^{\gamma t t} \int_{t}^{\infty} \mathrm{d} s e^{-\gamma s} g(s)\right)-1\right)\right] \tag{2.6.2}
\end{equation*}
$$

From Equation (2.6.2), one can retrieve the autocovariances of $X$ by taking the variational derivative twice:

$$
\begin{align*}
& \frac{\delta^{2} \Phi_{X}[g]}{\delta g\left(t_{1}\right) \partial g\left(t_{2}\right)}=\frac{\delta}{\delta g\left(t_{2}\right)}\left\{\lambda \int_{0}^{\infty} \mathrm{d} \tau \int_{\tau}^{\infty} \mathrm{d} t h(t-\tau) e^{\gamma t} \int_{\tau}^{\infty} \mathrm{d} s e^{-\gamma s} \delta\left(s-t_{1}\right) .\right. \\
& \left.\cdot \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{\infty} \mathrm{d} t h(t-\tau) e^{\gamma t} \int_{t}^{\infty} \mathrm{d} s e^{-\gamma s} g(s)\right) \Phi_{X}[g]\right\} \\
& =e^{-\gamma t_{1}} \frac{\delta}{\delta g\left(t_{2}\right)}\left\{\lambda \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \int_{\tau}^{t_{1}} \mathrm{~d} t h(t-\tau) e^{\gamma t^{\prime}} .\right. \\
& \left.\cdot \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{\infty} \mathrm{d} t h(t-\tau) e^{\gamma t} \int_{t}^{\infty} \mathrm{d} s e^{-\gamma s} g(s)\right) \Phi_{X}[g]\right\} \\
& =e^{-\gamma\left(t_{1}+t_{2}\right)}\left\{\lambda \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right)\left(\int_{\tau}^{t_{1}} \mathrm{~d} t h(t-\tau) e^{\gamma t}\right)\left(\int_{\tau}^{t_{2}} \mathrm{~d} t h(t-\tau) e^{\gamma t}\right)\right. \\
& \left.\cdot \phi_{A_{1}}^{\prime \prime}\left(\int_{\tau}^{\infty} \mathrm{d} t h(t-\tau) e^{\gamma t t} \int_{t}^{\infty} \mathrm{d} s e^{-\gamma s} g(s)\right) \Phi_{X}[g]\right\}+\frac{\delta \Phi_{X}[g]}{\partial g\left(t_{1}\right)} \frac{\partial \Phi_{X}[g]}{\partial g\left(t_{2}\right)}, \tag{2.6.3}
\end{align*}
$$

Therefore, by Equation (1.1.7) the autocovariance of $X$ is given by:

$$
\begin{equation*}
\left\langle X_{t_{1}} X_{t_{2}}\right\rangle=\lambda\left\langle A_{1}^{2}\right\rangle e^{-\gamma\left(t_{1}+t_{2}\right)} \int_{0}^{\infty} \mathrm{d} \tau \Theta\left(t_{1}-\tau\right) \Theta\left(t_{2}-\tau\right)\left(\int_{\tau}^{t_{1}} \mathrm{~d} t h(t-\tau) e^{\gamma t}\right)\left(\int_{\tau}^{t_{2}} \mathrm{~d} t h(t-\tau) e^{\gamma t}\right) \tag{2.6.4}
\end{equation*}
$$

Evidently, defining $g(t)=\theta \delta(T-t)$ and plugging in to the CFal of $X$ in Equation (2.6.2) will yield $\phi_{X}(\theta, T)$, the CF of $X$ at time $T$ :

$$
\begin{align*}
\phi_{X}(\theta, T) & =\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\phi_{A_{1}}\left(\theta \int_{\tau}^{\infty} \mathrm{d} t h(t-\tau) e^{\gamma t} \int_{t}^{\infty} \mathrm{d} s \delta(T-s) e^{-\gamma s}\right)-1\right)\right] \\
& =\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\phi_{A_{1}}\left(\theta \int_{\tau}^{\infty} \mathrm{d} t h(t-\tau) e^{\gamma t} \Theta(T-t) e^{-\gamma T}\right)-1\right)\right] \\
& =\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\phi_{A_{1}}\left(\theta \Theta(T-\tau) \int_{\tau}^{T} \mathrm{~d} t h(t-\tau) e^{\gamma(t-T)}\right)-1\right)\right]  \tag{2.6.5}\\
& =\exp \left[\lambda \int_{0}^{T} \mathrm{~d} \tau \phi_{A_{1}}\left(\theta \int_{\tau}^{T} \mathrm{~d} t h(t-\tau) e^{\gamma(t-T)}\right)-\lambda T\right]
\end{align*}
$$

Lastly, one can take the Inverse Fourier Transform (IFT) of $\phi_{X}$ to get the PDF of the position process, denoted by $\mathbb{P}_{X}$, either analytically or numerically, depending on the selected impulse function $b$ as well as distribution of iid jump amplitudes $A_{1}$ :

$$
\begin{equation*}
\mathbb{P}_{X}(x, T)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \omega e^{-i \omega x} \phi_{X}(\omega, T) \tag{2.6.6}
\end{equation*}
$$

Now that the PDF of $X$ can be found via its CF, we now simulate the LE of $X$ via harmonic potential, where various candidate impulse functions for the GSN process $\xi$ will be used.

The simulation results for 4 candidate impulse functions for the GSN process $\xi$ driving the harmonic LE $\dot{X}_{t}=-\gamma X_{t}+\xi_{t}:$

1. Dirac Delta: $h(t)=\delta(t)$;
2. Exponential decay: $h(t)=\alpha e^{-\alpha t}$;
3. Damped oscillator: $h(t)=\left(\alpha^{2}+\beta^{2}\right) /(\alpha+\beta) e^{-\alpha t}(\sin \beta t+\cos \beta t)$;
4. Sigmoid: $h(t)=e^{\alpha t} /\left(1+e^{\alpha t}\right)$.

The first function is used as a control, as the resulting position process $X$ is the GenOU process which is Markovian and widely analyzed. The second and third functions are respectively classified as first and second hierarchy and right-tailed impulse functions, as detailed in Section 2.5. The first candidate is a left-tailed non-integrable impulse function. The numerical solution of PDF derived by the IFT of the CF of $X$ as given in Equation (2.6.5) is plotted against the simulations obtained by Monte Carlo in Figure 2.13 and Figure 2.14 in logarithmic scale. The results indicate some inter-


Figure 2.13: Plots of the PDF of $X_{t}$ at $t=5$. Scatter plots are simulations obtained by Monte Carlo method with 7,000 iterations and the resulting histogram is split into 23 equal bins. Lines are results obtained numerically via IFT of the CF with Dirac Delta (Delta) (where $X$ becomes the GenOU process), exponentially decaying (ExpD), damped oscillatory (DampOsc) and Sigmoid impulse functions. We used $\alpha=2, \beta=5, \lambda=10, A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ and $\gamma=1$ for calculating the PDF's.


Figure 2.14: Plots of the log-scale PDF of $X_{t}$ at $t=5$. Scatter plots are simulations obtained by Monte Carlo method with 7,000 iterations and the resulting histogram is split into 23 equal bins. Lines are analytic results obtained numerically via IFT of the CF with Dirac Delta (Delta) (where $X$ becomes the GenOU process), exponentially decaying (ExpD), damped oscillatory (DampOsc) and Sigmoid impulse functions. We used $\alpha=2, \beta=5, \lambda=10, A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ and $\gamma=1$ for calculating the PDF's.
esting behaviors of the position process $X$. First and foremost, the rate of diffusion varies greatly for different impulse functions and their coefficients. We observe that the GenOU has faster diffusion than both ExpD and DampOsc cases; however, the Sigmoid function greatly took over the diffusion rate, where we observe a larger sample space of probabilities.

Although the diffusion rates can be compromised between the ExpD, DampOsc and GenOU cases by perturbing their coefficients, it is evident that the left-tailed impulse functions have a higher span of diffusion.

We can further witness this diffusive behavior by taking a look at their Mean Squared Displacements (MSD). The MSD of a s.p. $X$ is simply given by its autocovariance in Equation (2.6.4):

$$
\begin{align*}
\operatorname{MSD}(t) & =\left\langle X_{t}^{2}\right\rangle=\left.\left\langle X_{t_{1}} X_{t_{2}}\right\rangle\right|_{t_{1}=t_{2}=t} \\
& =\lambda\left\langle A_{1}^{2}\right\rangle e^{-2 \gamma t} \int_{0}^{t} \mathrm{~d} \tau\left(\int_{\tau}^{t} \mathrm{~d} s h(s-\tau) e^{\gamma s}\right)^{2} \tag{2.6.7}
\end{align*}
$$

By computing its MSD, a s.p. $X$ is said to be:

- sub-diffusive if $M S D(t) \propto t^{a}$ for $0<a<1$.
- diffusive if $M S D(t) \propto t$
- superdiffusive if $M S D(t) \propto t^{a}$ for $a>1$.

The GenOU process is widely known to be sub-diffusive; this can be easily verified by its autocovariance in Equation (1.4.4) (also subsequently in Equation (2.4.4)). Again using the GenOU process as control, we observe that the resulting MSD's of $X$ driven by colored noise show an interchange between different diffusive behaviors. The position process $X$ under ExpD and DampOsc impulse functions start off as super-diffusive, but later switch to sub-diffusion. On the other hand, the position process $X$ under Sigmoid impulse function starts off as super-diffusive, then later switches
to normal diffusion. This change of behaviors can be visualized in Figure 2.15, where we split the figure into 2 plots to better see the change in diffusion behavior.


Figure 2.15: Logarithmic plot of the MSD simulations of the position process $X$ as the solution of $\dot{X}_{t}=-\gamma X_{t}+\xi_{t}$, where $\xi$ is the GSN process with Dirac Delta (Delta) (where $X$ becomes the GenOU process), exponentially decaying (ExpD), damped oscillatory (DampOsc) and Sigmoid impulse functions. The black curves in the bottom plot are analytic solutions of the MSD's via Equation (2.6.4) that fit the simulations. We used $\alpha=2, \beta=5, \lambda=10, A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$ and $\gamma=1$ for the simulations.

### 2.7 Chapter Review

In this chapter, we have defined the GSN process in detail, where we focused on how the impulse function generates memory per se and yields either white or colored noise processes. We also established that different candidate functions cause a wide range of interesting behaviors, such as the change in diffusion behavior for the position process $X$

We note that due to the non-linear nature governing the LE, any potential $V$ other than the harmonic potential is next to impossible to solve via this CFal correspondence approach. The linear correspondence between $X$ and $\xi$ is necessary to obtain the CFal of $X$ (hence $V$ has to be quadratic), from which the PDF can be extracted via IFT. Higher-order $V$ 's are currently impossible to solve analytically; in order to find the CFal of $X$ under, say, double-well potential (hence $V$ is a polynomial of order 4), one first has to analytically solve Abel's equation of the first kind to find the CFal relationship. Although there are extensive attempts to solve Abel's equation of the first kind (cf. ${ }^{98}$ ), this is still one of the most prominent open questions in mathematics.

However, there are some other intricate methods to find the PDF of the position process $X$ : via the Master Equation or the Path Integral approach.

Particularly in the next chapter, we would like to point out one of our most important outcomes, where we will use two methods to find the Master Equation of the LE. The first outcome will be the somewhat standardized method to find Master Equations, the Ito's approach ${ }^{68}$. The second one will be the non-Markovian way to find Master Equations provided by Hanggi ${ }^{74}$.

Shakuntala Devi

## Further Results on the GSN process

This chapter of our thesis will consist of our new findings on the GSN process, where we will use the definitions and properties mentioned in the previous chapters of our thesis to establish the recursive nature of the GSN process with respect to its time derivative, which is colored depending on the nature of $h$ as outlined in Section 2.5. This property of the GSN process will be a very useful tool to find the optimal path and action of the position processes.

Next, we will derive the time evolution equation (aka Master Equation (ME)) of the position process $X$ driven via the LE entailed in Equation (o.0.2). As defined in our Chapter I of our thesis, the Master Equation is another useful method of finding the PDF of $X$,the other being the CFal method as detailed in Chapter 2.

We will then end this chapter by deriving the asymptotic and limiting distributions of the GSN process and show that under certain conditions, the GSN process converges to either white noise processes, non-Markovian Gaussian processes, or general Markov processes. This convergence to a wide array of classes of stochastic processes shows the fundamental and relaxed properties and vast potential applications of the GSN process.

## 3.i Time Derivative and Hierarchical Nature of the GSN Process

Recall from Equation (o.o.2) that we have trying to solve the following dynamical system:

$$
\begin{align*}
\frac{\mathrm{d} X_{t}}{\mathrm{~d} t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t}, \\
\xi_{t} & =\sum_{i=1}^{N_{t}} A_{i} b\left(t-T_{i}\right), \tag{3.1.1}
\end{align*}
$$

with potential $V$ and impulse function $h$. Depending on the class of impulse functions, the GSN process $\xi$ exhibits a mixture of continuous and discontinuous processes.

We will aim to show this using the time derivative of $\xi_{t}{ }^{i}$. In general sense, the time derivative of $\xi$

[^10]forms another s.p. $\dot{\xi}$, where each of its realizations $\dot{\xi}_{t}$ is defined by:
\[

$$
\begin{equation*}
\dot{\xi}_{t}:=\lim _{s \rightarrow 0} \frac{1}{s}\left(\xi_{t+s}-\xi_{t}\right) \tag{3.1.3}
\end{equation*}
$$

\]

By the $\mathbb{P}$-additivity of the Poisson process, we can indeed find the sole form solution as follows:

$$
\begin{align*}
\dot{\xi}_{t} & =\frac{\mathrm{d} \xi_{t}}{\mathrm{~d} t}=\lim _{s \rightarrow 0}\left(\sum_{i=1}^{N_{t}-} A_{i} \frac{h\left(t+s-T_{i}\right)-b\left(t-T_{i}\right)}{s}+\frac{1}{s} \sum_{i=N_{t^{-}+1}}^{N_{t+s}} A_{i} b\left(t+s-T_{i}\right)\right) \\
& =\sum_{i=1}^{N_{t^{-}}} A_{i} \dot{b}\left(t-T_{i}\right)+\lim _{s \rightarrow 0} \frac{1}{s} \sum_{i=1}^{N_{t+s}-N_{t^{-}}} A_{i+N_{t^{-}}} h\left(t+s-T_{i+N_{t^{-}}}\right)  \tag{3.1.4}\\
& =\sum_{i=1}^{N_{t^{-}}} A_{i} \dot{b}\left(t-T_{i}\right)+A_{N_{t^{-}}} b\left(t-T_{N_{t^{-}}}\right) \frac{\mathrm{d} N_{t}}{\mathrm{~d} t} \\
& =\sum_{i=1}^{N_{t^{-}}} A_{i} \dot{b}\left(t-T_{i}\right)+A_{N_{t^{-}}} b(0) \frac{\mathrm{d} N_{t}}{\mathrm{~d} t},
\end{align*}
$$

as in the last step, since $\left\{T_{i}\right\}$ are arrival times, which are ordered collection of random variables, we have that $t=T_{N_{t}}$ almost surely. This results in $b\left(t-T_{N_{t}}\right)=h(0)$ almost surely.

We can also rewrite $\dot{\xi}_{t}$ in SDE form by multiplying both sides by $\mathrm{d} t$,

$$
\begin{equation*}
\mathrm{d} \xi_{t}=\sum_{i=1}^{N_{t^{-}}} A_{i} \dot{b}\left(t-T_{i}\right) \mathrm{d} t+A_{N_{t^{-}}} b(0) \mathrm{d} N_{t} . \tag{3.1.5}
\end{equation*}
$$

If $h$ is not differentiable, then the SDE of $\xi$ will instead be of the following form:

$$
\begin{equation*}
\mathrm{d} \xi_{t}=\sum_{i=1}^{N_{t^{-}}} A_{i} \mathrm{~d} h\left(t-T_{i}\right)+A_{N_{t^{-}}} h(0) \mathrm{d} N_{t} . \tag{3.1.6}
\end{equation*}
$$

The differentiability of $h$ plays a key role in defining the jump size of $\xi_{t}$. For general kernel function
$b$ with discontinuities, the jump size is defined by:

$$
\begin{equation*}
\Delta \xi_{t}=\sum_{i=1}^{N_{t^{-}}} A_{i} \Delta h\left(t-T_{i}\right)+A_{N_{t^{-}}-} b(0) \Delta N_{t} . \tag{3.1.7}
\end{equation*}
$$

Notice that the summation term containing $\Delta h$ vanishes if $h$ is differentiable, yielding $\Delta \xi_{t}=$ $A_{N_{t}-} h(0) \Delta N_{t}$, the jump size of the Compound Poisson process as in Definition I.2.2 multiplied by $h(0)$.

Therefore, we can draw two conclusions on the behavior of $\xi_{t}$ : if $h$ is differentiable at least once, then
I. The $\operatorname{SDE}$ governing $\xi_{t}$ as in (3.1.5) will have a purely continuous drift term, and a càdlàg ii jump term;
2. The jump size of the GSN process $\Delta \xi_{t}$ depends only on the [Markovian] Compound Poisson jump size $A_{N_{t^{-}}} \Delta N_{t}$ and is independent from the path of $\xi_{t}$.

Throughout this thesis, we will assume that the impulse function $b$ is differentiable, or in its broadest term, its distributional derivative exists iii.

Notice further that the $\operatorname{SDE}$ of $\xi_{t}$ in Equation (3.1.5) can be categorized into two main processes, a dependent GSN process, ${ }^{(1)} \xi$, and an independent Compound Poisson process $Y$ :

[^11]More mathematical rigour on calculus for distributions can be inferred from ${ }^{63}$.

Now, one can iterate the differentiation steps in Equation (3.1.4) to get the SDE for ${ }^{(1)} \xi_{t}$ :

$$
\begin{equation*}
\mathrm{d}^{(1)} \xi_{t}=\sum_{i=1}^{N_{t^{-}}} A_{i} \mathrm{~d} \dot{b}\left(t-T_{i}\right)+A_{N_{t^{-}}} \dot{\bar{b}}(0) \mathrm{d} N_{t} . \tag{3.1.9}
\end{equation*}
$$

If $b$ is twice differentiable, then we get $\mathrm{d} \dot{b}\left(t-T_{i}\right)=\ddot{b}\left(t-T_{i}\right) \mathrm{d} t$. Interestingly, for the $\operatorname{SDE}$ of ${ }^{(1)} \xi_{t}$ we get another GSN process, ${ }^{(2)} \xi$ and the same Compound Poisson process $Y$ :

$$
\begin{equation*}
\mathrm{d}^{(1)} \xi_{t}=\underbrace{\sum_{i=1}^{N_{t}-} A_{i} \ddot{b}\left(t-T_{i}\right)}_{(2) \xi_{t}} \mathrm{~d} t+\dot{b}(0) \underbrace{A_{N_{t}-} \mathrm{d} N_{t}}_{\mathrm{d} Y_{t}} . \tag{3.1.10}
\end{equation*}
$$

Therefore, rewriting the original GSN process $\xi={ }^{(0)} \xi$ for easier writing, given a smooth impulse function $b$ over $\mathbb{R}$, we get a infinite order hierarchical system of SDE's for the GSN process $\xi$ :

$$
\begin{gather*}
\mathrm{d}^{(0)} \xi_{t}={ }^{(1)} \xi_{t} \mathrm{~d} t+h(0) \mathrm{d} Y_{t} \\
\mathrm{~d}^{(1)} \xi_{t}={ }^{(2)} \xi_{t} \mathrm{~d} t+\dot{b}(0) \mathrm{d} Y_{t} \\
\mathrm{~d}^{(2)} \xi_{t}=  \tag{3.I.II}\\
{ }^{(3)} \xi_{t} \mathrm{~d} t+\ddot{b}(0) \mathrm{d} Y_{t} \\
\vdots \\
\mathrm{~d}^{(n-1)} \xi_{t}={ }^{(n)} \xi_{t} \mathrm{~d} t+b^{(n-1)}(0) \mathrm{d} Y_{t}, \\
\vdots
\end{gather*}
$$

where each GSN process ${ }^{(n)} \xi$ is defined by the following realization:

$$
\begin{equation*}
{ }^{(n)} \xi_{t}=\sum_{i=1}^{N_{t}} A_{i} b^{(n)}\left(t-T_{i}\right) \tag{3.1.12}
\end{equation*}
$$

Notice that given a general LE for $X, \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$, where $\xi_{t}$ is defined by the hierarchy in

Equation (3.I.II) (in LE form) with smooth function $b$ :

$$
\begin{aligned}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+{ }^{(0)} \dot{\xi}_{t} \\
(0) \dot{\xi}_{t} & ={ }^{(1)} \xi_{t}+h(0) \dot{Y}_{t} \\
{ }^{(1)} \dot{\xi}_{t} & ={ }^{(2)} \xi_{t}+\dot{b}(0) \dot{Y}_{t} \\
\left(^{(2)} \dot{\xi}_{t}\right. & ={ }^{(3)} \xi_{t}+\ddot{b}(0) \dot{Y}_{t} \\
& \vdots \\
(n-1) \dot{\xi}_{t} & ={ }^{(n)} \xi_{t}+b^{(n-1)}(0) \dot{Y}_{t},
\end{aligned}
$$

the joint tuple $\left(X,{ }^{(0)} \dot{\xi},{ }^{(1)} \xi,,^{(2)} \xi, \ldots,{ }^{(n)} \xi, \ldots\right)$ forms an infinite dimensional Markov process. This means that if we define an infinite dimensional stochastic process $\vec{Z}$ with realization $\vec{Z}_{t}=$ $\left(X_{t},{ }^{(0)} \dot{\xi}_{t},{ }^{(1)} \xi_{t},{ }^{(2)} \xi_{t}, \ldots,{ }^{(n)} \xi_{t}, \ldots\right)$, then, by extension of Theorem I.3.1, $\vec{Z}_{\text {is a Markov process }}$ if and only if its realization is a solution of the Langevin Equation $\dot{\vec{Z}}_{t}=\vec{F}\left(\vec{Z}_{t}\right)+\dot{\vec{Y}}_{t}$, where $\vec{F}$ is an infinite dimensional smooth function and $\dot{\vec{Y}}_{t}$ is an infinite dimensional vector of white noise processes.

One can write the LE in Equation (3.1.13) in matrix form by defining infinite dimensional vectors $\vec{\Xi}_{t}=\left({ }^{(0)} \xi_{t},{ }^{(1)} \xi_{t},{ }^{(2)} \xi_{t}, \ldots,{ }^{(n-1)} \xi_{t}, \ldots\right)^{\top}$ and $\vec{\eta}=\left(b(0), \dot{b}(0), \ddot{b}(0), \ldots, b^{(n-1)}(0), \ldots\right)^{\top}$. Then, the LE can be rewritten as follows,

$$
\begin{align*}
& \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+{ }^{(0)} \dot{\xi}_{t} \\
& \dot{\vec{\Xi}}_{t}=\mathbf{A} \vec{\Xi}_{t}+\vec{\eta} \dot{L}_{t}, \tag{3.1.14}
\end{align*}
$$

where $\mathbf{A}$, the coefficient matrix, is an infinite dimensional matrix given by:

$$
\mathbf{A}=\left(\begin{array}{cccccccc}
0 & 1 & 0 & 0 & \ldots & 0 & 0 & \ldots  \tag{3.1.15}\\
0 & 0 & 1 & 0 & \ldots & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & \ldots & 0 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
0 & 0 & 0 & 0 & \ldots & 1 & 0 & \ldots \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots
\end{array}\right)
$$

Furthermore, we can define the vectors $\vec{Z}_{t}:=\left(X_{t}, \vec{\Xi}_{t}\right)^{\top}$ and $\vec{Y}_{t}:=(0, \vec{\eta})^{\top} Y_{t}$. Then, given an infinite dimensional function $\vec{F}$ :

$$
\begin{equation*}
\vec{F}: \mathbb{R}^{\infty} \rightarrow \mathbb{R}^{\infty} \tag{3.1.16}
\end{equation*}
$$

we can define $\vec{F}\left(\vec{Z}_{t}\right):=\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}, \mathrm{~A} \vec{\Xi}_{t}\right)^{\top}$ and rewrite the LE in vector form $\vec{Z}$ as follows:

$$
\begin{equation*}
\dot{\vec{Z}}_{t}=\vec{F}\left(\vec{Z}_{t}\right)+\dot{\vec{Y}}_{t} \tag{3.1.17}
\end{equation*}
$$

where $\dot{\vec{Y}}$ is now the PWN process multiplied by coefficient vector $\vec{\eta}$. Therefore, by Theorem I.3.I, Equation (3.1.17) is an infinite dimensional Markov process with Markovian tuple $\left.Z=\left(X, \xi,,^{1}\right) \xi, \ldots,{ }^{(n)} \xi, \ldots\right)$.

One way of reducing the dimension of the Markovian tuple is by specifically defining the impulse function $b$. Recall in to our classification in Section 2.5 that given an $n$-th hierarchy impulse function $b$ as the solution of the linear IVP:

$$
\begin{equation*}
\sum_{i=0}^{n} c_{i} b^{(i)}(t)=0, \quad b^{(i)}(0)=a_{i} \tag{3.1.18}
\end{equation*}
$$

where $c_{i}, a_{i} \in \mathbb{R}$ are constant coefficients. Then, rewriting the largest order of $b$ independently, we get that $b^{(n)}(t)=\left(\sum_{i=0}^{n-1} c_{i} b^{(i)}(t)\right) / c_{n}$. For simpler writing, we can assume without loss of generality that $c_{n}=-1$. Therefore, one can rewrite the realization of ${ }^{(n)} \xi$ as follows:

$$
\begin{align*}
(n) \xi_{t} & =\sum_{i=1}^{N_{t}} A_{i} b^{(n)}\left(t-T_{i}\right)=\sum_{i=1}^{N_{t}} A_{i} \sum_{j=0}^{n-1} c_{j} b^{(j)}\left(t-T_{i}\right) \\
& =\sum_{j=0}^{n-1} c_{j} \sum_{i=1}^{N_{t}} A_{i} b^{(j)}\left(t-T_{i}\right)  \tag{3.1.19}\\
& =\sum_{j=0}^{n-1} c_{j} \cdot{ }^{(j)} \xi_{t} .
\end{align*}
$$

Therefore, the hierarchical SDE of $\xi$ will be reduced to a finite order:

$$
\begin{align*}
\mathrm{d}^{(0)} \xi_{t}= & { }^{(1)} \xi_{t} \mathrm{~d} t+b(0) \mathrm{d} Y_{t} \\
\mathrm{~d}^{(1)} \xi_{t} & ={ }^{(2)} \xi_{t} \mathrm{~d} t+\dot{b}(0) \mathrm{d} Y_{t} \\
\mathrm{~d}^{(2)} \xi_{t}= & { }^{(3)} \xi_{t} \mathrm{~d} t+\ddot{b}(0) \mathrm{d} Y_{t}  \tag{3.1.20}\\
& \vdots \\
\mathrm{~d}^{(n-1)} \xi_{t}= & \left(\sum_{j=0}^{n-1} c_{j} \cdot\left({ }^{(j)} \xi_{t}\right) \mathrm{d} t+b^{(n-1)}(0) \mathrm{d} Y_{t} .\right.
\end{align*}
$$

In this case, the LE can be rewritten as follows,

$$
\begin{align*}
& \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+{ }^{(0)} \dot{\xi}_{t}  \tag{3.1.2I}\\
& \dot{\vec{\Xi}}_{t}=\mathbf{A} \vec{\Xi}_{t}+\vec{\eta} \dot{L}_{t},
\end{align*}
$$

where the coefficient matrix $\mathbf{A}$ is now of size $n \times n$ :

$$
\mathbf{A}=\left(\begin{array}{ccccccc}
0 & 1 & 0 & 0 & \ldots & 0 & 0  \tag{3.1.22}\\
0 & 0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 1 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 \\
c_{0} & c_{1} & c_{2} & c_{3} & \ldots & c_{n-2} & c_{n-1}
\end{array}\right)
$$

Lastly, given the multivariable function $\vec{F}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}$, we can define $\vec{F}\left(\vec{Z}_{t}\right):=\left(-V^{\prime}\left(X_{t}\right)+{ }^{(0)} \xi_{t}, \mathbf{A} \vec{\Xi}_{t}\right)^{\top}$ as before and rewrite the LE in $(n+1)$-dimensional vector form $\vec{Z}$ as follows:

$$
\begin{equation*}
\dot{\vec{Z}}_{t}=\vec{F}\left(\vec{Z}_{t}\right)+\dot{\vec{Y}}_{t} \tag{3.1.23}
\end{equation*}
$$

Thus, if the GSN $\xi$ has $n$-hierarchy impulse function, then the resulting Markovian tuple $\left(X,{ }^{(0)} \xi,{ }^{(1)} \xi, \ldots,{ }^{(n-1)} \xi\right)$ becomes an $(n+1)$-dimensional Markov process.

## 3.1.i Examples of Impulse Functions on Hierarchy Reduction

Now, we give some examples of $n$-th hierarchical impulse functions and observe how the rank reduces in the Markovian tuple.

The first and trivial candidate of impulse functions is the exponential decay, $h(x)=\alpha^{-\alpha x}$. Recall that $b$ is the solution of the $\operatorname{IVP} \dot{b}(t)=-\alpha h(t), b(0)=\alpha$. Therefore, the LE for the Markovian
tuple $\vec{Z}$ is simply given by the following:

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t}  \tag{3.1.24}\\
\dot{\xi}_{t} & =-\alpha \xi_{t} \mathrm{~d} t+\alpha \dot{L}_{t},
\end{align*}
$$

where we have the scalar reduction $\mathbf{A}=\vec{\eta}=\alpha$. Due to its simplicity and numerical efficacy, this type of GSN process has been widely analyzed in literature, such as in finding the closed-form ME of $X^{74}$ as well as calculating its optimal escape probabilities under Gaussian Limits ${ }^{8797}$.

Another example that one can give is the damped oscillating impulse function,

$$
\begin{equation*}
h(t)=\frac{\alpha^{2}+\beta^{2}}{\alpha+\beta} e^{-\alpha t}(\sin \beta t+\cos \beta t) \tag{3.1.25}
\end{equation*}
$$

which is the solution of the IVP

$$
\begin{equation*}
\ddot{b}(t)-2 \alpha \dot{b}(t)+\left(\alpha^{2}+\beta^{2}\right) h(t)=0, \quad b(0)=1, \dot{b}(0)=\beta-\alpha \tag{3.1.26}
\end{equation*}
$$

In this instance, the LE for $\vec{Z}$ is given by the following:

$$
\begin{align*}
& \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
& \dot{\xi}_{t}={ }^{(1)} \xi_{t}+\dot{L}_{t} \tag{3.1.27}
\end{align*}
$$

$$
{ }^{(1)} \dot{\xi}_{t}=2 \alpha^{(1)} \xi_{t}-\left(\alpha^{2}+\beta^{2}\right) \xi_{t}+(\beta-\alpha) \dot{L}_{t}
$$

where we obtain the coefficient vector $\vec{\eta}=(1, \beta-\alpha)^{\top}$ and the $2 \times 2$ coefficient matrix $\mathbf{A}$ as

$$
\mathbf{A}=\left(\begin{array}{cc}
0 & 1  \tag{3.1.28}\\
-\left(\alpha^{2}+\beta^{2}\right) & 2 \alpha
\end{array}\right)
$$

### 3.2 Master Equation of the GSN Process

In this section, we propose two methods of finding the ME of the GSN process $\xi$ and the position process $X$ driven by the LE in Equation (o.o.2). The first method is by standard Itō's approach, where it is widely used in finding time evolution equations for Markovian processes ${ }^{68}$. We show here that due to the non-Markovian nature of $\xi$, one cannot simply find the ME for the $\operatorname{PDF}$ of $X$, where instead a joint distribution has to be derived via Multivariate Itō's Lemma as we discussed in Lemma 1.5.3.

Next, we show Hänggi's method which, by using the CFal approach, relaxes the Markov assumption in solving the ME.

### 3.2. F Finding the Master Equation via Itō’s Approach

Recalling the generalized Itō's lemma in Lemma 1.5 .2 , given a smooth function $f: \mathbb{R} \rightarrow \mathbb{R}$, the SDE of $f\left(X_{t}\right)$ driven by the LE in differential form $\mathrm{d} X_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t} \mathrm{~d} t$ is given by:

$$
\begin{align*}
\mathrm{d} f-\Delta f & =f^{\prime}\left(X_{t^{-}}\right) \mathrm{d} X_{t}+\frac{1}{2} f^{\prime \prime}\left(X_{t^{-}}\right)\left(\mathrm{d} X_{t}\right)^{2}-f^{\prime}\left(X_{t^{-}}\right) \Delta X_{t}-\frac{1}{2} f^{\prime \prime}\left(X_{t^{-}}\right)\left(\Delta X_{t}\right)^{2} \\
\Longrightarrow \mathrm{~d} f & =f^{\prime}\left(X_{t}\right)\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}\right) \mathrm{d} t+\frac{1}{2} f^{\prime \prime}\left(X_{t}\right)\left(\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}\right) \mathrm{d} t\right)^{2}  \tag{3.2.I}\\
& =f^{\prime}\left(X_{t}\right)\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}\right) \mathrm{d} t
\end{align*}
$$

where since $X$ is continuous in time, the jump terms $\Delta f$ and $\Delta X_{t}$ vanish, and we have that $(\mathrm{d} t)^{2}=$ 0. Denoting the PDF of $X$ by $\mathbb{P}_{X}$, if we attempt to find the infinitesimal generator $\mathcal{A}^{*}$ as in Equation (1.5.6) we get the following:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\langle f\rangle=-\left\langle f^{\prime}\left(X_{t}\right) V^{\prime}\left(X_{t}\right)\right\rangle+\left\langle f^{\prime}\left(X_{t}\right) \xi_{t}\right\rangle \tag{3.2.2}
\end{equation*}
$$

Unlike the white noise case as in Equation (土.5.8), the colored nature of $\xi$ indicates that the realizations $X_{t}$ and $\xi_{t}$ are not necessarily independent for any given $t$, i.e. $\left\langle f^{\prime}\left(X_{t}\right) \xi_{t}\right\rangle \neq\left\langle f^{\prime}\left(X_{t}\right)\right\rangle\left\langle\xi_{t}\right\rangle$. Therefore, one has to find the joint PDF of the tuple ( $X, \xi$ ).

This time, let the function $f: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be a smooth bivariate function. Then, assuming the impulse function $b$ to be differentiable at least once, we obtain the $\operatorname{SDE}$ for $f\left(X_{t}, \xi_{t}\right)$ by applying generalized multivariate Itō’s lemma as in Lemma 1.5.3:

$$
\begin{align*}
& \mathrm{d} f-\Delta f \\
= & \frac{\partial f}{\partial x} \mathrm{~d} X_{t}+\frac{\partial f}{\partial y} \mathrm{~d} \xi_{t}+\frac{1}{2}\left(\frac{\partial^{2} f}{\partial y^{2}}\left(\mathrm{~d} X_{t}\right)^{2}+\frac{\partial^{2} f}{\partial x \partial y} \mathrm{~d} X_{t} \mathrm{~d} \xi_{t}+\frac{\partial^{2} f}{\partial y^{2}}\left(\mathrm{~d} \xi_{t}\right)^{2}\right) \\
& -\frac{\partial f}{\partial x} \Delta X_{t}-\frac{\partial f}{\partial y} \Delta \xi_{t}-\frac{1}{2}\left(\frac{\partial^{2} f}{\partial x^{2}}\left(\Delta X_{t}\right)^{2}+\frac{\partial^{2} f}{\partial x \partial y} \Delta X_{t} \Delta \xi_{t}+\frac{\partial^{2} f}{\partial y^{2}}\left(\Delta \xi_{t}\right)^{2}\right) \\
= & \frac{\partial f}{\partial x}\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}\right) \mathrm{d} t+\frac{\partial f}{\partial y}\left(\sum_{i=1}^{N_{t}-} A_{i} \dot{b}\left(t-T_{i}\right) \mathrm{d} t+A_{N_{t}} b(0) \mathrm{d} N_{t}\right)+\frac{1}{2} \frac{\partial^{2} f}{\partial y^{2}} A_{N_{t}}^{2} b(0)^{2} \mathrm{~d} N_{t} \\
& -\frac{\partial f}{\partial y} A_{N_{t}} b(0) \Delta N_{t}-\frac{1}{2} A_{N_{t}}^{2} h(0)^{2} \Delta N_{t} \\
= & {\left[\frac{\partial f}{\partial x}\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}\right)+\frac{\partial f}{\partial y} \sum_{i=1}^{N_{t}-} A_{i} \dot{b}\left(t-T_{i}\right)\right] \mathrm{d} t+\left[\frac{\partial f}{\partial y} A_{N_{t}} b(0)+\frac{1}{2} \frac{\partial^{2} f}{\partial y^{2}} A_{N_{t}}^{2} b(0)^{2}\right] \Delta N_{t}, } \tag{3.2.3}
\end{align*}
$$

where we reduced in last step the fact that $N$ is a purely discontinuous process so $\mathrm{d} N_{t}=0$ almost surely. We can retrieve the ME for the tuple $(X, \xi)$ by applying the infinitesimal generator approach:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\langle f\rangle & =\left\langle\frac{\partial f}{\partial x}\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}\right)+\frac{\partial f}{\partial y} \sum_{i=1}^{N_{t}-} A_{i} \dot{b}\left(t-T_{i}\right)\right\rangle  \tag{3.2.4}\\
& +\langle\Delta f\rangle+\left\langle\frac{\partial f}{\partial y} A_{N_{t}} b(0)+\frac{1}{2} \frac{\partial^{2} f}{\partial y^{2}} A_{N_{t}}^{2} b(0)^{2}\right\rangle\left\langle\Delta N_{t}\right\rangle .
\end{align*}
$$

Notice first that that due to Poissonian nature of $\xi$, we have that $\Delta f\left(X_{t}, \xi_{t}\right) \neq 0$. In fact, one can further analyze this jump size by taking its Taylor expansion:

$$
\begin{align*}
f(x, y) & =\sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{x^{m} y^{n}}{m!n!} \frac{\partial^{m+n} f}{\partial^{m} x \partial^{n} y}  \tag{3.2.5}\\
\Longrightarrow \Delta f\left(X_{t}, \xi_{t}\right) & =\sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \frac{X_{t}^{m} \Delta\left(\xi_{t}^{n}\right)}{m!n!} \frac{\partial^{m+n} f}{\partial^{m} x \partial^{n} y}\left(X_{t}, \xi_{t^{-}}\right)
\end{align*}
$$

where we can further expand the jump term $\Delta\left(\xi_{t}^{n}\right)$ as follows:

$$
\begin{align*}
\Delta\left(\xi_{t}^{n}\right) & =\Delta \xi_{t} \sum_{i=0}^{n-1} \xi_{t} \xi_{t^{-}}^{n-1-i}=\Delta \xi_{t} \sum_{i=0}^{n-1}\left(\xi_{t^{-}}+\Delta \xi_{t}\right)^{i} \xi_{t^{-}}^{n-1-i}=\Delta \xi_{t} \sum_{i=0}^{n-1} \sum_{j=0}^{i}\binom{i}{j} \xi_{t^{-}}^{\dot{-}}\left(\Delta \xi_{t}\right)^{i-j} \xi_{t^{-}}^{n-1-i} \\
& =\sum_{i=0}^{n-1} \sum_{j=0}^{i}\binom{i}{j} \xi_{t^{-}}^{n-1-i+j}\left(\Delta \xi_{t}\right)^{i-j+1} \tag{3.2.6}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\langle\Delta f\rangle & =\sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{j=0}^{i}\binom{i}{j} \frac{1}{m!n!}\left\langle\left(\Delta \xi_{t}\right)^{i-j+1}\right\rangle\left\langle X_{t}^{m} \xi_{t}^{n-1-i+j} \frac{\partial^{m+n} f}{\partial^{m} x \partial^{n} y}\right\rangle  \tag{3.2.7}\\
& =\sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{j=0}^{i}\binom{i}{j} \frac{1}{m!n!}\left\langle A_{N_{t}}^{i-j+1}\right\rangle b^{i-j+1}(0)\left\langle X_{t}^{m} \xi_{t}^{n-1-i+j} \frac{\partial^{m+n} f}{\partial^{m} x \partial^{n} y}\right\rangle\left\langle\Delta N_{t}\right\rangle
\end{align*}
$$

By denoting the joint PDF of $(X, \xi)$ by $\mathbb{P}$, we obtain the following ME:

$$
\begin{align*}
& \iint \mathrm{d} x \mathrm{~d} y \frac{\partial \mathbb{P}}{\partial t} f(x, y) \\
= & \iint \mathrm{d} x \mathrm{~d} y\left\{\frac{\partial}{\partial x}\left[\left(V^{\prime}(x)-y\right)\right) \mathbb{P}\right]-\lambda\left\langle A_{1}\right\rangle b(0) \frac{\partial \mathbb{P}}{\partial y}+\frac{1}{2} \lambda\left\langle A_{1}^{2}\right\rangle b(0)^{2} \frac{\partial^{2} \mathbb{P}}{\partial y^{2}} \\
& \left.+\lambda \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{j=0}^{i}\binom{i}{j} \frac{(-1)^{m+n}}{m!n!}\left\langle A_{1}^{i-j+1}\right\rangle b^{i-j+1}(0) \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}}\left[x^{m} y^{n-1-i+j} \mathbb{P}\right]\right\} f(x, y) \\
& +\left\langle\frac{\partial f}{\partial y} \sum_{i=1}^{N_{t}-} A_{i} \dot{b}\left(t-T_{i}\right)\right\rangle . \tag{3.2.8}
\end{align*}
$$

Notice that the ME is almost complete except the last expectation, where it contains the first hierarchy of the GSN process, ${ }^{(1)} \xi$ as in Equation (3.I.II). Therefore, similar to our assertion in the beginning on this chapter, one now needs to find the joint PDF of the tuple $\left(X, \xi,,^{(1)} \xi\right)$. Using the trivariate Itō's lemma in Lemma I. 5.3 and finding the infinitesimal generator of this system, we would then end up with the expectation containing the second hierarchy of the GSN process, ${ }^{(2)} \xi$. This induction coincides with our results in the beginning of this chapter, where due to the hierarchical nature of $\xi$, one needs to find the joint PDF of the infinite tuple $\left(X, \xi,{ }^{(1)} \xi,{ }^{(2)} \xi, \ldots,{ }^{(n)} \xi, \ldots\right)$.

As expected, if we choose the exponential decay impulse function $b(x)=\alpha e^{-\alpha x}$, then the last expectation would simplify to the following:

$$
\begin{equation*}
\left\langle\frac{\partial f}{\partial y} \sum_{i=1}^{N_{t}-} A_{i} \dot{b}\left(t-T_{i}\right)\right\rangle=-\alpha\left\langle\frac{\partial f}{\partial y} \sum_{i=1}^{N_{t}} A_{i} b\left(t-T_{i}\right)\right\rangle=-\alpha\left\langle\frac{\partial f}{\partial y} \xi_{t}\right\rangle, \tag{3.2.9}
\end{equation*}
$$

which can be inserted back into Equation (3.2.8) and complete the ME of the Markovian tuple
$(X, \xi)$ under exponentially decaying impulse function:

$$
\begin{align*}
\frac{\partial \mathbb{P}}{\partial t} & \left.=\frac{\partial}{\partial x}\left[\left(V^{\prime}(x)-y\right)\right) \mathbb{P}\right]+\alpha \frac{\partial}{\partial y}[y \mathbb{P}]-\lambda\left\langle A_{1}\right\rangle b(0) \frac{\partial \mathbb{P}}{\partial y}+\frac{1}{2} \lambda\left\langle A_{1}^{2}\right\rangle b(0)^{2} \frac{\partial^{2} \mathbb{P}}{\partial y^{2}} \\
& +\lambda \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} \sum_{i=0}^{n-1} \sum_{j=0}^{i}\binom{i}{j} \frac{(-1)^{m+n}}{m!n!}\left\langle A_{1}^{i-j+1}\right\rangle b^{i-j+1}(0) \frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}}\left[x^{m} y^{n-1-i+j} \mathbb{P}\right] . \tag{3.2.10}
\end{align*}
$$

We will go through this in detail in the following section. For now, we next apply Gaussian Limits to our ME to retrieve the FPE as we introduced in Chapter I.

### 3.2.2 Obtaining the Fokker-Planck Equation under Gaussian Limits

Notice that under the Gaussian Limits the summation terms in the incomplete ME in Equation (3.2.8) will be reduced to cases for $n=2, i=1$ and $j=0$, in which case we obtain the following:

$$
\begin{align*}
\iint \mathrm{d} x \mathrm{~d} y \frac{\partial \mathbb{P}}{\partial t} f(x, y)= & \iint \mathrm{d} x \mathrm{~d} y\left\{\frac{\partial}{\partial x}\left[\left(V^{\prime}(x)-y\right)\right) \mathbb{P}\right]+\frac{\sigma^{2}}{2} h(0)^{2} \frac{\partial^{2} \mathbb{P}}{\partial y^{2}} \\
& \left.+\frac{\sigma^{2}}{2} h(0)^{2} \frac{\partial^{2}}{\partial y^{2}}\left[\sum_{m=0}^{\infty} \frac{1}{m!}\left(-\frac{\partial}{\partial x}\right)^{m}\left[x^{m} \mathbb{P}\right]\right]\right\} f(x, y) \\
& +\lim _{G L}\left\langle\frac{\partial f}{\partial y} \sum_{i=1}^{N_{t^{-}}} A_{i} \dot{b}\left(t-T_{i}\right)\right\rangle \tag{3.2.1I}
\end{align*}
$$

where the limit term $\lim _{G L}$ refers to the Gaussian Limits. Notice also that the summation term in Equation (3.2.1 I ) converges to the PDF $\mathbb{P}$. We will prove this in the following theorem:

Theorem 3.2.I. Given any smooth function fon $\mathbb{R} \times[0, \infty[$, the following condition always bolds:

$$
\begin{equation*}
\sum_{m=0}^{\infty} \frac{1}{m!}\left(-\frac{\partial}{\partial x}\right)^{m}\left[x^{m} \cdot f(x, t)\right]=f(x, t) . \tag{3.2.12}
\end{equation*}
$$

Proof. Applying higher-order chain rule to the summation yields the following:

$$
\begin{align*}
\sum_{m=0}^{\infty} \frac{1}{m!}\left(-\frac{\partial}{\partial x}\right)^{m}\left[x^{m} \cdot f(x, t)\right] & =\sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!} \sum_{k=0}^{m}\binom{m}{k} \frac{\partial^{m-k}}{\partial x^{m-k}} x^{m} \cdot \frac{\partial^{k} f(x, t)}{\partial x^{k}} \\
& =\sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!} \sum_{k=0}^{m}\binom{m}{k}(k+1)_{m-k} x^{k} \frac{\partial^{k} f(x, t)}{\partial x^{k}}, \tag{3.2.13}
\end{align*}
$$

where $(k+1)_{m-k}$ is the rising factorial (aka Pochhammer symbol), which is equivalent to $m!/ k!$. Substituting this back into the equation and writing the partial differential separately yields the following:

$$
\begin{align*}
\sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!} \sum_{k=0}^{m}\binom{m}{k}(k+1)_{m-k} x^{k} \frac{\partial^{k} f(x, t)}{\partial x^{k}} & =f(x, t) \sum_{m=0}^{\infty}(-1)^{m} \sum_{k=0}^{m}\binom{m}{k} \frac{1}{k!}\left(x \frac{\partial}{\partial x}\right)^{k} \\
& =f(x, t) \sum_{m=0}^{\infty}(-1)^{m} \cdot{ }_{1} F_{1}\left(-m ; 1 ;-x \frac{\partial}{\partial x}\right) \tag{3.2.14}
\end{align*}
$$

where now the function ${ }_{1} F_{1}$ is the confluent hypergeometric function (CHF) that is derived from the inner summation ${ }^{96}$. The $\mathrm{CHF}_{1} F_{1}(a ; b ; c)$ is defined as the solution $w$ of the following ODE:

$$
\begin{equation*}
c \frac{\mathrm{~d}^{2} w}{\mathrm{~d} c^{2}}+(b-c) \frac{\mathrm{d} w}{\mathrm{~d} c}-a w=0 \tag{3.2.15}
\end{equation*}
$$

Notice that as $c=-x \frac{\partial}{\partial x}$, which is algebraically independent of $w$, the only solution of the above ODE is when $w=0$. Therefore, we have that ${ }_{1} F_{1}\left(-m ; 1 ;,-x \frac{\partial}{\partial x}\right)=0$ and hence the series con-
verges:

$$
\begin{align*}
f(x, t) \sum_{m=0}^{\infty}(-1)^{m} \cdot{ }_{1} F_{1}\left(-m ; 1 ;-x \frac{\partial}{\partial x}\right) & =f(x, t) \sum_{m=0}^{\infty}(-1)^{m} \cdot 0 \equiv f(x, t) \lim _{B \rightarrow \infty} \sum_{m=0}^{\infty}\left(\frac{-1}{B}\right)^{m} \\
& =f(x, t) \lim _{B \rightarrow \infty} \frac{B}{B+1} \\
& =f(x, t), \tag{3.2.16}
\end{align*}
$$

which completes our proof.

Thus, we can rewrite our incomplete FPE for non-Markovian yet Gaussian s.p. $X$ as follows:

$$
\begin{align*}
\iint \mathrm{d} x \mathrm{~d} y \frac{\partial \mathbb{P}}{\partial t} f(x, y)= & \left.\iint \mathrm{d} x \mathrm{~d} y\left\{\frac{\partial}{\partial x}\left[\left(V^{\prime}(x)-y\right)\right) \mathbb{P}\right]+\sigma^{2} b(0)^{2} \frac{\partial^{2} \mathbb{P}}{\partial y^{2}}\right\} f(x, y) \\
& +\lim _{G L}\left\langle\frac{\partial f}{\partial y} \sum_{i=1}^{N_{t^{-}}} A_{i} \dot{b}\left(t-T_{i}\right)\right\rangle . \tag{3.2.17}
\end{align*}
$$

As we established in non-Gaussian regime, we can simplify the FPE even further by introducing the exponential decay impulse function, $h(x)=\alpha e^{-\alpha x}$. Hence,

$$
\begin{equation*}
\lim _{G L}\left\langle\frac{\partial f}{\partial y} \sum_{i=1}^{N_{t}-} A_{i} \dot{b}\left(t-T_{i}\right)\right\rangle=\left\langle-\alpha \frac{\partial f}{\partial y} \xi_{t}\right\rangle=\alpha \iint \mathrm{d} x \mathrm{~d} y \frac{\partial}{\partial y}[y \mathbb{P}] . \tag{3.2.18}
\end{equation*}
$$

Thus we can retrieve the complete FPE for $(X, \xi)$ that is commonly known as the Klein-Kramers
equation ${ }^{125}$ :

$$
\begin{align*}
\iint \mathrm{d} x \mathrm{~d} y \frac{\partial \mathbb{P}}{\partial t} f(x, y) & =\iint \mathrm{d} x \mathrm{~d} y\left\{\frac{\partial}{\partial x}\left[\left(V^{\prime}(x)-y\right) \mathbb{P}\right]+\alpha \frac{\partial}{\partial y}[y \mathbb{P}]+\sigma^{2} h(0)^{2} \frac{\partial^{2} \mathbb{P}}{\partial y^{2}}\right\} f(x, y) \\
\Longrightarrow \frac{\partial \mathbb{P}}{\partial t} & =\frac{\partial}{\partial x}\left[\left(V^{\prime}(x)-y\right) \mathbb{P}\right]+\alpha \frac{\partial}{\partial y}[y \mathbb{P}]+\sigma^{2} \alpha^{2} \frac{\partial^{2} \mathbb{P}}{\partial y^{2}} \tag{3.2.19}
\end{align*}
$$

We would like to iterate from Chapter I that under the Gaussian Limits and exponential decay impulse function $h$, the LE is given by the following:

$$
\begin{gather*}
\dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}  \tag{3.2.20}\\
\dot{\xi}_{t}=-\alpha \xi_{t}+\alpha \dot{W}_{t},
\end{gather*}
$$

where $\dot{W}_{t}$ forms the GWN process, and hence $\xi$ is the OU process as in Equation (I.4.2). The FPE of such system where the non-Markovian position process $X$ is driven by the Markovian OU noise process $\xi$ is commonly known as the Kramer's equation ${ }^{56}$, where the FPE can be solved by separation of variables followed by inverse Laplace transform ${ }^{58}$. Once the joint PDF is found, the marginal PDF of the position process $X, p_{X}$, can be retrieved by integrating $\mathbb{P}$ over the sample space of $\xi$, i.e. $p_{X}(x, t)=\int_{-\infty}^{\infty} \mathrm{d} y \mathbb{P}(x, y, t)$.

Thus, we have shown that Itō's approach plays an important role in finding the ME of the position process $X$. However, this method only works in Markovian realm. Due to the hierarchical nature of the GSN process $\xi$, the ME can be computed for an infinite tuple of $X$ and the hierarchies of $\xi$ unless we choose an $n$-hierarchical impulse function $b$ that reduces to the size of the tuple to $n+1$.

Next, we analyze another method of finding the ME of $X$ in the non-Markovian realm by finding the path integral of $X$. Although we will in detail explain it, we expect the reader in the following
section to have basic knowledge of calculus of variations ${ }^{\mathrm{iv}}$.

### 3.2.3 Finding the Master Equation via Path Integral Approach

We have shown in previous section in detail that Itō's approach yields the ME for infinite order Markovian tuple $\left(X, \xi,{ }^{(1)} \xi,{ }^{(2)} \xi, \ldots,{ }^{(n)} \xi, \ldots\right)$, unless we assume some properties for the impulse function $b$. Here, we show that the path integral approach works in the non-Markovian regime, where one can find the ME solely for $X$ regardless of the behaviour of the impulse function. In detail, using the CFal's of both $X$ and $\xi$ as we have derived in Chapter 2, we find the ME of $X$ using the Kramers-Moyal expansion method conducted by Hänggi ${ }^{74}$.

Given the s.p. $X$ with $\operatorname{pdf} p(x, t)$, its general ME is given by

$$
\begin{equation*}
\frac{\partial p}{\partial t}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!} \frac{\partial^{n}}{\partial x^{n}}\left[\alpha_{n}(x) p(x, t)\right] \tag{3.2.2I}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{n}(x)=\int_{\mathbb{R}}\left(x^{\prime}-x\right)^{n} \mathbb{P}\left(x^{\prime} \mid x\right) \mathrm{d} x^{\prime} \tag{3.2.22}
\end{equation*}
$$

are the cumulants and $\mathbb{P}\left(x^{\prime} \mid x\right)$ is the transition probability.
Hänggi's important proposition is to rewrite the CFal of a s.p. $X$

$$
\begin{equation*}
\Phi_{X}[g]=\left\langle\exp \left[i \int \mathrm{~d} s g(s) X_{s}\right]\right\rangle \tag{3.2.23}
\end{equation*}
$$

using the functional Taylor Expansion,

$$
\begin{equation*}
\Phi_{X}[g]=\sum_{n=0}^{\infty} \frac{i^{n}}{n!} \int \prod_{i=1}^{n} \mathrm{~d} t_{i} g\left(t_{i}\right)\left\langle\prod_{i=1}^{n} X_{t_{i}}\right\rangle \tag{3.2.24}
\end{equation*}
$$

[^12]where by definition
\[

$$
\begin{equation*}
\left\langle\prod_{i=1}^{n} X_{t_{i}}\right\rangle=\left.i^{-n} \frac{\delta^{n}}{\prod_{i=1}^{n} \delta g\left(t_{i}\right)} \Phi_{X}[g]\right|_{g=0} \tag{3.2.25}
\end{equation*}
$$

\]

One can also apply the functional Taylor expansion in terms of the cumulant generating functional (CGFal) $\Psi_{X}[g] \equiv \ln \Phi_{X}[g]:$

$$
\begin{equation*}
\Psi[g]=\sum_{n=1}^{\infty} \frac{i^{n}}{n!} \int \prod_{i=1}^{n} \mathrm{~d} t_{i} g\left(t_{i}\right) K\left(t_{1}, \ldots, t_{n}\right) \tag{3.2.26}
\end{equation*}
$$

where $K$ is the cumulant function:

$$
\begin{equation*}
K\left(t_{1}, \ldots, t_{n}\right)=\left.i^{-n} \frac{\delta^{n}}{\prod_{i=1}^{n} \delta g\left(t_{i}\right)} \Psi_{X}[g]\right|_{g=0} \tag{3.2.27}
\end{equation*}
$$

Furthermore, Hänggi also looked at the general correlation function of the form $\left\langle X_{t} G[X]\right\rangle$, where $G$ is an arbitrary functional. Defining another functional $\Sigma_{t}$ as:

$$
\begin{equation*}
\Sigma_{t}[g] \equiv \frac{1}{i g(t)} \frac{\partial}{\partial t} \Psi_{X ; t}[g] \tag{3.2.28}
\end{equation*}
$$

where $\Psi_{X ; t}$ is the "trimmed" CGFal,

$$
\begin{equation*}
\Psi_{X ; t}[g]=\ln \Phi_{X ; t}[g]=\ln \left\langle\exp \left[i \int_{0}^{t} \mathrm{~d} s g(s) X_{s}\right]\right\rangle \tag{3.2.29}
\end{equation*}
$$

Hänngi found that the general correlation function can be defined as follows:

$$
\begin{equation*}
\left\langle X_{t} G[X]\right\rangle=\left\langle\Sigma_{t}\left[\frac{\delta}{i \delta X}\right] G[X]\right\rangle \tag{3.2.30}
\end{equation*}
$$

The next proposal of Hänngi is to find the ME of a LE of the following:

$$
\begin{equation*}
\dot{X}_{t}=\alpha(t) X_{t}+\beta\left(X_{t}, t\right) \int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s}+b\left(X_{t}, t\right) Z_{t} \tag{3.2.31}
\end{equation*}
$$

where $Z_{t}$ forms another s.p. $Z=\left(Z_{t}\right)_{t \geq 0}$ that need not be independent of $X$.
Defining the pdf of $X$ by $p(x, t)$, one can rewrite the pdf in terms of the average of the Dirac delta function:

$$
\begin{equation*}
p(x, t)=\left\langle\delta\left(X_{t}-x\right)\right\rangle \tag{3.2.32}
\end{equation*}
$$

Thus, taking the time derivative of the $p$ yields the following:

$$
\begin{align*}
\frac{\partial}{\partial t} p(x, t) & =\frac{\partial}{\partial t}\left\langle\delta\left(X_{t}-x\right)\right\rangle=\left\langle\dot{X}_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
& =\left\langle\left(\alpha(t) X_{t}+\beta\left(X_{t}, t\right) \cdot \int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s}+b\left(X_{t}, t\right) Z_{t}\right) \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
& =\left\langle\alpha(t) X_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle+\left\langle\beta\left(X_{t}, t\right) \int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \delta^{\prime}\left(X_{t}-x\right)\right\rangle+\left\langle b\left(X_{t}, t\right) Z_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle \tag{3.2.33}
\end{align*}
$$

where, using the identities $-x \delta^{\prime}(x)=\delta(x), \delta(-x)=\delta(x)$ and $\delta^{\prime}(-x)=-\delta^{\prime}(x)$, we get the following expectations,

$$
\begin{align*}
\left\langle\alpha(t) X_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle & =\left\langle\alpha(t)\left(X_{t}-z\right) \delta^{\prime}\left(X_{t}-x\right)+\alpha(t) x \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
& =-\alpha(t)\left\langle\delta\left(x-X_{t}\right)+x \delta^{\prime}\left(x-X_{t}\right)\right\rangle \\
& =-\alpha(t)\left\langle\frac{\partial}{\partial x}\left(x \delta\left(x-X_{t}\right)\right)\right\rangle  \tag{3.2.34}\\
& =-\alpha(t) \frac{\partial}{\partial x}(x p(x, t)),
\end{align*}
$$

$$
\begin{aligned}
& \left\langle\beta\left(X_{t}, t\right) \int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
= & \left\langle\left(\beta\left(X_{t}, t\right)-\beta(x, t)\right) \int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \delta^{\prime}\left(X_{t}-x\right)\right\rangle+\left\langle\beta(x, t) \int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
= & -\left\langle\frac{\beta\left(X_{t}, t\right)-\beta(x, t)}{X_{t}-x} \int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \delta\left(X_{t}-x\right)\right\rangle+\left\langle\beta(x, t) \int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
= & -\left\langle\int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s}\left(\frac{\beta(x, t)-\beta\left(X_{t}, t\right)}{x-X_{t}} \delta\left(x-X_{t}\right)+\beta(x, t) \delta^{\prime}\left(x-X_{t}\right)\right)\right\rangle \\
= & -\left\langle\int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \frac{\partial}{\partial x}\left(\beta(x, t) \delta\left(x-X_{t}\right)\right\rangle\right. \\
= & -\frac{\partial}{\partial x} \beta(x, t)\left\langle\int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \delta\left(X_{t}-x\right)\right\rangle,
\end{aligned}
$$

and similarly,

$$
\begin{equation*}
\left\langle b\left(X_{t}, t\right) Z_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle=-\frac{\partial}{\partial x} b(x, t)\left\langle Z_{t} \delta\left(X_{t}-x\right)\right\rangle . \tag{3.2.36}
\end{equation*}
$$

Furthermore, as $Z$ can be dependent to $X$, we can rewrite the last expectation as

$$
\begin{equation*}
\left\langle b\left(X_{t}, t\right) Z_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle=-\frac{\partial}{\partial x} b(x, t)\left\langle Z_{t} \delta\left(X_{t}-t\right)\right\rangle=-\frac{\partial}{\partial x} b(x, t)\left\langle\Sigma_{t}\left[\frac{\delta}{i \delta Z}\right] \delta\left(X_{t}-x\right)\right\rangle . \tag{3.2.37}
\end{equation*}
$$

Hence, the ME governing the LE in Equation (3.2.31) is given by:

$$
\begin{align*}
\frac{\partial}{\partial t} p(x, t)=-\alpha(t) \frac{\partial}{\partial x}(x p(x, t))-\frac{\partial}{\partial x} \beta(x, t) & \left\langle\int_{0}^{t} \mathrm{~d} s \gamma(t, s) X_{s} \delta\left(X_{t}-x\right)\right\rangle \\
& -\frac{\partial}{\partial x} b(x, t)\left\langle\Sigma_{t}\left[\frac{\delta}{i \delta Z}\right] \delta\left(X_{t}-x\right)\right\rangle . \tag{3.2.38}
\end{align*}
$$

Now that we have the foundation for building the non-Markovian ME, let's focus on applying it
to $X$ driven by our LE.

### 3.2.4 Application of the Path Integral Approach to the Langevin Equation

We now apply the path integral approach to the following LE in Equation (o.0.2):

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\xi_{t} & =\sum_{i=1}^{N_{t}} A_{i} h\left(t-T_{i}\right) \tag{3.2.39}
\end{align*}
$$

Denoting the PDF of $X$ by $\mathbb{P}$, we get the following:

$$
\begin{align*}
\frac{\partial \mathbb{P}}{\partial t} & =\frac{\partial}{\partial t}\left\langle\delta\left(X_{t}-x\right)\right\rangle=\left\langle\dot{X}_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
& =\left\langle\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}\right) \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
& =-\left\langle\left(V^{\prime}\left(X_{t}\right)-V^{\prime}(x)\right) \delta^{\prime}\left(X_{t}-x\right)+V^{\prime}(x) \delta^{\prime}\left(X_{t}-x\right)\right\rangle+\left\langle\xi_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle  \tag{3.2.40}\\
& =-\left\langle-V^{\prime \prime}(x) \delta\left(X_{t}-x\right)+V^{\prime}(x) \delta^{\prime}\left(X_{t}-x\right)\right\rangle+\left\langle\xi_{t} \delta^{\prime}\left(X_{t}-x\right)\right\rangle \\
& =-\frac{\partial}{\partial x}\left\langle V^{\prime}(x) \delta\left(X_{t}-x\right)\right\rangle-\frac{\partial}{\partial x}\left\langle\xi_{t} \delta\left(X_{t}-x\right)\right\rangle \\
& =\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]-\frac{\partial}{\partial x}\left\langle\xi_{t} \delta\left(X_{t}-x\right)\right\rangle
\end{align*}
$$

Notice that one can find the expectation above by plugging it into the general correlation function in Equation (3.2.30):

$$
\begin{equation*}
\left\langle\xi_{t} \delta\left(X_{t}-x\right)\right\rangle=\left\langle\Omega_{t}\left[\frac{\delta}{i \delta \xi}\right] \delta\left(X_{t}-x\right)\right\rangle \tag{3.2.4I}
\end{equation*}
$$

where $\Omega_{t}$ is the auxiliary functional defined by

$$
\begin{equation*}
\Omega_{t}[g]:=\frac{1}{i} \frac{\delta}{\delta g(t)} \ln \Phi_{\xi ; t}[g] \tag{3.2.42}
\end{equation*}
$$

and $\Phi_{\xi, t}$ is the CFal of $\xi$ in Equation (2.3.7) trimmed at time $t$ :

$$
\begin{equation*}
\Phi_{\xi ; t}[g]=\exp \left[\lambda \int_{0}^{t} \mathrm{~d} \tau\left(\phi_{A_{1}}\left(\int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right)-1\right)\right] . \tag{3.2.43}
\end{equation*}
$$

Notice also that as $\Omega_{t}$ is linear, we can directly obtain the following for some time $s$

$$
\begin{equation*}
\frac{\delta}{\partial \xi_{s}} \delta\left(X_{t}-x\right)=-\left(\frac{\partial X_{t}}{\partial \xi_{s}}\right) \frac{\partial}{\partial x} \delta\left(X_{t}-x\right) . \tag{3.2.44}
\end{equation*}
$$

For any $s$ and $t$ the functional derivative within the parentheses simply equals to one due to the additive nature of the GSN $\xi^{61}$. Therefore, the expectation simplifies to the following:

$$
\begin{equation*}
\left\langle\xi_{t} \delta\left(X_{t}-x\right)\right\rangle=\left\langle\Omega_{t}\left[i \frac{\partial}{\partial x}\right] \delta\left(X_{t}-x\right)\right\rangle=\Omega_{t}\left[i \frac{\partial}{\partial x}\right] \mathbb{P}(x, t) . \tag{3.2.45}
\end{equation*}
$$

One can also write $\Omega_{t}$ as the first functional derivative of the trimmed CFal $\Phi_{\xi ; t}[g]$ (which we derived in prior equations leading to Equation (2.3.7)):

$$
\begin{align*}
\Omega_{t}[g] & =\frac{\lambda}{i} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right) \\
& =\frac{\lambda}{i} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau)\left\langle i A_{1} \exp \left[i A_{1} \int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right]\right\rangle \\
& =\lambda \int_{0}^{t} \mathrm{~d} \tau b(t-\tau)\left\langle A_{1} \sum_{n=0}^{\infty} \frac{A_{1}^{n}}{n!}\left(i \int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right)^{n}\right\rangle  \tag{3.2.46}\\
& =\lambda \int_{0}^{t} \mathrm{~d} \tau b(t-\tau) \sum_{n=0}^{\infty} \frac{\left\langle A_{1}^{n+1}\right\rangle}{n!}\left(i \int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right)^{n} \\
& =\sum_{n=0}^{\infty} \frac{\lambda\left\langle A_{1}^{n+1}\right\rangle}{n!} \int_{0}^{t} \mathrm{~d} \tau b(t-\tau)\left(i \int_{\tau}^{t} \mathrm{~d} s g(s) b(s-\tau)\right)^{n}
\end{align*}
$$

where we used the fact that $\phi_{A_{1}}(\theta)=\left\langle e^{i \theta A_{1}}\right\rangle \Rightarrow \phi_{A_{1}}^{\prime}(\theta)=\left\langle i A_{1} e^{i \theta A_{1}}\right\rangle$ and we applied Taylor expansion on the exponent. Hence we have the following equation for the auxiliary functional:

$$
\begin{align*}
\Omega_{t}\left[i \frac{\partial}{\partial x}\right] & =\sum_{n=0}^{\infty} \frac{\lambda\left\langle A_{1}^{n+1}\right\rangle}{n!} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau)\left(\int_{\tau}^{t} \mathrm{~d} s\left(-\frac{\partial}{\partial x}\right) b(s-\tau)\right)^{n} \\
& =\sum_{n=0}^{\infty} \frac{\lambda\left\langle A_{1}^{n+1}\right\rangle}{n!} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau)\left(\int_{\tau}^{t} \mathrm{~d} s\left(-\frac{\partial}{\partial x}\right) b(s-\tau)\right)^{n}  \tag{3.2.47}\\
& =\sum_{n=0}^{\infty} \frac{\lambda\left\langle A_{1}^{n+1}\right\rangle}{n!} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau)\left(\int_{\tau}^{t} \mathrm{~d} s h(s-\tau)\right)^{n}\left(-\frac{\partial}{\partial x}\right)^{n} .
\end{align*}
$$

Plugging Equations (3.2.47) and (3.2.45) to Equation (3.2.40) yields the non-Markovian ME that solely depends on $X$ :

$$
\begin{align*}
\frac{\partial \mathbb{P}}{\partial t}=\frac{\partial}{\partial x} & {\left[V^{\prime}(x) \mathbb{P}(x, t)\right] } \\
& -\frac{\partial}{\partial x}\left[\sum_{n=0}^{\infty} \frac{\lambda\left\langle A_{1}^{n+1}\right\rangle}{n!} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau)\left(\int_{\tau}^{t} \mathrm{~d} s h(s-\tau)\right)^{n}\left(-\frac{\partial}{\partial x}\right)^{n}\right] \mathbb{P}(x, t) . \tag{3.2.48}
\end{align*}
$$

Lastly, one can also apply the Gaussian Limits to get the non-Markovian Fokker-Planck Equation (FPE) of $X$ :

$$
\begin{equation*}
\frac{\partial \mathbb{P}}{\partial t}=\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\sigma^{2} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau) \int_{\tau}^{t} \mathrm{~d} s h(s-\tau) \frac{\partial^{2} \mathbb{P}}{\partial x^{2}} . \tag{3.2.49}
\end{equation*}
$$

We note that the resulting FPE's obtained by the Itō's approach and path integral approach show some similarities as well as distinct features. We can observe this by plugging the exponential decay impulse function $h(x)=\alpha e^{-\alpha x}$ to the non-Markovian FPE for $X$ obtained in Equation (3.2.49) and
compare it with the Markovian FPE for $(X, \xi)$ in Equation (3.2.19):

$$
\begin{align*}
\frac{\partial \mathbb{P}}{\partial t} & =\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\sigma^{2} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau) \int_{\tau}^{t} \mathrm{~d} s(s-\tau) \frac{\partial^{2} \mathbb{P}}{\partial x^{2}} \\
& =\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\sigma^{2} \alpha^{2} \int_{0}^{t} \mathrm{~d} \tau e^{-\alpha(t-\tau)} \int_{\tau}^{t} \mathrm{~d} s e^{-\alpha(s-\tau)} \frac{\partial^{2} \mathbb{P}}{\partial x^{2}}  \tag{3.2.50}\\
& =\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\sigma^{2}\left(1-e^{-\alpha t}-\frac{1-e^{-2 \alpha t}}{2}\right) \frac{\partial^{2} \mathbb{P}}{\partial x^{2}} .
\end{align*}
$$

Furthermore, letting $\alpha \rightarrow \infty$ (thereby $\xi$ becomes GWN) yields:

$$
\begin{equation*}
\lim _{\alpha \rightarrow \infty}\left(1-e^{-\alpha t}-\frac{1-e^{-2 \alpha t}}{2}\right)=\frac{1}{2} . \tag{3.2.51}
\end{equation*}
$$

As expected, by choosing harmonic potential $V(x)=\gamma x^{2} / 2$ we obtain the FPE for the OrnsteinUhlenbeck process that we derived in Equation (I.5.12):

$$
\begin{equation*}
\frac{\partial \mathbb{P}}{\partial t}=\gamma \frac{\partial}{\partial x}[x \mathbb{P}(x, t)]+\frac{\sigma^{2}}{2} \frac{\partial^{2} \mathbb{P}}{\partial x^{2}} \tag{3.2.52}
\end{equation*}
$$

One may compare the Klein-Kramers Equation of the joint Markovian $\operatorname{PDF}$ of $(X, \xi), \mathbb{P}$, in Equation (3.2.19) with the marginal non-Markovian PDF of $X, \mathbb{P}_{X}$, in Equation (3.2.50) by plugging the marginalization $\mathbb{P}_{X}(x, t)=\int_{\mathbb{R}} \mathrm{d} y \mathbb{P}(x, y, t)$ into Equation (3.2.19). Once we do so, we can retrieve the first differential of Equation (3.2.50) containing the term with the potential $V$ :

$$
\begin{align*}
\frac{\partial \mathbb{P}_{X}}{\partial t} & =\frac{\partial}{\partial t} \int_{\mathbb{R}} \mathrm{d} y \mathbb{P}(x, y, t)=\int \mathrm{d} y \frac{\partial \mathbb{P}}{\partial t} \\
& =\int_{\mathbb{R}} \mathrm{d} y\left[\frac{\partial}{\partial x}\left[\left(V^{\prime}(x)-y\right) \mathbb{P}\right]+\alpha \frac{\partial}{\partial y}[y \mathbb{P}]+\sigma^{2} \alpha^{2} \frac{\partial^{2} \mathbb{P}}{\partial y^{2}}\right]  \tag{3.2.53}\\
& =\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}_{X}(x, t)\right]+\int_{\mathbb{R}} \mathrm{d} y\left[\left(-\frac{\partial}{\partial x}+\alpha \frac{\partial}{\partial y}\right)[y \mathbb{P}]+\sigma^{2} \alpha^{2} \frac{\partial^{2} \mathbb{P}}{\partial y^{2}}\right] .
\end{align*}
$$

The second term above containing the integration with respect to $\mathrm{d} y$ is not straightforward to solve.

This is due to the fact that as $X$ and $\xi$ are dependent stochastic processes, their joint PDF $\mathbb{P}$ cannot be written as the product of their marginal PDF's; therefore, one cannot use traditional methods such as separation of variables by assuming solution of the form $\mathbb{P}(x, y, t)=X(x) Y(y) T(t)$. However, the generalized form of this approach, called the functional separation of variables, can be used to integrate the $\xi$-factor out of the joint $\operatorname{PDF} \mathbb{P}$ (cf. ${ }^{31}$ for more information).

In this thesis we instead outline 2 ansatzes that will transform the joint Markovian FPE in Equation (3.2.19) to the non-Markovian FPE in Equation (3.2.50). If we frist provide the following ansatz regarding to the relationship between the joint $\operatorname{PDF} \mathbb{P}$ and marginal $\operatorname{PDF} \mathbb{P}_{X} ;$

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{d} y \frac{\partial \mathbb{P}}{\partial y}=\left(\int_{0}^{t} \mathrm{~d} \tau e^{-\alpha \tau}\right) \frac{\partial \mathbb{P}_{X}}{\partial x} \Longrightarrow \int_{\mathbb{R}} \mathrm{d} y \frac{\partial^{2} \mathbb{P}}{\partial y^{2}}=\left(\int_{0}^{t} \mathrm{~d} \tau e^{-\alpha \tau} \int_{0}^{\tau} \mathrm{d} s e^{-\alpha s}\right) \frac{\partial^{2} \mathbb{P}_{X}}{\partial x^{2}}, \tag{3.2.54}
\end{equation*}
$$

then we can obtain the second order partial derivative of $\mathbb{P}_{X}$ as in Equation (3.2.50):

$$
\begin{equation*}
\sigma^{2} \alpha^{2} \int_{\mathbb{R}} \mathrm{d} y \frac{\partial^{2} \mathbb{P}}{\partial y^{2}}=\sigma^{2} \alpha^{2}\left(\int_{0}^{t} \mathrm{~d} \tau e^{-\alpha \tau} \int_{0}^{\tau} \mathrm{d} s e^{-\alpha s}\right) \frac{\partial^{2} \mathbb{P}_{X}}{\partial x^{2}}=\sigma^{2}\left(1-e^{-\alpha t}-\frac{1-e^{-2 \alpha t}}{2}\right) \frac{\partial^{2} \mathbb{P}_{X}}{\partial x^{2}} \tag{3.2.55}
\end{equation*}
$$

Notice that we have $\int_{\mathbb{R}} \mathrm{d} y \partial \mathbb{P} / \partial y=[\mathbb{P}(x, y, t)]_{y \in \mathbb{R}}=C(x, t)$, where $C(x, t)$ arises due to the partial integration of $\mathbb{P}$ with respect to $y$. Furthermore, this ansatz works for the white noise case. If we let the impulse function to be the Dirac delta function, $b \rightarrow \delta$, which holds for $\alpha \rightarrow \infty$, then the PDF relationship in Equation (3.2.54) becomes zero, $\int \mathrm{d} y \partial \mathbb{P} / \partial y=0$. Moreover, if $\xi$ is a white noise process, then the processes $X$ and $\xi$ will be independent and we can write the joint PDF $\mathbb{P}$ and sum of the marginal PDF's of $X$ and $\xi, \mathbb{P}(x, y, t)=\mathbb{P}_{X}(x, t)+\mathbb{P}_{\xi}(y, t)$. Thus, we indeed get that $\int \mathrm{d} y \partial \mathbb{P} / \partial y=\int \mathrm{d} y \partial\left(\mathbb{P}_{X}+\mathbb{P}_{\xi}\right) / \partial y=\left[\mathbb{P}_{\xi}(y, t)\right]_{y \in \mathbb{R}}=0$.

Subsequently, we infer the second ansatz as follows:

$$
\begin{equation*}
\int \mathrm{d} y\left[\left(-\frac{\partial}{\partial x}+\alpha \frac{\partial}{\partial y}\right)[y \mathbb{P}]\right]=0 . \tag{3.2.56}
\end{equation*}
$$

Similar to the first ansatz, this equation can be solved using functional separation of variables. Furthermore, notice that the partial differential with respect to $X$ is proportional to the partial differential with respect to $\xi$ with coefficient $\alpha$ that directly arises from the r -hierarchy impulse function $h(t)=\alpha e^{-\alpha t}$. This suggests that functional analytic methods such as Fujikawa method ${ }^{8}$ to transform the probability spaces of $(X, \xi)$ into that of $X$ can also be used to integrate the joint FPE. An exemplary approach for this method is outlined in Appendix A where we used it to derive the path integral of $X$ as part of Chapter 4.

Lastly, plugging these two ansatzes into Equation (3.2.53) results in direct correspondence between Equations (3.2.19) for joint Markovian FPE and (3.2.50) for marginal non-Markovian FPE.

We next take a look at the asymptotic properties of the GSN process $\xi$ and show that the impulse function $b$ of $\xi$ plays an important role in characterizing whether $\xi$ is asymptotically a white noise process.

### 3.3 Limiting and Asymptotic Theorems for the GSN Process

In this section, we show that if the impulse function $b$ is integrable over $[0, \infty[$, then under longtime limit $t \rightarrow \infty$, the GSN $\xi$ becomes a white-noise process and hence $X$ becomes Markov process. Before we proceed to prove our statement as a theorem, let us show that our statement under certain examples:

### 3.3.1 Example For Exponential Decay Impulse Function

Let $h(t)=\alpha e^{-\alpha t}$ be the exponential decay impulse function. Applying it to the Master Equation in (3.2.48) we get,

$$
\begin{align*}
\frac{\partial \mathbb{P}}{\partial t}= & \frac{\partial}{\partial x} \\
& {\left[V^{\prime}(x) \mathbb{P}(x, t)\right] }  \tag{3.3.1}\\
& +\frac{\partial}{\partial x}\left[\sum_{n=0}^{\infty} \frac{\lambda\left\langle A_{1}^{n+1}\right\rangle}{n!} \alpha^{n+1} \int_{0}^{t} \mathrm{~d} \tau e^{-\alpha(t-\tau)}\left(\int_{\tau}^{t} \mathrm{~d} s e^{-\alpha(s-\tau)}\right)^{n}\left(-\frac{\partial}{\partial x}\right)^{n}\right] \mathbb{P}(x, t) .
\end{align*}
$$

Applying long-time limit yields

$$
\begin{align*}
\int_{0}^{t} \mathrm{~d} \tau e^{-\alpha(t-\tau)}\left(\int_{\tau}^{t} \mathrm{~d} s e^{-\alpha(s-\tau)}\right)^{n} & =\alpha^{-n} \int_{0}^{t} \mathrm{~d} \tau e^{-\alpha(t-\tau)}\left(1-e^{-\alpha(t-\tau)}\right)^{n}=\frac{\left(1-e^{-\alpha t}\right)^{n+1}}{(n+1) \alpha^{n+1}} \\
& \xrightarrow{t \rightarrow \infty} \frac{1}{(n+1) \alpha^{n+1}} . \tag{3.3.2}
\end{align*}
$$

Therefore our ME simply reduces to the ME of GenOU process:

$$
\begin{align*}
\frac{\partial \mathbb{P}}{\partial t} & =\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]-\frac{\partial}{\partial x}\left[\sum_{n=0}^{\infty} \frac{\lambda\left\langle A_{1}^{n+1}\right\rangle}{n!} \frac{1}{n+1}\left(-\frac{\partial}{\partial x}\right)^{n}\right] \mathbb{P}(x, t) \\
& =\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\sum_{n=1}^{\infty} \frac{\lambda\left\langle A_{1}^{n}\right\rangle}{n!}\left(-\frac{\partial}{\partial x}\right)^{n} \mathbb{P}(x, t) .
\end{align*}
$$

Lastly, one can easily witness that further applying Gaussian Limits will yield the Fokker Planck Equation of the OU process $X$.

### 3.3.2 Example for Power Law Impulse Function

Now, we let the impulse function be a power law decay: $h(x)=\frac{\alpha-1}{(-c)^{1-\alpha}}(x-c)^{-\alpha}$, where $\alpha, c>0$ are positive coefficients. As one can establish, this type of impulse function does not belong to the $n$-th hierarchy classification of $\xi$. Therefore, applying a new impulse function will help us better understand the characteristic of our GSN $\xi$ and hence create an ansatz to prove our long-time limit statement for general impulse function $b$.

For this case, we have defined variables $\alpha, c$ to be strictly positive in order to circumvent any singularities. Accordingly, the term $\frac{\alpha-1}{(-c)^{1-\alpha}}$ is the normalizing constant satisfying our condition ${ }^{\mathrm{V}}$ :

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} x h(x, c)=1 . \tag{3.3.4}
\end{equation*}
$$

Therefore, we can solve the following integral,

$$
\begin{align*}
\int_{0}^{t} \mathrm{~d} \tau h(t-\tau)\left(\int_{\tau}^{t} \mathrm{~d} s h(s-\tau)\right)^{n}= & \left(\frac{\alpha-1}{(-c)^{1-\alpha}}\right)^{n+1} \int_{0}^{t} \mathrm{~d} \tau(t-\tau-c)^{-\alpha}\left(\int_{\tau}^{t} \mathrm{~d} s(s-\tau-c)^{-\alpha}\right)^{n} \\
= & \left(\frac{\alpha-1}{(-c)^{1-\alpha}}\right)^{n+1} \frac{1}{(1-\alpha)^{n}} . \\
& \cdot \int_{0}^{t} \mathrm{~d} \tau(t-\tau-c)^{-\alpha}\left((t-\tau-c)^{1-\alpha}-(-c)^{1-\alpha}\right)^{n} \tag{3.3.5}
\end{align*}
$$

[^13]Setting $\alpha=2$ yields the following limit:

$$
\begin{align*}
& (-c)^{n+1}(-1)^{n} \int_{0}^{t} \mathrm{~d} \tau(t-\tau-c)^{-2}\left((t-\tau-c)^{-1}-(-c)^{-1}\right)^{n} \\
= & -c^{n+1} \frac{1}{c(n+1)} \frac{t}{c-t}\left(\frac{1}{c}+\frac{1}{c-t}\right)^{n}  \tag{3.3.6}\\
\xrightarrow{t \rightarrow \infty} & \frac{1}{(n+1)}
\end{align*}
$$

yielding again the Master Equation of GenOU process as in Equation (3.3.3).

### 3.3.3 Limiting Theorem

Witnessing what we have achieved in previous examples of impulse functions, we deduce the following corollary as the Markov Convergence Theorem (MCT):

Theorem 3.3.I (Markov Convergence Theorem). Let $X$ be the position process defined by the following generalized $L E$ :

$$
\begin{align*}
\frac{\mathrm{d} X_{t}}{\mathrm{~d} t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t^{-}} \\
\xi_{t} & =\sum_{i=1}^{N_{t}} A_{i} h\left(t-T_{i}\right) \tag{3.3.7}
\end{align*}
$$

where $N_{t}$ forms the Poisson process with intensity $\lambda>0, A_{i}$ are iid random variables with well-defined moments, and $T_{i}$ are arrival times.

For any integrable impulse function $h$ satisfying the following condition,

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} x h(x)=1 \tag{3.3.8}
\end{equation*}
$$

the position process $X$ converges in time to a Markou process driven by PWN.

In other words, we have that

$$
\begin{equation*}
\xi_{t} \xrightarrow{t \rightarrow \infty} \xi_{t}^{P W N}, \tag{3.3.9}
\end{equation*}
$$

where $\xi_{t}^{P W N}$ is the PWN process satisfying the correlation $\left\langle\xi_{t}^{P W N} \xi_{s}^{P W N}\right\rangle=\lambda\left\langle A_{1}^{2}\right\rangle \delta(t-s)$.
Proof. Let $\mathbb{P}$ be the pdf of $X$. As probability functions uniquely define the stochastic processes, we can confirm the time convergence of $X$ using its Master Equation, as we have found in (3.2.48).

Furthermore notice that, as we have established in 2 previous examples, it is sufficient to prove the following

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d} \tau h(t-\tau)\left(\int_{\tau}^{t} \mathrm{~d} s h(s-\tau)\right)^{n}=\frac{1}{n+1} \tag{3.3.10}
\end{equation*}
$$

Using the substitution $u=\int_{\tau}^{t} \mathrm{~d} s h(s-\tau)$, hence $\mathrm{d} u=-b(t-\tau) \mathrm{d} \tau$, we have that,

$$
\begin{align*}
& \int_{0}^{\int_{0}^{t} \mathrm{~d} s h(s-\tau)} \mathrm{d} u u^{n}=\left[\frac{u^{n+1}}{n+1}\right]_{0}^{\int_{0}^{t} \mathrm{~d} s h(s-\tau)}=\frac{1}{n+1}\left(\int_{0}^{t} \mathrm{~d} s h(s-\tau)\right)^{n+1}  \tag{3.3.1I}\\
n+1 & \frac{1}{n}
\end{align*}
$$

where we have used our necessary condition of $b$ in last step.

The MCT is a very useful tool to identify the asymptotic behavior of $X$. The theorem simply states that for any globally integrable impulse function $b$, regardless of its classification, the GSN process $\xi$ converges asymptotically to the PWN process.

### 3.3.4 Formulating a Relationship between the Impulse Function and the Diffusion Coefficient of the Position Process

Recall from Equation (3.2.49) that under Gaussian Limits we get the following FPE for $X$ :

$$
\begin{equation*}
\frac{\partial \mathbb{P}}{\partial t}=\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\sigma^{2} \int_{0}^{t} \mathrm{~d} \tau h(t-\tau) \int_{\tau}^{t} \mathrm{~d} s h(s-\tau) \frac{\partial^{2} \mathbb{P}}{\partial x^{2}} \tag{3.3.12}
\end{equation*}
$$

Here, we aim to show that a specific impulse function $b$ would yield a super- (sub)-diffusive particle, i.e. $\left\langle X_{t}^{2}\right\rangle \sim t^{\beta}$, for any $\beta>1(<1)$. This can be obtained by finding an impulse function satisfying the following integral equation of the diffusion coefficient:

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d} \tau h(t-\tau) \int_{\tau}^{t} \mathrm{~d} s h(s-\tau)=t^{\beta} \tag{3.3.13}
\end{equation*}
$$

As before, we can use change of variables $u=\int^{t} \mathrm{~d} s b(s-\tau)$ to obtain the following:

$$
\begin{equation*}
\int_{0}^{\int_{0}^{t} \mathrm{~d} \tau b(t-\tau)} \mathrm{d} u u=t^{\beta} \tag{3.3.14}
\end{equation*}
$$

yielding the following Volterra convolution equation:

$$
\begin{equation*}
\frac{\left(\int_{0}^{t} \mathrm{~d} \tau h(t-\tau)\right)^{2}}{2}=t^{\beta} \Longrightarrow \int_{0}^{t} \mathrm{~d} \tau h(t-\tau)=\sqrt{2} t^{\frac{\beta}{2}} \tag{3.3.15}
\end{equation*}
$$

The above integral can be solved in Laplacian space; namely, given $\mathcal{L}$ and $\mathcal{L}^{-1}$ respective the Laplace and inverse Laplace transform operators, denoting $\hat{b}(s)$ the Laplace transform of the impulse function $h(t)$ we obtain the following:

$$
\begin{equation*}
\mathcal{L}\left\{\int_{0}^{t} \mathrm{~d} \tau b(t-\tau)\right\}(s)=\hat{h}(s) \cdot \frac{1}{s}=\sqrt{2} \mathcal{L}\left\{t^{\frac{\beta}{2}}\right\}(s), \tag{3.3.16}
\end{equation*}
$$

where we used the convolution property. Rearranging the terms and noting that $\mathcal{L}^{-1}\{s\}=\delta^{\prime}(t)$, we have the following:

$$
\begin{align*}
\hat{h}(s) & =\sqrt{2} \mathcal{L}\left\{t^{\frac{\beta}{2}}\right\} \cdot s=\sqrt{2} \mathcal{L}\left\{t^{\frac{\beta}{2}}\right\} \cdot \mathcal{L}\left\{\delta^{\prime}(t)\right\} \\
& =\sqrt{2} \mathcal{L}\left\{\int_{0}^{t} \mathrm{~d} s s^{\frac{\beta}{2}} \delta^{\prime}(t-s)\right\} \\
& =\sqrt{2} \mathcal{L}\left\{\int_{0}^{t} \mathrm{~d} s \frac{\beta}{2} s^{\frac{\beta}{2}-1} \delta(t-s)\right\}  \tag{3.3.17}\\
& =\frac{\sqrt{2}}{2} \beta \mathcal{L}\left\{t^{\frac{\beta}{2}-1} \Theta(t)\right\}
\end{align*}
$$

yielding the desired impulse function by applying inverse Laplace transform,

$$
\begin{equation*}
h(t)=\frac{\sqrt{2}}{2} \beta t^{\frac{\beta}{2}-1} \Theta(t) . \tag{3.3.18}
\end{equation*}
$$

Notice that we can indeed generalize this approach for any diffusion coefficient. Given the Fokker Planck Equation (FPE) of $X$ under Harmonic potential and Gaussian limits as,

$$
\begin{equation*}
\frac{\partial \mathbb{P}}{\partial t}=\gamma \frac{\partial}{\partial x}[x \mathbb{P}(x, t)]+\sigma^{2} m(t) \frac{\partial^{2} \mathbb{P}}{\partial x^{2}}, \tag{3.3.19}
\end{equation*}
$$

where $m(t)$ is the differentiable diffusion coefficient, the impulse function $b$ associated with the GSN $\xi$ must be of the form:

$$
\begin{equation*}
h(t)=\frac{\sqrt{2}}{2} \frac{m^{\prime}(t)}{\sqrt{m(t)}} \Theta(t) \tag{3.3.20}
\end{equation*}
$$

Or, in better formulation, the FPE of $X$ under Gaussian Limits is of the following form,

$$
\begin{equation*}
\frac{\partial \mathbb{P}}{\partial t}=\frac{\partial}{\partial x}\left[V^{\prime}(x) \mathbb{P}(x, t)\right]+\sigma^{2} \frac{m^{2}(t)}{2} \frac{\partial^{2} \mathbb{P}}{\partial x^{2}} \tag{3.3.21}
\end{equation*}
$$

if and only if the impulse function is given by $h(t)=m^{\prime}(t) \Theta(t)$. This is a very important outcome
of our thesis, where one can model the trajectory of any particle by assigning it a suitable impulse function $b$ calculated from the diffusion coefficient $m(t)$ with respect to time.

### 3.3.5 Convergence of the GSN process to the Generalized Gaussian Process

Next, we will use the same limiting cases to our GSN in order to get a generalized Gaussian process with a well-defined correlation function. We have formally given in our Theorem below, with proof as follows:

Theorem 3.3.2. Let $\xi$ be the GSN process. Then, for fixed $\lambda\left\langle A_{i}^{2}\right\rangle=\sigma^{2}$, our GSN process converges in distribution to a general Gaussian process $G$ :

$$
\begin{equation*}
\lim _{\substack{\lambda \rightarrow \infty \\\left\langle A_{i}\right\rangle \rightarrow 0}} \xi_{t} \xrightarrow{\mathcal{D}} \sigma G_{t}, \tag{3.3.22}
\end{equation*}
$$

where it is defined by the following correlation function:

$$
\begin{equation*}
\left\langle G_{t} G_{s}\right\rangle=\int_{0}^{t \wedge s} \mathrm{~d} \tau h(t-\tau) b(s-\tau) \tag{3.3.23}
\end{equation*}
$$

Proof. We apply the same concept as in the previous lemma. We will also show here that we can indeed apply the distributional converge to CFals.

Therefore,

$$
\begin{align*}
\Phi_{\xi[g]} & =\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\phi_{A_{1}}\left(\int_{\tau}^{\infty} g(t) h(t-\tau)\right)-1\right)\right] \\
& =\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} \tau\left(\left\langle\exp \left(i A_{1} \int_{\tau}^{\infty} \mathrm{d} t g(t) b(t-\tau)\right)\right\rangle-1\right)\right] \\
= & \exp \left[\lambda \int _ { 0 } ^ { \infty } \mathrm { d } \tau \left(\left\langle1+i A_{1} \int_{\tau}^{\infty} \mathrm{d} t g(t) h(t-\tau)\right.\right.\right.  \tag{3.3.24}\\
& \left.\left.\left.\quad-\frac{1}{2} A_{1}^{2}\left(\int_{\tau}^{\infty} \mathrm{d} t g(t) b(t-\tau)\right)^{2}+\mathcal{O}\left(A_{1}^{3}\right)\right\rangle-1\right)\right] \\
\longrightarrow & \exp \left[-\frac{\sigma^{2}}{2} \int_{0}^{\infty} \mathrm{d} \tau\left(\int_{\tau}^{\infty} \mathrm{d} t g(t) b(t-\tau)\right)^{2}\right]=: \Phi_{G}[g],
\end{align*}
$$

where we applied the Gaussian Limits in last step.
Notice that this is indeed the CFal of the generalized Gaussian process $\sigma\left(G_{t}\right)_{t \geq 0}$, as its increment is defined by the Normal distribution;

$$
\begin{equation*}
G_{t} \sim \mathcal{N}\left(0, \int_{0}^{t} \mathrm{~d} \tau h^{2}(t-\tau)\right), \tag{3.3.25}
\end{equation*}
$$

Hence, by Lévy's Continuity Theorem, we have that the limit is indeed a generalized Gaussian process:

$$
\begin{equation*}
\lim _{\substack{\lambda \rightarrow \infty \\ \lambda_{1} \rightarrow 0 \\ \lambda\left\langle A_{1}^{2}\right\rangle=\sigma^{2}}} \xi_{t} \xrightarrow{\mathcal{D}} \sigma G_{t} . \tag{3.3.26}
\end{equation*}
$$

Lastly, in order to prove the correlation, we simply apply two functional derivatives on $\Phi_{G}[g]$ :

$$
\begin{aligned}
& \frac{\partial \Phi_{G}[g]}{\partial g\left(t_{1}\right)}=\sigma^{2} \int_{0}^{\infty} \mathrm{d} \tau \int_{\tau}^{\infty} \mathrm{d} t g(t) h(t-\tau) \cdot \int_{\tau}^{\infty} \mathrm{d} t \delta\left(t-t_{1}\right) b(t-\tau) \Phi_{G}[g] \\
& \frac{\delta^{2} \Phi_{G}[g]}{\partial g\left(t_{1}\right) \delta g\left(t_{2}\right)}=\sigma^{2} \int_{0}^{\infty} \mathrm{d} \tau \int_{\tau}^{\infty} \mathrm{d} t \delta\left(t-t_{1}\right) h(t-\tau) \cdot\left(\int_{\tau}^{\infty} \mathrm{d} t \delta\left(t-t_{1}\right) b(t-\tau) \Phi_{G}[g]\right. \\
&\left.+\int_{\tau}^{\infty} \mathrm{d} t g(t) h(t-\tau) \frac{\partial \Phi_{G}[g]}{\partial g\left(t_{2}\right)}\right),
\end{aligned}
$$

where this yields the correlation function:

$$
\begin{equation*}
\left\langle G_{t_{1}} G_{t_{2}}\right\rangle=\int_{0}^{t_{1} \wedge t_{2}} \mathrm{~d} \tau b\left(t_{1}-\tau\right) b\left(t_{2}-\tau\right) \tag{3.3.28}
\end{equation*}
$$

which completes the proof.
Interestingly, this type of s.p. $G$ with correlation given in Equation (3.3.23) forms by far the broadest class of Gaussian processes. For an example, the fractal Brownian motion ( fBm ) $B$, which is defined as the generalization of the Gaussian processes, is uniquely defined by its correlation function ${ }^{106}\left\langle B_{t_{1}} B_{t_{2}}\right\rangle=\left(t_{1} \wedge t_{2}\right)^{2 H}$, where $H \in[0,1]$ is called the Hurst parameter that determines the characteristics of the fBm, noting that $H=1 / 2$ yields the Wiener process. Letting $t_{1}=t_{2}=t$ and equating the correlation function of fBm to that of Equation (3.3.23) in Laplace space, as we did in

Section 3.3.4, yields two impulse functions that satisfy this correlation:

$$
\begin{aligned}
\mathcal{L}\left\{\int_{0}^{t} \mathrm{~d} \tau h(t-\tau)^{2}\right\}(s) & =\mathcal{L}\left\{t^{2 H}\right\}(s) \\
\Longrightarrow \mathcal{L}\left\{b(t)^{2}\right\}(s) & =\mathcal{L}\left\{\int_{0}^{t} \mathrm{~d} \tau \tau^{2 H} \delta^{\prime}(t-\tau)\right\}(s) \\
& =2 H \mathcal{L}\left\{\int_{0}^{t} \mathrm{~d} \tau \tau^{2 H-1} \delta(t-\tau)\right\}(s) \\
& =2 H \mathcal{L}\left\{t^{2 H-1} \Theta(t)\right\}(s) \\
\Longrightarrow b(t) & = \pm \sqrt{2 H} t^{H-1 / 2} \Theta(t) .
\end{aligned}
$$

One can easily check that for $H=1 / 2$, the impulse function above simply becomes the Heaviside step function, $b(t)=\Theta(t)$ and thus, by Theorem I.2.I the process $\xi$ indeed converges to the Wiener process under Gaussian Limits. Furthermore, recalling from Section 2.5, this impulse function is left-handed (due to $\Theta(t)$ ) and can also be right-handed if $H<1 / 2$. Also, for any $H \in[0,1]$ the impulse function is not globally integrable. We can observe this behavior in Figure 3.I where we plotted the impulse function for various Hurst parameters $H$.


Figure 3.1: Plot of the impulse function $b$ of the fractional Brownian motion for different Hurst parameters $H$.

This Gaussian distribution property of the GSN process directly indicates that one can find all the characteristics of Gaussian processes directly from the GSN process we have extensively analyzed throughout Chapters 2-3.

We now move forward to simulate our findings on the MCT, where we will show convergence in distribution of the GSN process to the PWN process using the solution of the LE in (0.0.2) with different candidate potentials $V$.

### 3.4 Simulation Results on Markov Convergence Theorem

Here, we numerically show that the asymptotic limits we have proven in this chapter are correct. For simplicity in our numerical integration, we opted to simulate the LE in Equation (o.0.2) using Gaussian jump amplitudes with $\operatorname{CF} \phi_{A_{1}}(\theta)=\exp \left(-\theta^{2} / 2\right)$, unit jump intensity $\lambda=1$, and exponentially decaying impulse function $h(x)=\alpha e^{-\alpha x}$. We aim to numerically obtain the results of the MCT by simulating the realizations of the position process $X$ driven by the zero-potential LE $\dot{X}=\xi$, where $\xi$ is the GSN process.

Recalling Theorem 3.3.I, if the conditions in MCT holds, then the GSN process $\xi_{t}$ converges asymptotically to the Poisson White Noise process. Therefore, $X$, which is formed by the time integrals of $\xi$, should converge to the time-integral of the PWN, i.e. the Compound Poisson process. For simulations, we chose the exponential decay impulse function where it holds the MCT conditions. Indeed, in Figure 3.2, we can observe convergence in distribution at around $t=50$.


Figure 3.2: Probability distribution (log-scale) of $X_{t}$ as solution of the LE $\dot{X}_{t}=\xi_{t}$. Graphs colored in red are cases where $\xi$ is the GSN (hence $X$ is Non-Markovian (NM)); whereas those in blue are cases where $\xi$ the PWN (hence $X$ is Markovian (M)). Scatter plots are simulations obtained by Monte Carlo method with 5,000 iterations, and line plots are analytic solutions of the PDF's obtained by Inverse Fourier Transform of the characteristic functions. As we increase time $t$, we can visualize convergence in distribution. For simulating the realizations of $\xi$ we chose the $\alpha=1, \lambda=5$, and $A_{i} \sim \mathcal{N}\left(0, \lambda^{-1}\right)$.

### 3.5 Chapter Review

In this chapter, we provided new results of the GSN process $\xi$ with interesting properties. We first showed that the time derivative of $\xi$ is recursive and depends on the time derivative of the impulse function $h$. The infinite recursive nature of $\xi$ can be truncated to a finite value $n$ if there exists an $n$-th order linear ODE for $h$.

We next derived the ME of the position process $X$ driven by $\xi$, where we used both Itō's approach in Chapter I and Hänggi's approach that is designed especially for non-Markovian s.p.'s. Both these methods are useful tools to find the PDF of $X$. The Itō's method yields Markovian ME with respect to the tuple of the position process and the hierarchies of the GSN, $\left(X, \xi,{ }^{(1)} \xi, \ldots\right)$ as in Equation (3.2.8); whereas the Hänggi's method yields the non-Markovian ME in Equation (3.2.48) that solely governs $X$. Although we provided ansatzes to provide a heuristic relationship between the Markovian Master Equation of $(X, \xi)$ via Itō's approach and the non-Markovian ME of $X$ via Hänggi's approach, finding a analytic transformation between these two Master Equations is currently an open question, and could be further investigated in future research, such as using the functional separation of variables technique ${ }^{31}$, or obtaining the Jacobian functional from transforming the joint PDF P to marginal PDF of $X, \mathbb{P}_{X}$, via Fujikawa method ${ }^{78}$, outline of which can be inferred from Appendix A. Besides finding analytic correspondence, one can also apply numeric techniques, such as method of lines ${ }^{32}$, to partially integrate the joint PDF $\mathbb{P}$.

Moreover, finding analytic solutions of these ME's is close to impossible unless we assume special cases for $b$ or consider asymptotic limits of $\xi$. This asymptotic behavior of $\xi$ is encompassed within the following section, where our analysis shows that the GSN process converges to the Poisson White Noise for $b \rightarrow \delta$, and further to a generalized Gaussian process under Gaussian limits. Indeed, we showed that by Markov Convergence Theorem (MCT), the GSN process $\xi$ asymptotically converges in distribution to the PWN for any globally integrable impulse function $b$. We then
backed our analytical results of the MCT by numerical simulation, where we observe that the nonMarkovian process converges in distribution to the Markov process (Figure 3.2).

In the next chapter, we show another method of finding the $\operatorname{PDF}$ of $X$ driven by $\xi$ via path integral approach, where we apply our results obtained throughout the previous chapters. We will also investigate the escape problem of $X$, which arises directly from computing its path integral.

Mathematics are the result of mysterious powers which no
one understands, and which the unconscious recognition
of beauty must play an important part. Out of an infin-
ity of designs a mathematician chooses one pattern for
beauty's sake and pulls it down to earth.
Marston Morse

## 4

## Stationary Action Principle for

## Non-Markovian Processes

## 4.I Introduction

This chapter focuses on deriving the stationary action principle using the non-Markovian process $X$ driven by the Langevin Equation $\dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$, recalling that $V$ is the potential of the system
and $\xi_{t}$ forms the GSN process with impulse function $b$ as in Equation o.0.2.
We begin this chapter by introducing the basic concepts of Lagrangian mechanics, namely the concepts of the Lagrangian, stationary action principle, Euler-Lagrange equations and equations of motion. Next, we introduce the optimal escape problem, which is the stationary action principle of $X$ under potential $V$ that has more than one stable state (e.g. double-well potential).

These definitions will then be used to derive the path integral formulation, proposed by Richard Feynman \& Albert Hibbs in $1965^{85}$, where it is found by the functional integral of the Lagrangian of stochastic processes. The path integral formulation will help us derive the probability amplitude of $X$, from where we can ultimately achieve the main goal of this thesis by calculating its PDF.

Path integral formulation is a very important tool used for not only finding the PDF of $X$ for any potential $V$ and impulse function $b$, but to also for helping us better understand the behavior of $X$, most importantly its time-non-local (TNL) property, which makes finding its PDF extremely difficult. Nonetheless, we show that if $h$ is an $n$-hierarchy impulse function (cf. Definition 2.5.3), then the TNL property of $X$ vanishes and we can find Lagrangian and $(2 n+2)$-dimensional equations of motion of $X$, both of which is local in time. This property fundamentally agrees with our understanding of the hierarchical nature of $\xi$, as we analyzed extensively in Chapters 2,3 .

We then move on to final section of this chapter by introducing the Markov Embedding technique in order to simplify the equations of motion of $X$. By approximating any impulse function $h$ as a sum of exponential decay functions in the complex plane, the resulting equations of motion of $X$, and therefore its Lagrangian and hence its PDF, will be much more easier to calculate numerically.

Before we begin this chapter, we expect the reader to have preliminary knowledge of functional calculus, especially functional integration, as well as a basic understanding of Lagrangian mechanics. We will, albeit briefly, touchdown the Lagrangian mechanics throughout this introductory section; however for further remarks, we encourage the reader to refer to a wide-scope book published by Gi-
aquinta \& Hildebrandt ${ }^{21}$ for the mathematics of Lagrangian mechanics and functional integration, as well as ${ }^{22}$ for further physical aspects of both concepts.

## 4.i.i Path Integral Formulation

Path integral formulation was first introduced by Feynman \& Hibbs to bring forth a global formalism of quantum mechanics ${ }^{86}$. The formalism is defined to predict the possible path of a particle from point $A$ to point $B$ by taking into account all possible paths it can take between those two points. The formulation works by integrating over the functional space of paths of the particle and assigning a complex-valued function $\pi$ called the probability amplitude. One can then derive the PDF $\mathbb{P}$ of the particle by taking the squared modulus of its probability amplitude: $\mathbb{P}=|\pi|^{2}$.

Path integrals are widely used in scopes outside of quantum mechanics. For example, it is used in biophysics to model the transition between two different states of DNA during transcription phases ${ }^{23}$ or modeling the evolutionary process of species ${ }^{24}$.


Figure 4.1: Depiction of 5 out of infinitely possible paths from point $A$ to point $B$. Path integral works by integrating over all possible trajectories of the particle from $A$ to $B$ and output the probability amplitude $\pi$ of the particle between this range.

Feynman \& Hibbs showed in ${ }^{85}$ that the probability amplitude of a particle between the time
range $\left[t_{a}, t_{b}\right]$ and end-points $x\left(t_{a}\right) \equiv x_{a}$ and $x\left(t_{b}\right) \equiv x_{b}$, is given by the following functional integration:

$$
\begin{equation*}
\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\int_{\mathscr{C}} \mathcal{D}[x] \exp \left(i \int_{t_{a}}^{t_{b}} \mathrm{~d} t \mathscr{L}(x(t), \dot{x}(t), \ddot{x}(t), \ldots)\right), \tag{4.I.I}
\end{equation*}
$$

where $\mathscr{C}=\left[x_{a}, x_{b}\right]$ is the configuration space of all paths of the particle between times $t_{a}$ and $t_{b}$, and function $\mathscr{L}$ is the Lagrangian of the particle that depends on the particle's position function $x(t)$ all its derivatives. The tuple $(\mathscr{C}, \mathscr{L})$ together form the Lagrangian system of the particle ${ }^{22}$.

In most physical contexts including formulation by Feynman \& Hibbs, the integration of the Lagrangian is normally defined as the action functional $S$ :

$$
\begin{equation*}
S[x, \dot{x}, \ddot{x}, \ldots]=\int_{t_{a}}^{t_{b}} \mathrm{~d} t \mathscr{L}(x(t), \dot{x}(t), \ddot{x}(t), \ldots) \tag{4.1.2}
\end{equation*}
$$

in fact, rewriting Equation (4.I.I) in terms of the action functional is the most common way to define the probability amplitude in literature:

$$
\begin{equation*}
\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\int_{\mathscr{C}} \mathcal{D}[x] \exp (i S[x, \dot{x}, \ddot{x}, \ldots]) \tag{4.I.3}
\end{equation*}
$$

Here, the Lagrangian $\mathscr{L}$ of a particle is the difference between its kinetic energy (energy of the particle itself) and potential energy (energy of interaction between the particle and the external forces such as gravity, friction, etc.). Furthermore, the action $S$ is a functional that assigns a numerical value to the Lagrangian system by integrating the Lagrangian over $\left[t_{a}, t_{b}\right]$. In fact, the action functional is used to find the stationary action principle by minimizing the Lagrangian.

The stationary action principle dictates that out of infinitely possible paths between points $x_{a}$ and $x_{b}$, the particle travels the path that has the stationary action ${ }^{22}$. Such path is defined as the optimal path of the particle and is usually denoted with an asterisk $x^{*}$. We can explain this phenomenon in Figure 4.I, where under no external forces (i.e. zero potential energy) that can affect the system,
the optimal path of the particle that travels from point $A$ to point $B$ would be a straight line, as it will intuitively use the least energy. We will validate this mathematically in the next section, where by minimizing the Lagrangian we obtain an ODE called the Euler-Lagrange Equations, also known in physical contexts as equation of motion.

## 4.i. 2 Optimal Path Calculation

As we explained in the previous section, the optimal path of a particle is found by finding its stationary action. Let $(\mathscr{C}, \mathscr{L})$ be the Lagrangian system of the particle whose position in time is defined by $x(t)$, and let $S$ be its associated action. Then, the infinitesimal change in $S$ is found by applying the total functional derivatives ${ }^{25}$ :

$$
\begin{align*}
S & =\int_{t_{a}}^{t_{b}} \delta S=\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\frac{\partial S}{\partial x} \delta x+\frac{\partial S}{\partial \dot{x}} \partial \dot{x}+\frac{\partial S}{\partial \ddot{x}} \partial \ddot{x}+\ldots\right) \\
& =\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\frac{\partial S}{\partial x} \delta x-\frac{\mathrm{d}}{\mathrm{~d} t S} \frac{\partial S}{\partial \dot{x}} \delta x+\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{2} \frac{\partial S}{\partial \ddot{x}} \delta x+\ldots\right)  \tag{4.I.4}\\
& =\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\partial x \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S}{\partial x(j)}\right),
\end{align*}
$$

where $x^{(j)}$ refers to $j$ th time derivative of $x$ and in the third equation we applied integration by parts $j$ times on each $\delta x^{(j)}$. We can then find the stationary action by letting $\delta S=0$ in Equation (4.1.4):

$$
\begin{align*}
\partial S=0 & \Longleftrightarrow \mathrm{~d} t\left(\partial x \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S}{\partial x^{(j)}}\right)=0  \tag{4.1.5}\\
& \Longrightarrow \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S}{\partial x^{(j)}}=0 .
\end{align*}
$$

Instead of writing Equation (4.I.5) in terms of $S$, we can use its definition on Equation (4.1.2) to rewrite it in terms of the partial derivatives of the Lagrangian $\mathscr{L}$, which yields the Euler-Lagrange

Equation (ELE):

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial \mathscr{L}}{\partial x^{(j)}}=0 \tag{4.1.6}
\end{equation*}
$$

Solving this ELE ultimately yields the optimal path $x^{*}(t)$ for the Lagrangian system.
Now that we have shown how this formulation is derived, we can now give some basic examples. Let us consider a particle with mass $m>0$ defined by the Lagrangian system $(\mathscr{C}, \mathscr{L})$. Let us also first assume that the particle has zero potential energy. Defining its position in time by $x(t)$, the particle's kinetic energy and thus its Lagrangian is given by $\mathscr{L}=m(\dot{x})^{2} / 2$, where we can observe that it solely depends on $\dot{x}$. We then plug this into the ELE:

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial \mathscr{L}}{\partial x^{(j)}}=-\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial \mathscr{L}}{\partial \dot{x}}=-m \frac{\mathrm{~d} \dot{x}}{\mathrm{~d} t}=0 \tag{4.1.7}
\end{equation*}
$$

Notice that the ELE simply becomes $m \ddot{x}=0$, where its solution (i.e. the optimal path) is given by a straight line $x(t)=c_{1} t+c_{2}=x^{*}(t)$ with integral coefficients $c_{1}$ and $c_{2}$. This agrees with our intuitive understanding that without any potential energy, the optimal path between two points, regardless of its mass $m$, is always a straight line.

Let us introduce potential energy to the Lagrangian system. Defining $V$ to be the potential function, the Lagrangian is then given by $\mathscr{L}=m(\dot{x})^{2} / 2-V(x)$, where it now depends on both $x$ and $\dot{x}$. Plugging this to the ELE yields the following:

$$
\begin{gather*}
\frac{\partial \mathscr{L}}{\partial x}-\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial \mathscr{L}}{\partial \dot{x}}=0  \tag{4.I.8}\\
\Longrightarrow-V^{\prime}(x)-m \ddot{x}=0
\end{gather*}
$$

This is a classical result of Newton's Second Law of Motion where external force acting on a particle is equal to is its mass times its acceleration.

From the optimal path we can further obtain the stationary action of such particle. By inte-
grating the equation of motion w.r.t. over $\left[t_{a}, t\right]$ yields $m \dot{x}=m \dot{x}_{a}-\int_{t_{a}}^{t} \mathrm{~d} \tau V^{\prime}(x(\tau))$, where $\left.\dot{x}_{a} \equiv \dot{x}(t)\right|_{t=t_{a}}$. Thus, the stationary action of the particle over the region $\left[t_{a}, t_{b}\right]$ is given by

$$
\begin{equation*}
S\left[x^{*}, \dot{x}^{*}\right]=\int_{t_{a}}^{t_{b}} \mathrm{~d} t \mathscr{L}\left(x^{*}(t), \dot{x}^{*}(t)\right)=\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\frac{1}{2 m}\left(m \dot{x}_{a}^{*}-\int_{t_{a}}^{t} \mathrm{~d} \tau V^{\prime}\left(x^{*}(\tau)\right)\right)^{2}-V\left(x^{*}(t)\right)\right), \tag{4.1.9}
\end{equation*}
$$

where $x^{*}$, the optimal path, is the solution of Equation (4.1.8).
We finally close this introductory section by defining the optimal escape problem, which is widely used for calculating stationary actions for Lagrangian systems with potentials containing local minima and maxima.

## 4.i. 3 Optimal Escape Problem

The optimal escape problem seeks to find the rate of escape of a particle to irreversibly change its position from one stable point to a different (stable or unstable) point ${ }^{76}$. As given in Figure 4.2 below, the optimal escape problem calculates the stationary action (commonly referred to as the optimal escape rate in this instance) of a particle under the potential $V$ with more than one stable point. Therefore, if the potential $V$ is of this form, then the stationary action of a free particle given in Equation (4.1.9) is called its optimal escape rate.

Calculating the escape rates of physical systems has been widely used in statistical physics, where a particle located in a potential well can escape to another stable state with smaller potential energy, thereby allowing favorable conditions for the particle. Furthermore, quantum mechanics posits the true nature of quantum tunneling, where a particle can randomly escape a potential barrier to another stable state ${ }^{77}$. Stochastic processes are also commonly used in building optimal escape problems; it has been shown that particles within a local potential well that require the existence of an external force (e.g. friction) appear to show random fluctuations in motion, where stochastic processes would be employed to model the position of such particle ${ }^{8_{2}}$.


Figure 4.2: Depiction of a double-well potential $V(x)=x^{4}-5 x^{2}+3 x-2$ with stable state, $x_{a}=x\left(t_{a}\right)$, metastable state $x_{b}=x\left(t_{b}\right)$ and an unstable state $x_{c}=x\left(t_{c}\right)$. Top figure: Optimal escape problem calculates the stationary action of a particle from the stable state $x_{a}$ to the metastable state $x_{b}$ under this potential. Bottom figure: One can also calculate the escape rate from the stable state $x_{a}$ to the unstable state $x_{c}$ with lowest potential.

Therefore, instead of confining within the boundaries of deterministic systems for solving the optimal escape problem, one can also define the Lagrangian system for stochastic processes. However, the resulting Lagrangian is not as straightforward to find as in the deterministic cases mentioned in the above examples. If the position of a particle is modeled by a stochastic process, we must first define it as a Langevin equation and then construct the Lagrangian from there. One method to do so is to deduce the Lagrangian straight from the LE itself, as conducted by ${ }^{26}$, or by the CFal of the position process, as done by Hanggi in $1989{ }^{75}$. Both methods work for LE's driven by white noise processes as well as GSN processes.

Due to its simplicity and more extensive analysis, we opted to use the method provided by ${ }^{75}$ in finding the solution of our $\mathrm{LE} \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$ via path integral approach, where $\xi_{t}$ forms the GSN process that we extensively defined in Chapter 2. Remarkably, this method also works for any potential $V$, which we showed to be a great caveat for finding the PDF of $X$ via CFal approach as conducted in Chapter 3.

### 4.2 Finding the Probability Amplitude and the Euler-Lagrange Equations of the Position Process driven by the GSN

Let $X$ be the position process defined by the Langevin equation $\dot{X}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$, where $V$ is the potential, and $\xi_{t}=\sum_{i=1}^{N_{t}} A_{i} b\left(t-T_{i}\right)$ is the GSN as in Definition 2.I.I. As we aim to model the path of a particle between time-frames $\left[t_{a}, t_{b}\right]$, we constrain the GSN $\left(\xi_{t}\right)_{t \in\left[\left[_{a}, t_{b}\right]\right.}$.

Then, by ${ }^{75}$, the probability amplitude of $X$ between times $\left[t_{a}, t_{b}\right]$, defined by $\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)$, is
given by:

$$
\begin{align*}
& \pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right) \\
& \quad=\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi}\right] \Phi_{\xi}[g] \exp \left(i \int_{t_{a}}^{t_{b}} \mathrm{~d} t g(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)\right) \exp \left(\frac{1}{2} \int_{t_{a}}^{t_{b}} \mathrm{~d} t V^{\prime \prime}\left(X_{t}\right)\right) \tag{4.2.I}
\end{align*}
$$

where $\mathscr{C}_{X}$ and $\mathscr{C}_{g}$ are respectively the functional space of all possible paths $X$ and test functions $g$, both constrained on $\left[t_{a}, t_{b}\right]$, and $\Phi_{\xi}[g]$ is the CFal of the constrained GSN process $\xi$ as in Equation (2.3.7):

$$
\begin{equation*}
\Phi_{\xi}[g]=\exp \left[\lambda \int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\phi_{A_{1}}\left(\int_{t}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right)-1\right)\right] \tag{4.2.2}
\end{equation*}
$$

recalling from Definition 2.I.I that $\lambda>0$ is the intensity of $\xi$. The last exponential term containing $V^{\prime \prime}\left(X_{t}\right)$, commonly referred to as the Jacobian, naturally arises from discretizing the path integral in order to obtain the probablity amplitude $\pi^{83}$, followed by the change of functional space of the path integral term, as we show in Appendix A.

Notice further that we can gather all the exponentials in the integrands and rewrite the probability amplitude in terms of the action functional $S$,

$$
\begin{equation*}
\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi}\right] \exp (-S[X, g]) \tag{4.2.3}
\end{equation*}
$$

where $S$ is given by the integral of the Lagrangian $\mathscr{L}$ of $X, \dot{X}$ and $g$ :

$$
\begin{align*}
S[X, g] & =\int_{t_{a}}^{t_{b}} \mathscr{L}\left(X_{t}, \dot{X}_{t}, g(t)\right) \\
& =\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\lambda-\lambda \phi_{A_{1}}\left(\int_{t}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right)-i g(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)+\frac{1}{2} V^{\prime \prime}\left(X_{t}\right)\right) \tag{4.2.4}
\end{align*}
$$

The optimal path $\left(X^{*}, g^{*}\right)$ is then found by solving each component's respective ELE. This can be easily shown by extending the expansion of $S$ in Equation (4.r.4) with respect to $X$ and $g\left(\right.$ ref. $\left.{ }^{110}\right)$ :

$$
\begin{align*}
S[X, g] & =\int_{t_{a}}^{t_{b}} \delta S[X, g]=\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\frac{\partial S}{\partial X} \delta X+\frac{\partial S}{\partial g} \delta g+\frac{\partial S}{\partial \dot{X}} \delta \dot{X}+\frac{\partial S}{\partial \dot{g}} \delta \dot{g}+\frac{\partial S}{\partial \ddot{X}} \partial \ddot{X}+\frac{\partial S}{\partial \ddot{g}} \partial \ddot{g}+\ldots\right) \\
& =\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\frac{\partial S}{\partial X} \delta X-\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial S}{\partial \dot{X}} \delta X+\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{2} \frac{\partial S}{\partial \ddot{X}} \delta X+\frac{\delta S}{\partial g} \delta g-\frac{\mathrm{d}}{\mathrm{~d} t S} \frac{\partial S}{\partial \dot{g}} \delta g+\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{2} \frac{\partial S}{\partial \dot{g}} \delta g+\ldots\right) \\
& =\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\partial X \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S}{\partial X^{(j)}}+\delta g \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S}{\partial g(j)}\right) . \tag{4.2.5}
\end{align*}
$$

By letting $\delta S=0$ the resulting ELE's will be two dimensional system of ODE's with respect to the Lagrangian $\mathscr{L}\left(X_{t}, \dot{X}_{t}, g(t)\right)$ as we initiated in the beginning of this chapter.

However, notice that one cannot explicitly define the partial derivative $\partial \mathscr{L} / \partial \dot{X}$ due to the impulse function $b$ causing time non-locality in $g$. These types of ELE's that contain impulse functions are called Time Non-Local ELE's (TNL ELE's), as coined by ${ }^{25}$. Instead, one has to refer to the action functional itself to compute the TNL ELE's:

$$
\begin{align*}
\frac{\partial S}{\partial X}-\frac{\mathrm{d}}{\mathrm{~d} t S} \frac{\partial S}{\partial \dot{X}} & =0 \\
\frac{\partial S}{\partial g} & =0 \tag{4.2.6}
\end{align*}
$$

As it is local in $t$, the first equation simply becomes $\dot{g}(t)=V^{\prime \prime}\left(X_{t}\right) g(t)+i / 2 V^{\prime \prime \prime}\left(X_{t}\right)$. The second
equation, which contains the time non-local term of $g$, is found as follows:

$$
\begin{aligned}
& \frac{\partial S}{\partial g(t)}=0 \\
& \Longrightarrow-\lambda \int_{t_{a}}^{t_{b}} \mathrm{~d} \tau \int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) \delta(s-t) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) g(s)\right) \\
& \quad-i \int_{t_{a}}^{t_{b}} \mathrm{~d} \tau \delta(t-\tau)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)=0 \\
& \Longrightarrow-\lambda \int_{t_{a}}^{t_{b}} \mathrm{~d} \tau h(t-\tau) \Theta(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) g(s)\right)-i\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)=0 \\
& \Longrightarrow-\lambda \int_{t_{a}}^{t} \mathrm{~d} \tau h(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) g(s)\right)-i\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)=0 .
\end{aligned}
$$

Therefore, putting them together, the TNL ELE's are given by the following system of ODE's;

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau b(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s b(s-\tau) g(s)\right)  \tag{4.2.8}\\
\dot{g}(t) & =V^{\prime \prime}\left(X_{t}\right) g(t)+\frac{i}{2} V^{\prime \prime \prime}\left(X_{t}\right) .
\end{align*}
$$

We can also further simplify the TNL ELE's by rescaling the GSN $\xi$ with $\varepsilon$, such that for sufficiently $\operatorname{small} \varepsilon$ (i.e. under the weak noise limit), the Lagrangian $\mathscr{L}$ can be written only in terms of $g$. This can be established by referring to the Baule \& Sollich 2018 paper ${ }^{113}$, where one can redefine the GSN $\xi$ with new jump intensity $\lambda \rightarrow \lambda / \varepsilon$ and jump amplitudes $A_{1} \rightarrow A_{1} \varepsilon$. In this case, the CFal of $\xi$ is given by:

$$
\begin{equation*}
\Phi_{\xi}[g]=\exp \left[\frac{\lambda}{\varepsilon} \int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\left\langle e^{i A_{1} \varepsilon \int_{t}^{t_{b}} \mathrm{~d} s(s-t) g(s)}\right\rangle-1\right)\right] . \tag{4.2.9}
\end{equation*}
$$

Thus, in this regime, the probability amplitude of $X$ is given by:

$$
\begin{aligned}
\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{g}} \mathcal{D} & {\left[\frac{g}{2 \pi}\right] \exp \left[\frac{\lambda}{\varepsilon} \int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\left\langle e^{i A_{1} \varepsilon \int_{t}^{t_{b}} \mathrm{~d} s b(s-t) g(s)}\right\rangle-1\right)\right] } \\
& \cdot \exp \left(i \int_{t_{a}}^{t_{b}} \mathrm{~d} t g(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)\right) \exp \left(\frac{1}{2} \int_{t_{a}}^{t_{b}} \mathrm{~d} t V^{\prime \prime}\left(X_{t}\right)\right),
\end{aligned}
$$

where upon further rescaling $g \rightarrow g / \varepsilon$, we can rewrite the probability amplitude in terms of its action functional $S$ and Lagrangian $\mathscr{L}$ :

$$
\begin{equation*}
\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi \varepsilon}\right] \exp \left[-\frac{S[X, g]}{\varepsilon}\right] \tag{4.2.II}
\end{equation*}
$$

where the rescaled action is given by

$$
\begin{align*}
S[X, g] & \left.=\int_{t_{a}}^{t_{b}} \mathrm{~d} t \mathscr{L}\left(X_{t}, \dot{X}_{t}, g(t)\right)\right) \\
& =\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\lambda\left(1-\phi_{A_{1}}\left(\int_{t}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right)\right)-i g(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)-\frac{\varepsilon}{2} V^{\prime \prime}\left(X_{t}\right)\right) . \tag{4.2.12}
\end{align*}
$$

Plugging the rescaled action above to the TNL ELE in (4.2.6) and applying the weak noise limit $\varepsilon \rightarrow 0$, we get the following coupled ODE's from which we can obtain optimal solutions $\left(X^{*}, g^{*}\right)$ :

$$
\begin{align*}
& \text { [1] } \dot{g}=V^{\prime \prime}\left(X_{t}\right) g(t) \\
& {[2] \quad \dot{X}=-V^{\prime}\left(X_{t}\right)+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau h(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right) .} \tag{4.2.13}
\end{align*}
$$

Notice that under weak noise limit, $\varepsilon \rightarrow 0$, the Lagrangian can be rewritten by $g$ only: by plugging
[2] to the Lagrangian we get the following,

$$
\begin{align*}
& \mathscr{L}\left(X_{t}, g(t)\right)=\lambda\left(1-\phi_{A_{1}}\left(\int_{t}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right)\right) \\
&-i g(t)\left(-V^{\prime}\left(X_{t}\right)+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau b(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right)+V^{\prime}\left(X_{t}\right)\right) \\
&=\lambda\left(1-\phi_{A_{1}}\left(\int_{t}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right)\right)+\lambda g(t) \int_{t_{a}}^{t} \mathrm{~d} \tau b(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right) \\
&=\mathscr{L}\left(g^{*}(t)\right) . \tag{4.2.14}
\end{align*}
$$

Therefore, the stationary action $S\left[g^{*}(t)\right]$ can be found by by integrating the Lagrangian. However, notice that the solution $g^{*}$ of the ELE must be purely complex in order to get a purely real solution for $X^{*}$. Thus, by re-defining $g^{*}(t) \equiv i k(t)$, we get the stationary action as follows:

$$
\begin{align*}
& S\left[g^{*}(t)\right]=\int_{0}^{t} \mathrm{~d} \tau \mathscr{L}(i k(\tau)) \\
&=\lambda \int_{0}^{t} \mathrm{~d} \tau\left[1-\bar{\phi}_{A_{1}}\right.\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) k(s)\right)  \tag{4.2.15}\\
&\left.+i k(\tau) \int_{t_{a}}^{\tau} \mathrm{d} s h(\tau-s) \bar{\phi}_{A_{1}}^{\prime}\left(\int_{s}^{t_{b}} \mathrm{~d} u b(u-s) k(u)\right)\right],
\end{align*}
$$

where $\bar{\phi}_{A_{1}}(k(t))=\phi_{A_{1}}(g(t))$ with Wick-rotated derivatives: $\frac{\partial}{\partial g} \phi_{A_{1}}(g(t)) \rightarrow i \frac{\partial}{\partial k} \bar{\phi}_{A_{1}}(k(t))$.
Even though $g$ is an arbitrary test function, due to the integration factor over $\left[\tau, t_{b}\right]$ in $\dot{X}_{t}$, which causes TNL problem, one has to know in prior the function $g$ over $\left[t_{a}, t_{b}\right]$. We will explain methods to convert the TNL ELE to higher-order local ELE in Section 4.5.

But before this, in the next two sections we describe ways to analytically solve the TNL ELE for different types of potentials $V$; zero potential $V(x)=0$ and Harmonic potential $V(x)=\gamma x^{2} / 2$.

### 4.3 Optimal Path and Stationary Action for Zero and Harmonic Potentials

### 4.3.1 Markovian Ornstein-Uhlenbeck Process

Recall from Chapter I that OU process is the solution of the $\operatorname{LE} \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$ where $\xi$ is the GWN and $V(x)=\gamma x^{2} / 2$ is Harmonic potential.

Let's first rewrite the original (i.e. not $k$-transformed) ELE's of $g^{*}$ and $X^{*}$ under Harmonic potential:

$$
\begin{align*}
& \dot{g}=\gamma g(t), \\
& \dot{X}=-\gamma X_{t}+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau h(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right) . \tag{4.3.1}
\end{align*}
$$

Then, since $\xi$ is the GWN process, we have the memory-less property $h(x)=\delta(x)$ and the following characteristic function of the jump amplitude under Gaussian limits $\phi_{A_{1}}(\theta)=-\frac{1}{2}\left\langle A_{1}^{2}\right\rangle \theta^{2}+1$ such that $\phi_{A_{1}}^{\prime}(\theta)=-\left\langle A_{1}^{2}\right\rangle \theta$. Hence, after integrating out the Dirac delta functions, the ELE of $X^{*}$ reduces to

$$
\begin{align*}
\dot{X} & =-\gamma X_{t}+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau \delta(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s \delta(s-t) g(s)\right) \\
& =-\gamma X_{t}+i \Theta\left(t_{b}-t\right) \lambda \phi_{A_{1}}^{\prime}(g(t))  \tag{4.3.2}\\
& =-\gamma X_{t}-i \Theta\left(t_{b}-t\right) \lambda\left\langle A_{1}^{2}\right\rangle g(t) .
\end{align*}
$$

Defining $\sigma^{2}=\lambda\left\langle A_{1}^{2}\right\rangle$ under Gaussian limit and noting due to the boundary value that $\Theta\left(t_{b}-t\right)=$ 1, we get the following simplified ELE's:

$$
\begin{align*}
& \dot{g}=\gamma g(t) \\
& \dot{X}=-\gamma X_{t}-i \sigma^{2} g(t) .
\end{align*}
$$

Note that with boundary condition $g(0)=g\left(t_{a}\right)$ first ELE has general solution $g^{*}(t)=g(0) e^{\gamma\left(t-t_{a}\right)}$. Hence, the ELE for $X^{*}$ is given by $\dot{X}=-\gamma X_{t}-i g(0) \sigma^{2} e^{\gamma\left(t-t_{a}\right)}$. It is important to actually fix $g(0)=g_{0}$ as a function of space and time, i.e. $g_{0}=g_{0}\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)$, where it can be fully derived from solving the ELEs with initial conditions of trajectory points from $\left(x_{a}, t_{a}\right)$ to $\left(x_{b}, t_{b}\right)$.

In detail, the solution of the second ELE $\dot{X}=-\gamma X_{t}-i g_{0} \sigma^{2} e^{\gamma\left(t-t_{a}\right)}$ under the boundary condition $X_{t_{b}}=x_{b}$ is given by:

$$
X_{t}^{*}=\frac{e^{-\gamma\left(t+t_{a}\right)}}{\gamma}\left(\gamma x_{b} e^{\gamma\left(t_{a}+t_{b}\right)}-\frac{1}{2} i g_{0} \sigma^{2}\left(e^{2 \gamma t}-e^{2 \gamma t_{b}}\right)\right),
$$

where under the second boundary condition $X_{t_{a}}^{*}=x_{a}$ we can find the function $g_{0}$ :

$$
\begin{align*}
x_{a} & =\frac{e^{-2 \gamma t_{a}}}{\gamma}\left(\gamma x_{b} e^{\gamma\left(t_{a}+t_{b}\right)}-\frac{1}{2} i g_{0} \sigma^{2}\left(e^{2 \gamma t_{a}}-e^{2 \gamma t_{b}}\right)\right)  \tag{4.3.5}\\
\Longrightarrow g_{0} & =\frac{2 i \gamma e^{\gamma t_{a}}\left(x_{a} e^{\gamma t_{a}}-x_{b} e^{\gamma t_{b}}\right)}{\sigma^{2}\left(e^{2 \gamma t_{a}}-e^{2 \gamma t_{b}}\right)} .
\end{align*}
$$

Plugging this to our $X^{*}$ equation and re-arranging the terms yields the closed form solution of the optimal path of the OU-process:

$$
\begin{equation*}
X_{t}^{*}=\frac{e^{\gamma t}}{e^{2 \gamma t_{a}}-e^{2 \gamma t_{b}}}\left(\left(e^{\gamma\left(2 t+t_{a}\right)}-e^{\gamma\left(2 t_{b}+t_{a}\right)}\right) x_{a}-\left(e^{\gamma\left(2 t+t_{b}\right)}-e^{\gamma\left(2 t_{a}+t_{b}\right)}\right) x_{b}\right) . \tag{4.3.6}
\end{equation*}
$$

Remark 4.3.1. An interesting yet also obvious case is that upon applying $\gamma \rightarrow 0$ limit, in which case $X$ becomes Brownian motion, the optimal path is given by a straight line,

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} X_{t}^{*}=\frac{\left(t-t_{b}\right) x_{a}-\left(t-t_{a}\right) x_{b}}{t_{a}-t_{b}} \tag{4.3.7}
\end{equation*}
$$

This agrees with the consensus that the shortest path between two points, under no external or internal force present, is a straight line.

Now that we have found the optimal path, let's rewrite the stationary action in case for the OU process. For simplicity, we can insert the ELE for $X$ given above to the action functional $S[X, g]$ given in Equation (4.2.12):

$$
\begin{align*}
S[X, g] & =\int_{t_{a}}^{t_{b}} \mathrm{~d} \tau\left[\lambda\left(1-\phi_{A_{1}}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) g(s)\right)\right)-i g(\tau)\left(\dot{X}_{\tau}+V^{\prime}\left(X_{\tau}\right)\right)\right] \\
& =\int_{t_{a}}^{t_{b}} \mathrm{~d} \tau\left[\lambda\left(1+\frac{1}{2}\left\langle A_{1}^{2}\right\rangle\left(-\Theta\left(\tau_{b}-\tau\right)^{2}\right) g(\tau)^{2}-1-i g(\tau)\left(-i \lambda\left\langle A_{1}^{2}\right\rangle g(\tau)\right)\right]\right. \\
& =-\frac{1}{2} \sigma^{2} \int_{t_{a}}^{t_{b}} \mathrm{~d} \tau g(\tau)^{2} \\
\Longrightarrow S\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right) & =-\frac{1}{2} \sigma^{2} g_{0}^{2} \int_{t_{a}}^{t_{b}} \mathrm{~d} \tau e^{2 \gamma\left(\tau-t_{a}\right)}=-\frac{1}{2}\left(\frac{2 i \gamma \gamma^{\gamma^{2}}\left(x_{a} e^{\gamma t_{a}}-x_{b} e^{\gamma t_{b}}\right)}{\sigma^{2}\left(e^{2 \gamma t_{a}}-e^{2 \gamma t_{b}}\right)}\right)^{2} \sigma^{2} \frac{e^{2 \gamma\left(t_{b}-t_{a}\right)}-1}{2 \gamma} \\
& =\frac{\gamma}{\sigma^{2}} \frac{\left(x_{b} e^{2 t_{b}}-x_{a} e^{\gamma t_{a}}\right)^{2}}{e^{2 \gamma t_{b}}-e^{2 \gamma t_{a}}} . \tag{4.3.8}
\end{align*}
$$

The stationary action for OU case is interesting because for large enough time, the action simply depends on the current state of $X$. We have explained this in a bit more detail in the following remark.

Remark 4.3.2. Given the following stationary action for the $O U$ process,

$$
\begin{equation*}
S\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\frac{\gamma}{\sigma^{2}} \frac{\left(x_{b} e^{\gamma t_{b}}-x_{a} \gamma^{\gamma t_{a}}\right)^{2}}{e^{2 \gamma t_{b}}-e^{2 \gamma t_{a}}} \tag{4.3.9}
\end{equation*}
$$

where recalling that $t_{a}$ is time observed for the event $X_{t_{a}}=x_{a}$ such that $t_{a}<t_{b}$. Then, the stationary action will be independent from initial state $x_{a}$ if one waits for a sufficiently long time; i.e. we have that,

$$
\begin{equation*}
\lim _{t_{b} \rightarrow \infty} S\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\frac{\gamma}{\sigma^{2}} x_{b}^{2} . \tag{4.3.10}
\end{equation*}
$$

Note also that by simply letting $\gamma=0$ (i.e. zero potential energy) we will retrieve the optimal path $X^{*}$ and action $S\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)$ for Wiener process. Under zero potential, the ELE for $X$ reads
$\dot{X}=-i \sigma^{2} g(t)$ with solution given by:

$$
X_{t}^{*}=\frac{\left(t-t_{b}\right) x_{a}-\left(t-t_{a}\right) x_{b}}{t_{a}-t_{b}}
$$

and the stationary action simply becomes

$$
\begin{equation*}
S\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\frac{\left(x_{b}-x_{a}\right)^{2}}{2 \sigma^{2}\left(t_{b}-t_{a}\right)} . \tag{4.3.12}
\end{equation*}
$$

Now that we have analyzed the optimal escape problem for Gaussian white noise, we will expand this functional technique for Poisson white noise (i.e. $X$ becomes the GenOU process) then establish the novel foundation for the case for GSN $\xi$.

Let us refer to the original set of ELE's for $X$ and $g$ under Harmonic potential:

$$
\begin{align*}
& \dot{g}=\gamma g(t), \\
& \dot{X}=-\gamma X_{t}+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau h(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right) . \tag{4.3.13}
\end{align*}
$$

As in previous attempt for OU process, we will let the impulse function to Dirac delta $h \rightarrow \delta$, however relax the condition for Gaussian limits. Solving for $\delta$ yields the ELEs for Generalized OU process:

$$
\begin{align*}
& \dot{g}=\gamma g(t),  \tag{4.3.14}\\
& \dot{X}=-\gamma X_{t}+i \lambda \phi_{A_{1}}^{\prime}(g(t)),
\end{align*}
$$

where $g(t)=g_{0} \exp \left(\gamma\left(t-t_{a}\right)\right)$. As we will establish in the next section considering GSN $\xi$, we have an implicit equation for $g_{0}$ and therefore finding $g_{0}$ can only be achieved by directly defining $\phi_{A_{1}}^{\prime}$ or by numeric techniques. For its similarity to the following results, we leave the solutions for optimal path $X^{*}$ and action $S$ for the next section.

### 4.3.2 Non-Markovian Ornstein-Uhlenbeck Process

Recall in Chapter 2 that the Non-Markovian OU Process is defined as the solution of the LE $\dot{X}_{t}=$ $-V^{\prime}\left(X_{t}\right)+\xi_{t}$, where the potential is harmonic $V(x)=\gamma x^{2} / 2$ and the noise $\xi$ is the GSN with Gaussian Limits. Therefore, the CF simplifies to $\phi_{A_{1}}(\theta)=-\frac{1}{2}\left\langle A_{1}^{2}\right\rangle \theta^{2}+1$. Fixing $\sigma^{2}=\lambda\left\langle A_{1}^{2}\right\rangle$ and get the following ELE's:

$$
\begin{align*}
& \dot{g}=\gamma g(t), \\
& \dot{X}=-\gamma X_{t}-i \sigma^{2} \int_{t_{a}}^{t} \mathrm{~d} \tau h(t-\tau) \int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) g(s) . \tag{4.3.15}
\end{align*}
$$

Under the initial condition $g(0)=g_{0}$ we get that $g(t)=g_{0} \exp \left(\gamma\left(t-t_{a}\right)\right)$ and hence get the following ODE: $\dot{X}=-\gamma X_{t}-i \sigma^{2} g_{0} e^{-\gamma t_{a}} \int_{t_{a}}^{t} \mathrm{~d} \tau h(t-\tau) \int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) e^{\gamma s}$. Applying the second boundary condition $X_{t_{b}}=x_{b}$ yields the general solution for $X^{*}$ :

$$
\begin{equation*}
X_{t}^{*}=e^{-\gamma t}\left(x_{b} e^{\gamma t_{b}}+i \sigma^{2} g_{0} \int_{t}^{t_{b}} \mathrm{~d} s e^{\gamma s} \int_{t_{a}}^{s} \mathrm{~d} \tau h(s-\tau) \int_{\tau}^{t_{b}} \mathrm{~d} u h(u-\tau) e^{\gamma\left(u-t_{a}\right)}\right) . \tag{4.3.16}
\end{equation*}
$$

Notice that from above we can explicitly express $g_{0}$. By letting the first boundary condition $X_{t_{a}}=$ $x_{a}$, we get:

$$
\begin{align*}
x_{a} & =e^{-\gamma t_{a}}\left(x_{b} e^{\gamma t_{b}}+i \sigma^{2} g_{0} \int_{t_{a}}^{t_{b}} \mathrm{~d} s e^{\gamma s} \int_{t_{a}}^{s} \mathrm{~d} \tau h(s-\tau) \int_{\tau}^{t_{b}} \mathrm{~d} u h(u-\tau) e^{\gamma\left(u-t_{a}\right)}\right) \\
\Longrightarrow g_{0} & =\frac{i}{\sigma^{2}}\left(x_{b} e^{\gamma t_{b}}-x_{a} e^{\gamma t_{a}}\right)\left(x_{b} e^{\gamma t_{b}}+i \sigma^{2} g_{0} \int_{t_{a}}^{t_{b}} \mathrm{~d} e^{\gamma s} \int_{t_{a}}^{s} \mathrm{~d} \tau h(s-\tau) \int_{\tau}^{t_{b}} \mathrm{~d} u h(u-\tau) e^{\gamma\left(u-t_{a}\right)}\right)^{-1} . \tag{4.3.17}
\end{align*}
$$

As in the Markovian counterpart, one can explicitly define the initial condition $g_{0}$ from the TNL ELE's for the Non-Markovian OU process. However, it is close to impossible to do so without the Gaussian Limits.

Let us know show below the case for Non-Markovian GenOU process $X$, where the TNL ELE is now given by:

$$
\begin{align*}
& \dot{g}=\gamma g(t), \\
& \dot{X}=-\gamma X_{t}+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau b(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right) . \tag{4.3.18}
\end{align*}
$$

As before, we next aim to find the coefficient under the boundary condition $g(0)=g\left(t_{a}\right)=$ $g_{0}\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)$ using solution of the first $\operatorname{ELE} g^{*}(t)=g_{0} \exp \left(\gamma\left(t-t_{a}\right)\right)$. Plugging this back into the second ELE and solving it under the boundary condition $X_{t_{b}}=x_{b}$ yields:

$$
\begin{align*}
\dot{X} & =-\gamma X_{t}+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau h(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right) \\
\Longrightarrow X_{t}^{*} & =e^{-\gamma t}\left(x_{b} \gamma^{\gamma t_{b}}-i \lambda \int_{t}^{t_{b}} \mathrm{~d} s e^{\gamma s} \int_{t_{a}}^{s} \mathrm{~d} \tau h(s-\tau) \phi_{A_{1}}^{\prime}\left(g_{0} \int_{\tau}^{t_{b}} \mathrm{~d} u h(u-\tau) e^{\gamma\left(u-t_{a}\right)}\right)\right) . \tag{4.3.19}
\end{align*}
$$

In order to find $g_{0}$, we need to plug into the $X^{*}$ solution the next boundary condition $X_{t_{a}}=x_{a}$ :

$$
\begin{equation*}
x_{b} e^{\gamma t_{b}}-x_{a} e^{\gamma t_{a}}=i \lambda \int_{t_{a}}^{t_{b}} \mathrm{~d} s e^{\gamma_{s}} \int_{t_{a}}^{s} \mathrm{~d} \tau h(s-\tau) \phi_{A_{1}}^{\prime}\left(g_{0} \int_{\tau}^{t_{b}} \mathrm{~d} u h(u-\tau) e^{\gamma\left(u-t_{a}\right)}\right) . \tag{4.3.20}
\end{equation*}
$$

The above equation will almost surely be implicit for $g_{0}$ due to characteristic function $\phi_{A_{1}}$. However, we can still get a better understanding of the behavior of $g_{0}$ by taking Double Laplace transform with respect to $t_{a}$ and $t_{b}$ as detailed by Debnath L. in $2016^{120}$; or by defining the LHS as $f\left(t_{a}, t_{b}\right)$ and RHS by $K\left(t_{a}, t_{b}, s\right):=e^{\gamma s} \int_{t_{a}}^{s} \mathrm{~d} \tau h(s-\tau)$ and obtain the two-dimensional Volterra Integral equation:

$$
f\left(t_{a}, t_{b}\right)=\int_{t_{a}}^{t_{b}} \mathrm{~d} s K\left(t_{a}, t_{b}, s\right) \phi_{A_{1}}^{\prime}\left(g_{0} \int_{\tau}^{t_{b}} \mathrm{~d} u b(u-\tau) e^{\gamma\left(u-t_{a}\right)}\right),
$$

where we can then numerically solve it for $\phi_{A_{1}}^{\prime}$ using kernel separation method published by Fazli et
al. $2016^{121}$.
Now that we have expressed the foundation to retrieve the coefficient $g_{0}$, let's observe the behavior of the optimal path and stationary action by applying the simplest impulse function, the exponential decay $h(x)=\alpha e^{-\alpha x}$, where the resulting noise $\xi$ will be the CP noise process.

Plugging the impulse function to the second ELE in Equation (4.3.19) and solving the integrals yields the ELE for $X$ :

$$
\begin{equation*}
\dot{X}=-\gamma X_{t}+i \alpha \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau e^{-\alpha(t-\tau)} \phi_{A_{1}}^{\prime}\left(\frac{\alpha g_{0}}{\alpha-\gamma} e^{-\gamma t_{a}+\alpha \tau}\left(e^{-(\alpha-\gamma) \tau}-e^{-(\alpha-\gamma) t_{b}}\right)\right) \tag{4.3.22}
\end{equation*}
$$

Furthermore, the stationary action $S$ that solely depends on $X^{*}$ will also be given by plugging the solutions of $\dot{g}$ and $\dot{X}$ above to the action functional in Equation (4.2.12), given by:

$$
\begin{align*}
& S\left[X^{*}, g^{*}\right] \\
=\int_{t_{a}}^{t_{b}} \mathrm{~d} \tau & {\left[\lambda\left(1-\phi_{A_{1}}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s(s-\tau) g(s)\right)\right)-i g(\tau)\left(\dot{X}_{\tau}+V^{\prime}\left(X_{\tau}\right)\right)\right] } \\
=\int_{t_{a}}^{t_{b}} \mathrm{~d} \tau & {\left[\lambda\left(1-\phi_{A_{1}}\left(\frac{\alpha g_{0}}{\alpha-\gamma} e^{-\gamma t_{a}+\alpha \tau}\left(e^{-(\alpha-\gamma) \tau}-e^{-(\alpha-\gamma) t_{b}}\right)\right)\right)\right.} \\
& \quad-i g_{0} e^{\gamma\left(\tau-t_{a}\right)}\left(-\gamma X_{\tau}+i \alpha \lambda \int_{t_{a}}^{\tau} \mathrm{d} s e^{-\alpha(\tau-s)} \phi_{A_{1}}^{\prime}\left(\frac{\alpha g_{0}}{\alpha-\gamma} e^{-\gamma t_{a}+\alpha s}\left(e^{-(\alpha-\gamma) s}-e^{-(\alpha-\gamma) t_{b}}\right)\right)\right. \\
& \left.\left.+V^{\prime}\left(X_{\tau}\right)\right)\right]
\end{align*}
$$

From the optimal path and action, we can also find the case for the free particle (i.e. without
potential energy) by letting $\gamma=0$ :

$$
\begin{equation*}
\dot{X}_{t}=i \alpha \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau e^{-\alpha(t-\tau)} \phi_{A_{1}}^{\prime}\left(g_{0}\left(1-e^{\alpha\left(\tau-t_{b}\right)}\right)\right), \tag{4.3.24}
\end{equation*}
$$

where from here we can also obtain the stationary action of the free particle:

$$
\begin{aligned}
& S\left[X^{*}\right] \\
= & \int_{t_{a}}^{t_{b}} \mathrm{~d} \tau\left[\lambda\left(1-\phi_{A_{1}}\left(g_{0}\left(1-e^{\alpha\left(\tau-t_{b}\right)}\right)\right)\right)-i g_{0}\left(i \alpha \lambda \int_{t_{a}}^{\tau} \mathrm{d} u e^{-\alpha(\tau-u)} \phi_{A_{1}}^{\prime}\left(g_{0}\left(1-e^{\alpha\left(u-t_{b}\right)}\right)\right)\right)\right]
\end{aligned}
$$

We now established that although one can find optimal path and stationary action for the Harmonic potential easily, one cannot fully analytically describe them due to the initial condition $g_{0}$ being embedded within the CF of the jump amplitude, $\phi_{A_{1}}$.

### 4.4 Optimal Path and Stationary Action for General Potential

Let the potential $V$ in this case be an undefined potential. We will separately analyze for different noise cases, first starting with Poisson white noise to compare our results with Baule \& Sollich $2015^{113}$ and lastly with our GSN process $\xi$.

### 4.4.I Poisson White Noise Process

In this case, under $k$-transformation as in Equation (4.2.15), we have the following set of TNL
ELE's,

$$
\begin{align*}
& \dot{k}=V^{\prime \prime}\left(X_{t}\right) k(t),  \tag{4.4.1}\\
& \dot{X}=-V^{\prime}\left(X_{t}\right)-\lambda \phi_{A_{1}}^{\prime}(k(t)) .
\end{align*}
$$

As can be visualized, the above set of ODE can only be solvable for specific cases of potential $V$; the harmonic potential is a trivial case as we have established in the previous section. However, as we assign higher leading order to $V$, we step into the realm of non-linear ODEs, where one usually finds numerical solutions. Nonetheless, there are some analytic approaches, and we will briefly explain them in the next section considering the GSN.

Finally, one can also numerically integrate the stationary action $S$ given in Equation (4.2.1 5) under Poisson white noise, i.e. $h \rightarrow \delta$ :

$$
\begin{equation*}
S\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\lambda \int_{t_{a}}^{t_{b}} \mathrm{~d} \tau\left[1-\bar{\phi}_{A_{1}}(k(\tau))+k(\tau) \bar{\phi}_{A_{1}}^{\prime}(k(\tau))\right], \tag{4.4.2}
\end{equation*}
$$

which we can find by directly integrating $k^{*}$.

### 4.4.2 GSN Process

In the case of the GSN process we now have the following TNL ELE's for the system:

$$
\begin{align*}
& \dot{g}=V^{\prime \prime}\left(X_{t}\right) g(t), \\
& \dot{X}=-V^{\prime}\left(X_{t}\right)+i \lambda \int_{t_{a}}^{t} \mathrm{~d} \tau h(t-\tau) \phi_{A_{1}}^{\prime}\left(\int_{\tau}^{t_{b}} \mathrm{~d} s h(s-\tau) g(s)\right) . \tag{4.4.3}
\end{align*}
$$

As you may recall, we now have coupled, nonlinear and non-local systems of ODE's. There are some techniques to simplify these equations, such as the Dirichlet expansion ${ }^{114}$ or advanced Lie symmetry techniques ${ }^{115}$. Numerical solutions of these ODE's can also be found by the Forward Euler's scheme as given in Chapter 16 Section 5.I.3.1 of ${ }^{119}$. However, all these schemes assign specific potential $V$ to numerically approximate the solutions of the ODE's.

In summary, when dealing with non-Markovian processes of any potential $V(x)$ with leading $\operatorname{order} x^{n}, n>1$ (i.e. any potential that is neither constant nor Harmonic): one has to know the
entire function $g$ prior to solving the optimal escape problem. We can directly observe this from the general TNL ELE in Equation (4.2.8) where the equation of motion for $X$ has integration of the impulse function $b$ over $\left[t, t_{b}\right]$ such that $t_{b}$ is the end of our time constraint.

This may also seem empirically sensible, as due to the impulse function $h$, the position process can hold all prior information of $X$ generated since its inception. Therefore, even numerically computing the solution of both $g$ and $X$ requires non-standard techniques that are beyond the scope of this thesis.

In the next section, we instead show that if the impulse function is an $n$-hierarchy function, then one can overcome knowing the entire function $g$ to solve the equations of motion, and thus obtain a localized ELE from the TNL ELE.

### 4.5 Localizing the Euler Lagrange Equations using $n$-Hierarchy Impulse Functions

We postulate that the integration of entire function $g$ is solely related to the impulse function $h$, specifically the behaviour of its differentials. Recall from Equation (3.1.8) and that for any general kernel $h$, the time derivative of our GSN $\xi$ is given by:

$$
\begin{equation*}
\dot{\xi}_{t}=\sum_{i=1}^{N_{t}} A_{i} \dot{b}\left(t-T_{i}\right)+b(0) \dot{L}_{t}, \tag{4.5.1}
\end{equation*}
$$

where the first variable on the RHS forms another GSN process ${ }^{(1)} \xi$ with impulse function $\dot{h}$, and the second variable $\dot{L}_{t}$ forms the PWN.

Further differentiation of ${ }^{(1)} \xi_{t}$ as explained in Chapter 3 yields the following recursion:

$$
\begin{equation*}
{ }^{(n-1)} \dot{\xi}_{t}={ }^{(n)} \xi_{t}+b^{(n-1)}(0) \dot{L}_{t}, \tag{4.5.2}
\end{equation*}
$$

where ${ }^{(n)} \xi_{t}$ forms the GSN process with impulse function $b^{(n)}(t)$. Furthermore, recalling the $n$-hierarchical impulse function defined by in Equation (2.5.1): $\sum_{i=0}^{n} c_{i} b^{(i)}(t)=0, h^{(i)}(0)=a_{i}$, one can simplify the 2 dimensional TNL ELE's into $(n+1)$-dimensional localized ELE's if $b$ is an $n$-hierarchical function, as the LE reduces to $(n+1)$ dimensions:

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\dot{\xi}_{t} & ={ }^{(1)} \xi_{t}+b(0) \dot{L}_{t} \\
{ }^{(1)} \dot{\xi}_{t} & ={ }^{(2)} \xi_{t}+\dot{b}(0) \dot{L}_{t}  \tag{4.5.3}\\
& \vdots \\
{ }^{(n-1)} \dot{\xi}_{t} & =\left(\sum_{j=0}^{n-1} c_{j} \cdot(j) \xi_{t}\right)+b^{(n-1)}(0) \dot{L}_{t},
\end{align*}
$$

Notice also that by taking the $n$-th derivative of $X$, we can plug in all the ODEs above into the first ODE involving $X$, after which we can derive the desired probability amplitude, action and equations of motion.

Remark 4.5.I. From the above relation of periodicity, we understand that the behaviour of $\xi$ must be well-defined in order to solve Euler-Lagrange equations involving non-Markovian behaviours under any potential $V$. In fact, if the impulse function $h$ is not an $n$-bierarchy function, then we bave to know the entire function g as given in Equation (4.2.I3).

In the following two sections, we outlined some hierarchical impulse functions (see Section 2.5.3 for review) in first and fourth-order derivatives. This indeed circumvents the non-local problem and reduces the dimension of the LE to a point where it is much easier to solve numerically.

### 4.5.I Example i: Exponentially Decaying Impulse Function

In this example, we define the simplest impulse function $h(x)=\alpha e^{-\alpha x}$ where the resulting GSN $\xi$ is the CP noise process. From here, we simply get the following Langevin equation ${ }^{60}$ :

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\dot{\xi}_{t} & =-\alpha \xi_{t}+\alpha \dot{L}_{t} \tag{4.5.4}
\end{align*}
$$

where $\dot{L}_{t}$ forms the PWN process.
By taking $h \rightarrow \delta$ in the general Lagrangian of the GSN process, one obtains the Lagrangian of the PWN as: $\mathscr{L}=\lambda\left[1-\phi_{A_{1}}(g(t))\right]-i g(t) \dot{L}_{t}{ }^{113}$. From here, we can find an ODE relationship between $\dot{L}$ and $X$ directly by combining the $\xi$ terms together. This is done by taking the time derivative of $\dot{X}$ above and equating it to the LE for $\xi: \ddot{X}_{t}+V^{\prime \prime}\left(X_{t}\right) \dot{X}_{t}=-\alpha \xi_{t}+\alpha \dot{L}_{t}$. Hence, we can write this equation in terms of $\dot{L}_{t}$ :

$$
\dot{L}_{t}=\frac{\ddot{X}_{t}+V^{\prime \prime}\left(X_{t}\right) \dot{X}_{t}+\alpha\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)}{\alpha}
$$

Plugging this to the Lagrangian of the Poisson white noise, we get the general Lagrangian that depends on the first two derivatives of $X$ and $g$ :

$$
\begin{equation*}
\mathscr{L}\left(X_{t}, \dot{X}_{t}, \ddot{X}_{t}, g(t)\right)=\lambda\left[1-\phi_{A_{1}}(g(t))\right]-i g(t)\left(\frac{\ddot{X}_{t}+V^{\prime \prime}\left(X_{t}\right) \dot{X}_{t}+\alpha\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)}{\alpha}\right) \tag{4.5.6}
\end{equation*}
$$

Notice how the Lagrangian is now localized without integration over $g$. Therefore, the correspond-
ing ELE for $X$ and $g$ can be solved directly by its Lagrangian:

$$
\begin{align*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\left(\frac{\partial \mathscr{L}}{\partial \ddot{X}}\right)-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial \mathscr{L}}{\partial \dot{X}}\right)+\frac{\partial \mathscr{L}}{\partial X} & =0 \\
\frac{\partial \mathscr{L}}{\partial g} & =0 \tag{4.5.7}
\end{align*}
$$

The first ODE is given as follows,

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\left[\frac{-i g(t)}{\alpha}\right]-\frac{\mathrm{d}}{\mathrm{~d} t}\left[\frac{-i g(t)}{\alpha}\left(V^{\prime \prime}\left(X_{t}\right)+\alpha\right)\right]-\frac{i g(t)}{\alpha}\left(V^{\prime \prime \prime}\left(X_{t}\right) \dot{X}_{t}+\alpha V^{\prime \prime}\left(X_{t}\right)\right)=0 \tag{4.5.8}
\end{equation*}
$$

The second ODE is simply given by:

$$
\begin{equation*}
\ddot{X}+\left(V^{\prime \prime}\left(X_{t}\right)+\alpha\right) \dot{X}+\alpha V^{\prime}\left(X_{t}\right)=i \alpha \lambda \phi_{A_{1}}^{\prime}(g(t)) \tag{4.5.9}
\end{equation*}
$$

Notice that the resulting ODE is now localized, two-dimensional and second-order, and can be solved numerically. In subsection simulations sector of this chapter we plotted the optimal trajectory of $X$ and $g$ where we used the same potential $V$ and conditions $x_{a}, x_{b}, t_{a}, t_{b}$ as in ${ }^{113}$.

### 4.5.2 Example 2: Damped and Oscillating Impulse Function

Similarly, here we expand the above impulse function by introducing an oscillatory term;

$$
\begin{equation*}
h(t ; \alpha)=\alpha e^{-\alpha t}(\cos \alpha t+\sin \alpha t) \tag{4.5.10}
\end{equation*}
$$

where $\alpha>0$ is the parameter that contributes to range of memory. This is the special case of the broader Damped and Oscillating impulse function that we defined in Chapter I with $\alpha=\beta$.

Therefore, the impulse function is periodic in its fourth derivative, i.e. $\mathrm{d}^{4} h / \mathrm{d} t^{4}=-4 h(t)$, and
we can rewrite the LE as five dimensional LE:

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\dot{\xi}_{t} & ={ }^{(1)} \xi_{t}+h(0) \dot{L}_{t} \\
{ }^{(1)} \dot{\xi}_{t} & ={ }^{(2)} \dot{\xi}_{t}+\dot{b}(0) \dot{L}_{t}  \tag{4.5.1I}\\
{ }^{(2)} \dot{\xi}_{t} & ={ }^{(3)} \xi_{t}+\ddot{b}(0) \dot{L}_{t} \\
{ }^{(3)} \dot{\xi}_{t} & =-4 \xi_{t}+\dot{\breve{b}}(0) \dot{L}_{t} .
\end{align*}
$$

From here, we outline two approaches to solve the resulting ELE: first by differentiating $X$, and second by solving the Matrix ODE resulting from the 4 -hierarchy nature of $h$.

Via Differentiating the Position Process Taking the fifth derivative of $X$ and combining the rest of the ODE's in Equation (4.5.1 I) yields the following ODE for $X$ :

$$
\begin{gathered}
\dot{\ddot{X}}=-V^{(5)}(X) \dot{X}^{4}-6 V^{(4)}(X) \dot{X}^{2} \ddot{X}-3 V^{\prime \prime \prime}(X) \ddot{X}^{2}-4 V^{\prime \prime \prime}(X) \dot{X} \dot{\bar{X}}-V^{\prime \prime}(X) \ddot{\ddot{X}}-4\left(\dot{X}+V^{\prime}(X)\right)+\dot{\ddot{b}}(0) \dot{L}_{t} . \\
\Longrightarrow \dot{L}_{t}=\frac{\dot{\ddot{X}}+V^{(5)}(X) \dot{X}^{4}+6 V^{(4)}(X) \dot{X}^{2} \ddot{X}+3 V^{\prime \prime \prime}(X) \ddot{X}^{2}+4 V^{\prime \prime \prime}(X) \dot{X} \dot{X}+V^{\prime \prime}(X) \ddot{\ddot{X}}+4\left(\dot{X}+V^{\prime}(X)\right)}{\dot{\ddot{b}}(0)}
\end{gathered}
$$

As before, $\dot{L}_{t}$ forms PWN process with Lagrangian $\mathscr{L}(g(t))=\lambda\left[1-\phi_{A_{1}}(g(t))\right]-i g(t) \dot{L}_{t}$. Once we plug the equation for $\dot{L}_{t}$ above to its Lagrangian, we now obtain the Lagrangian that depends up
to 5 derivatives of $X$ and on $g$ :

$$
\left.\begin{array}{rl} 
& \mathscr{L}\left(X_{t}, \dot{X}_{t}, \ddot{X}_{t}, \dot{\tilde{X}}_{t}, \ddot{X}_{t}, \dot{\bar{X}}\right. \\
t
\end{array}, g(t)\right), ~(4.5 .13)
$$

And lastly, the equations of motion is given by the localized ELE's for the above Lagrangian $g$ :

$$
\begin{aligned}
& -\frac{\mathrm{d}^{5}}{\mathrm{~d} t^{5}}\left(\frac{\partial \mathscr{L}}{\partial \dot{\ddot{X}}}\right)+\frac{\mathrm{d}^{4}}{\mathrm{~d} t^{4}}\left(\frac{\partial \mathscr{L}}{\partial \ddot{\ddot{X}}}\right)-\frac{\mathrm{d}^{3}}{\mathrm{~d} t^{3}}\left(\frac{\partial \mathscr{L}}{\partial \ddot{\ddot{X}}}\right)+\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\left(\frac{\partial \mathscr{L}}{\partial \ddot{X}}\right)-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial \mathscr{L}}{\partial \dot{X}}\right)+\frac{\partial \mathscr{L}}{\partial X}=0 \\
& \frac{\partial \mathscr{L}}{\partial g}=0
\end{aligned}
$$

We can observe from the ELE above that is it now localized, yet we now have a highly coupled and nonlinear systems of ODE's with respect to $X$ and $g$.

Next, we show the second method by solving the LE as a matrix equation.

Via Solving the Matrix ODE Notice that one can rewrite Equation (4.5.i i) in matrix form:

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\frac{\mathrm{~d}}{\mathrm{~d} t}\left(\begin{array}{c}
\xi_{t} \\
\tilde{\xi}_{t}^{(1)} \\
\tilde{\xi}_{t}^{(2)} \\
\tilde{\xi}_{t}^{(3)}
\end{array}\right) & =\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-4 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
\xi_{t} \\
\tilde{\xi}_{t}^{(1)} \\
\tilde{\xi}_{t}^{(2)} \\
\tilde{\xi}_{t}^{(3)}
\end{array}\right)+\left(\begin{array}{c}
h(0) \\
\dot{h}(0) \\
\ddot{b}(0) \\
\dot{\ddot{b}}(0)
\end{array}\right) \dot{L}_{t}, \tag{4.5.15}
\end{align*}
$$

where one can define $\vec{\Xi}_{t}:=\left(\xi_{t}, \tilde{\xi}_{t}^{(1)}, \tilde{\xi}_{t}^{(2)}, \tilde{\xi}_{t}^{(3)}\right)^{\top}$, the coefficient matrix as $\mathbf{A}$ and

$$
\vec{\eta}(t):=\dot{L}_{t}(b(0), \dot{h}(0), \ddot{b}(0), \dot{\vec{b}}(0))^{\top}
$$

to get the four dimensional first order linear ODE $\dot{\vec{\Xi}}_{t}=\mathbf{A} \vec{\Xi}_{t}+\vec{\eta}(t)$. This is indeed solvable and one can obtain the solution for $\xi_{t}$. However, one problem that naturally occurs is that the solution of $\xi_{t}$ will contain stochastic time integrals in form $\int \mathrm{d} \tau \dot{L}_{\tau}$, which would be hard to derive its Lagrangian.

We have shown now that both methods (by taking derivatives of $X$ and by solving the Matrix ODE) result in nonlinear or stochastic integral terms that can only be solved numerically.

In the next section, we will apply the beautiful hierarchic nature of the GSN and derive interesting and new results on Lagrangian and equations of motion.

### 4.6 Finding the Localized ELE for General $n$-Hierarchy Impulse Function

Here, we show that one can extend solving the Matrix ODE for the damped and oscillating impulse function case for a more general, $n$-hierarchical case.

Let $h(x)$ be the impulse function of the GSN $\xi$ satisfying the $\operatorname{LE} \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$, such that $h$ is the solution of the general $n$-th order linear IVP:

$$
\begin{equation*}
\sum_{i=0}^{n} c_{i} b^{(i)}(t)=0, \quad b^{(i)}(0)=a_{i} \tag{4.6.1}
\end{equation*}
$$

where $a_{i}, c_{i} \in \mathbb{R}$ are scalars. Therefore, we showed in Equation (2.5.1) that the LE for $\xi$ becomes hierarchical as follows:

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\dot{\xi}_{t} & ={ }^{(1)} \xi_{t}+b(0) \dot{L}_{t} \\
{ }^{(1)} \dot{\xi}_{t} & ={ }^{(2)} \xi_{t}+\dot{b}(0) \dot{L}_{t}  \tag{4.6.2}\\
\vdots & \\
{ }^{(n-1)} \dot{\xi}_{t} & =\left(\sum_{j=0}^{n-1} c_{j} \cdot(j) \xi_{t}\right)+b^{(n-1)}(0) \dot{L}_{t},
\end{align*}
$$

Defining $\vec{\Xi}_{t}:=\left(\xi_{t},{ }^{(1)} \xi_{t},{ }^{(2)} \xi, \cdots,{ }^{(n-1)} \xi\right)^{\top}$ and $\vec{\eta}:=\left(b(0), \dot{h}(0), \ddot{b}(0), \cdots, b^{(n-1)}(0)\right)^{\top}$ yields
the matrix ODE as follows:

$$
\dot{\vec{\Xi}}_{t}=\left(\begin{array}{ccccccc}
0 & 1 & 0 & 0 & \ldots & 0 & 0  \tag{4.6.3}\\
0 & 0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 1 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 \\
c_{0} & c_{1} & c_{2} & c_{3} & \ldots & c_{n-2} & c_{n-1}
\end{array}\right) \vec{\Xi}_{t}+\vec{\eta} \dot{L}_{t}=\mathbf{A} \vec{\Xi}_{t}+\vec{\eta} \dot{L}_{t} .
$$

Furthermore, we can go one step further and find the action of the system. By defining the vectors as $\vec{Z}_{t}:=\left(X_{t}, \vec{\Xi}_{t}\right)^{\top}, \vec{F}\left(\vec{Z}_{t}\right):=\left(-V^{\prime}\left(X_{t}\right)+\xi_{t}, \mathbf{A} \vec{\Xi}_{t}\right)^{\top}$ and $\vec{Y}_{t}:=(0, \vec{\eta})^{\top} Y_{t}=\vec{u} Y_{t}$, one can write the Markovian LE for $\vec{Z}$ as:

$$
\begin{equation*}
\dot{\vec{Z}}_{t}=\vec{F}\left(\vec{Z}_{t}\right)+\dot{\vec{Y}}_{t} \tag{4.6.4}
\end{equation*}
$$

where $\dot{\vec{Y}}$ is the vector of Poisson white noise processes. Therefore, as in the case of Bray \& McKane 1989, one can find the Lagrangian of $\vec{Z}_{t}$ by first finding the CFal of $\dot{\vec{Y}}_{t}$, which is given by

$$
\Phi_{\vec{Y}}[\vec{k}(t)]=\left\langle\exp i \int \mathrm{~d} t \vec{k}(t) \vec{Y}_{t}\right\rangle=\left\langle\exp i \int \mathrm{~d} t(\vec{k} \cdot \vec{u}) \dot{L}_{t}\right\rangle=\exp \left[\lambda \int \mathrm{d} t\left(1-\phi_{A_{1}}(\vec{k} \cdot \vec{u})\right)\right]
$$

Therefore, the Lagrangian of $\vec{Z}$ is given by the following:

$$
\begin{equation*}
\mathscr{L}=\lambda\left[1-\phi_{A_{1}}(\vec{k} \cdot \vec{u})\right]-i \vec{k}(\dot{\vec{Z}}-\vec{F}(\vec{Z})) \tag{4.6.6}
\end{equation*}
$$

where $\vec{k}=(k(t), \vec{g}(t))^{\top}$ is a vector with auxiliary test function $k$, such that one can rewrite the

Lagrangian as follows:

$$
\begin{equation*}
\mathscr{L}=-i k(t)\left(\dot{X}+V^{\prime}\left(X_{t}\right)-\left\langle\vec{I}, \vec{\Xi}_{t}\right\rangle\right)+\lambda\left[1-\phi_{A_{1}}(\vec{g} \cdot \vec{\eta})\right]-i \vec{g}\left(\dot{\vec{\Xi}}_{t}-\mathbf{A} \vec{\Xi}_{t}\right) \tag{4.6.7}
\end{equation*}
$$

with $\vec{I}=(1,0,0, \ldots, 0)^{\top}$. Notice that we now have a localized Lagrangian that depends on $X_{t}, \dot{X}_{t}, \vec{g}(t)$, $k(t), \vec{\Xi}_{t}$ and $\dot{\vec{\Xi}}_{t}$. In order to get the optimal path, we minimize $\mathscr{L}$ w.r.t. these variables, resulting the following localized ELE's:

$$
\begin{align*}
-\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial \mathscr{L}}{\partial \dot{X}}+\frac{\partial \mathscr{L}}{\partial X} & =0, \\
\frac{\partial \mathscr{L}}{\partial \vec{g}} & =0, \\
\frac{\partial \mathscr{L}}{\partial k} & =0,  \tag{4.6.8}\\
-\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial \mathscr{L}}{\partial \dot{\vec{\Xi}}}+\frac{\partial \mathscr{L}}{\partial \vec{\Xi}} & =0 .
\end{align*}
$$

Solving this yields the following $(2 n+2)$-dimensional systems of ODE's:

$$
\begin{align*}
\dot{k}(t) & =V^{\prime \prime}\left(X_{t}\right) k(t) \\
\dot{\vec{\Xi}}_{t} & =\mathbf{A} \vec{\Xi}_{t}+i \lambda \vec{\eta} \phi_{A_{1}}^{\prime}(\vec{g} \cdot \vec{\eta}) \\
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\left\langle\vec{I}, \vec{\Xi}_{t}\right\rangle  \tag{4.6.9}\\
\dot{\vec{g}}(t) & =\mathbf{A}^{\top} \vec{g}(t)-\vec{I} k(t) .
\end{align*}
$$

## 4.6.i Application to Literature: CP Noise Process under Gaussian Limits

Now that we have the general foundation of building a time local ELE, we now apply this to the results obtained by Bray \& McKane $1989{ }^{112}$, where the GSN is the OU process, i.e. its impulse function is exponential decay, $h(x)=\alpha e^{-\alpha x}$ and is under Gaussian Limits.

Therefore, we have the following reduced LE's:

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\dot{\xi}_{t} & =-\alpha \xi_{t}+\alpha \dot{W}_{t} . \tag{4.6.10}
\end{align*}
$$

We can rewrite this in vector form $\dot{\vec{Z}}_{t}=\vec{F}\left(\vec{Z}_{t}\right)+\vec{u} \dot{Y}_{t}$ as in the previous section, which yields the following:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\binom{X_{t}}{\xi_{t}}=\binom{-V^{\prime}\left(X_{t}\right)+\xi_{t}}{-\alpha \xi_{t}}+\binom{0}{\alpha} \dot{W}_{t} . \tag{4.6.1I}
\end{equation*}
$$

Next, we apply it to the Lagrangian, noting that applying Gaussian Limits to the general model we get the following CF of our Gaussian white noise process: $\left.\Phi_{\overrightarrow{\vec{W}}}[k \vec{k} t)\right]=\exp \left(-D / 2(\vec{k} \cdot \vec{u})^{2}\right)$, where $\vec{k}(t)=(k(t), g(t))^{\top}$ as before.

Note that the diffusion coefficient $D$ and the imaginary number $i$ can be removed w.l.o.g. by rewriting $\vec{u} \rightarrow-i \vec{u} / D$ and $\vec{k} \rightarrow-i \vec{k} / D$. Thus, it remains to find the Lagrangian of the system:

$$
\begin{align*}
\mathscr{L} & =\frac{1}{2}(\vec{k} \cdot \vec{u})^{2}+\vec{k} \cdot(\dot{\vec{Z}}-\vec{F}(\vec{Z}))  \tag{4.6.12}\\
& =k(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)-\xi_{t}\right)+\frac{1}{2} g(t)^{2}+g(t)\left(\dot{\xi}_{t}+\alpha \xi_{t}\right)
\end{align*}
$$

It remains to apply the localized ELE's as in Equation (4.6.8):

$$
\begin{align*}
& \dot{k}(t)=V^{\prime \prime}\left(X_{t}\right) k(t) \\
& \dot{\xi}_{t}=-\alpha \xi_{t}+g(t)  \tag{4.6.13}\\
& \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
& \dot{g}(t)=\alpha g(t)-k(t) .
\end{align*}
$$

Notice that our ELE in Equation (4.6.8) is localized and four dimensional; the non-local and one
dimensional ELE found by Bray \& McKane is:

$$
\begin{equation*}
-\ddot{X}+V^{\prime} V^{\prime \prime}+\alpha^{-2}\left(\ddot{\ddot{X}}+3 \dot{X} \ddot{X} V^{\prime \prime \prime}+\dot{X}^{3} V^{\prime \prime \prime \prime}-\dot{X}^{2} V^{\prime \prime} V^{\prime \prime \prime}-\ddot{X} V^{\prime \prime 2}\right)=0 \tag{4.6.14}
\end{equation*}
$$

We can prove that Bray\&McKane's non-local ELE and our localized higher dimensional ELE are the same. Notice that from our ELE one can rewrite the instantons $g=\dot{\xi}+\alpha \xi$ and $k=\alpha^{2} \xi-\ddot{\xi}$. Then, we take the fourth order derivative of $X$ :

$$
\begin{align*}
\dot{X} & =-V^{\prime}+\xi \\
\Longrightarrow \ddot{X} & =-\dot{X} V^{\prime \prime}+\dot{\xi}=-\dot{X} V^{\prime \prime}-\alpha \xi+g \\
\Longrightarrow \dot{\tilde{X}} & =-\dot{X}^{2} V^{\prime \prime \prime}-\ddot{X} V^{\prime \prime}-\alpha \dot{\xi}+\dot{g} \\
& =-\dot{X}^{2} V^{\prime \prime \prime}-\ddot{X} V^{\prime \prime}-\alpha(-\alpha \xi+g)+\alpha g-k \\
& =-\dot{X}^{2} V^{\prime \prime \prime}-\ddot{X} V^{\prime \prime}+\alpha^{2} \xi-k \\
\Longrightarrow \ddot{\ddot{X}} & =-\dot{X}^{3} V^{\prime \prime \prime \prime}-3 \dot{X} \ddot{X} V^{\prime \prime \prime}-\dot{\tilde{X}} V^{\prime \prime}+\alpha^{2} \dot{\xi}-\dot{k}  \tag{4.6.15}\\
& =-\dot{X}^{3} V^{\prime \prime \prime \prime}-3 \dot{X} \ddot{X} V^{\prime \prime \prime}-\dot{\tilde{X}} V^{\prime \prime}+\alpha^{2}(-\alpha \xi+g)-k V^{\prime \prime} \\
& =-\dot{X}^{3} V^{\prime \prime \prime \prime}-3 \dot{X} \ddot{X} V^{\prime \prime \prime}-\dot{\tilde{X}} V^{\prime \prime}-\alpha^{3} \xi+\alpha^{2} g-k V^{\prime \prime} \\
& =-\dot{X}^{3} V^{\prime \prime \prime \prime}-3 \dot{X} \ddot{X} V^{\prime \prime \prime}-\dot{\tilde{X}} V^{\prime \prime}-\alpha^{3} \xi+\alpha^{2}(\dot{\xi}+\alpha \xi)-\left(\alpha^{2} \xi-\ddot{\xi}\right) V^{\prime \prime} \\
& =-\dot{X}^{3} V^{\prime \prime \prime \prime}-3 \dot{X} \ddot{X} V^{\prime \prime \prime}-\dot{\tilde{X}} V^{\prime \prime}+\alpha^{2} \dot{\xi}-\left(\alpha^{2} \xi-\ddot{\xi}\right) V^{\prime \prime},
\end{align*}
$$

where the derivatives of $\xi$ can now be retrieved from the LE: $\dot{\xi}=\ddot{X}+\dot{X} V^{\prime \prime}$ and $\ddot{\xi}=\dot{\tilde{X}}+\dot{X}^{2} V^{\prime \prime \prime}+$
$\ddot{X} V^{\prime \prime}$. Therefore, plugging these back to the fourth order derivative of $X$ yields:

$$
\begin{align*}
\ddot{\ddot{X}} & =-\dot{X}^{3} V^{\prime \prime \prime \prime}-3 \dot{X} \ddot{X} V^{\prime \prime \prime}-\dot{\tilde{X}} V^{\prime \prime}+\alpha^{2} \dot{\xi}-\left(\alpha^{2} \xi-\ddot{\xi}\right) V^{\prime \prime} \\
& =-\dot{X}^{3} V^{\prime \prime \prime \prime}-3 \dot{X} \ddot{X} V^{\prime \prime \prime}-\dot{\tilde{X}} V^{\prime \prime}+\alpha^{2}\left(\ddot{X}+\dot{X} V^{\prime \prime}\right)-\left(\alpha^{2}\left(\dot{X}+V^{\prime}\right)-\dot{\bar{X}}-\dot{X}^{2} V^{\prime \prime \prime}-\ddot{X} V^{\prime \prime}\right) V^{\prime \prime} \\
& =-\dot{X}^{3} V^{\prime \prime \prime \prime}-3 \dot{X} \ddot{X} V^{\prime \prime \prime}+\dot{X}^{2} V^{\prime \prime} V^{\prime \prime \prime}+\ddot{X} V^{\prime \prime 2}+\alpha^{2}\left(\ddot{X}-V^{\prime} V^{\prime \prime}\right) . \tag{4.6.16}
\end{align*}
$$

Moving all the variables to the LHS and dividing the equation with $\alpha^{2}$ yields the desired non-local ELE in Equation (4.6.14).

One can numerically solve the ELE in Equation (4.6.8) via Mathematica; however in order to progress on that one needs to find the boundary conditions for the tuple $\left(X_{t}, \xi_{t}, g(t), k(t)\right)$. The first two are relatively trivial. As we are aiming to find the instanton of $X_{t}$ within some boundary $\left[t_{a}, t_{b}\right]$, we can decide on the boundary conditions for $X$ as $X_{t_{a}}=x_{a}$ and $X_{t_{b}}=x_{b}$. As for our CP process $\xi$, we can choose an initial condition $\xi_{t_{a}}=0$ without loss of generality.

As for the latter two in the tuple, choosing the initial conditions $g_{t_{a}}=g_{0}$ and $k_{t_{a}}=k_{0}$ is not relatively straightforward.

First, notice that our ELE yields explicit solution for $g(t)$ given $g_{0}: g(t)=g_{0} e^{\alpha\left(t-t_{a}\right)}$. Plugging this to the ODE for $\xi$ yields: $\dot{\xi}_{t}=-\alpha \xi_{t}-i D g_{0} e^{\alpha\left(t-t_{a}\right)}$, where, given the initial condition $\xi_{t_{a}}=0$ has explicit solution

$$
\begin{equation*}
\xi_{t}=\frac{-i D g_{0} e^{-\alpha t}\left(-1+e^{2 \alpha t}\right)}{2 \alpha} \tag{4.6.17}
\end{equation*}
$$

In order to explicitly solve for $g_{0}$, one needs to assign additional boundary condition $\xi_{t_{b}}=s_{b}$ to get:

$$
\begin{equation*}
s_{b}=\frac{-i D g_{0} e^{-\alpha t_{b}}\left(-1+e^{2 \alpha t_{b}}\right)}{2 \alpha} \Longrightarrow g_{0}=\frac{2 i \alpha \alpha_{b} e^{\alpha t_{b}}}{D\left(-1+e^{2 \alpha t_{b}}\right)} . \tag{4.6.18}
\end{equation*}
$$

The initial condition for $k(t)$ is even trickier to solve. Directly from the first ELE we obtain $k(t)=$
$k_{0} e_{t_{a}}^{t} \mathrm{~d} \tau V^{\prime \prime}\left(X_{\tau}\right)$. In order to find an equation for $k_{0}$, one needs to fix a boundary for $k$, e.g. $k_{t_{b}}=k_{b}$ to get

$$
\begin{equation*}
k_{0}=k_{b} e^{-\int_{t_{d}}^{t_{\mathrm{a}} \mathrm{~d}} \mathrm{~d} \tau V^{\prime \prime}\left(X_{\tau}\right)}, \tag{4.6.19}
\end{equation*}
$$

where this is now solvable if one knows the [optimal] values of $X_{t}$ on $t \in\left[t_{a}, t_{b}\right]$.
These assumptions are similarly required in the Bray \& McKane paper, where they focus on finding the ELE solely w.r.t $X$. Given the Lagrangian,

$$
\begin{equation*}
\mathscr{L}_{\text {bray }}=\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)^{2}+\frac{1}{\alpha^{2}}\left(\ddot{X}_{t}+V^{\prime \prime}\left(X_{t}\right) \dot{X}_{t}\right)^{2} \tag{4.6.20}
\end{equation*}
$$

the corresponding ELE for $X_{t}$ is of fourth order and requires multiple boundary conditions to solve the ODE. The authors choose asymptotic boundary conditions to be the two global minima of the double well potential of the form: $V(x)=-v_{1} x^{2} / 2+v_{2} x^{4} / 4$, where $v_{1}, v_{2}>0$. In below figure, the potential that we used in our numerical calculation is given. The authors here used the points $a$ and $b$ as the two asymptotic boundary conditions of the ELE, i.e. $\lim _{t \rightarrow-\infty} X_{t}=-\sqrt{v_{1} / v_{2}}=a$, and $\lim _{t \rightarrow+\infty} X_{t}=b$. They also proposed to choose a point $d$ that is between these two extreme boundary conditions as their third initial condition. Instead of solving the ODE of $X$ at the fourth order, the authors instead integrated the Lagrangian w.r.t to time and multiplied the integration by $\dot{X}$ to reduce their ELE to third order. Furthermore, in their subsequent article published in Bray, McKane \& Newman in 1990 ${ }^{59}$, the authors further reduce the order of their ELE by introducing $y(x)=\dot{x}$ and rewriting the ELE in terms of $y$. They next propose 2 boundary conditions $y(a)=$ $y(b)=0$, where $x=a$ and $x=b$ are bottom and top of the symmetric wells as given in Figure 4.3.

However, instead of transforming our localized ELE to that of Bray \& McKane's, we instead proposed to revert the boundary conditions of the transformed, second-order non-local ELE: $0=$ $y(a)=\dot{X}_{0}=\dot{X}_{T}=y(b)$, where we set $t_{a}=0$ and $t_{b}=T$ for some $T>0$. Together with the desired boundary conditions of moving from the bottom of the hill towards the top, we choose the


Figure 4.3: General graph of the potential $V(x)=-x^{2} / 2+x^{4} / 4$ with suggested points $a, b, c$ and $d$ to be used in our numerical calculations.
free variable $d=(a+b) / 2$ (which is the midpoint of the potential $V$ ) and apply 2 more boundary conditions on $X: X_{0}=a$, and $X_{T}=b$. Now, we have 4 boundary conditions for $X$, and one can instead numerically solve the Bray \& McKane's un-transformed fourth-order ELE as in Equation (4.6.14).

Before applying the initial conditions (IC's) obtained by Bray \& McKane to our system of ODE's, notice that they solely depend on $X$, and that one can derive the IC for $\xi$ by applying $\dot{X}_{0}=-V^{\prime}\left(X_{0}\right)+$ $\xi_{0} \Longrightarrow \xi_{0}=V^{\prime}\left(X_{0}\right)$. Likewise, $\dot{X}_{T}=0 \Longrightarrow \xi_{T}=V^{\prime}\left(X_{t}\right)$.

Instead, we can indirectly derive the IC's for $k$ and $g$ via the Lagrangian of $X$ as given in Equation (4.6.12). Applying the IC of $X$ to $\mathscr{L}$ the ELE's in Equation (4.6.13) we get:

$$
\begin{align*}
\mathscr{L}(0) & =k(0)\left(\dot{X}_{0}+V^{\prime}\left(X_{0}\right)-\xi_{0}\right)+\frac{1}{2} g(0)^{2}+g(0)\left(\dot{\xi}_{0}+\alpha \xi_{0}\right) \\
\Longrightarrow g(0) & = \pm \sqrt{\frac{2}{3} \mathscr{L}(0)}, \\
\mathscr{L}(T) & =k(T)\left(\dot{X}_{T}+V^{\prime}\left(X_{T}\right)-\xi_{T}\right)+\frac{1}{2} g(T)^{2}+g(T)\left(\dot{\xi}_{T}+\alpha \xi_{T}\right)  \tag{4.6.2}\\
\Longrightarrow g(T) & = \pm \sqrt{\frac{2}{3} \mathscr{L}(T)} .
\end{align*}
$$

We can also obtain the conditions for $k$ by taking the first derivative of the Lagrangian:

$$
\begin{align*}
\dot{\mathscr{L}}(t) & =\dot{k}(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)-\xi_{t}\right)+k(t)\left(\ddot{X}_{t}+V^{\prime \prime}\left(X_{t}\right) \dot{X}_{t}-\dot{\xi}_{t}\right)+ \\
& +g(t) \dot{g}(t)+\dot{g}(t)\left(\dot{\xi}_{t}+\alpha \xi_{t}\right)+g(t)\left(\ddot{\xi}_{t}+\alpha \dot{\xi}_{t}\right) \\
\dot{\mathscr{L}}(0) & =3 g(0)(\alpha g(0)-k(0)) \Longrightarrow k(0)=\alpha g(0)-\frac{\dot{\mathscr{L}}(0)}{3 g(0)},  \tag{4.6.22}\\
\dot{\mathscr{L}}(T) & =3 g(t)(\alpha g(t)-k(t)) \Longrightarrow k(T)=\alpha g(t)-\frac{\dot{\mathscr{L}}(T)}{3 g(T)} .
\end{align*}
$$

Lastly, as we are analyzing the optimal path of the same particle $X$, we have that the Lagrangians obtained by our results and that of Bray \& McKane as in Equation (4.6.20) should be the same,
$\mathscr{L}=\mathscr{L}_{\text {bray. }}$. Therefore, we can find the IC of $k$ and $g$ by first solving Equation (4.6.14) with suitable initial conditions, finding $\mathscr{L}_{\text {bray }}$, and then solving our ELE with initial conditions for $X, \xi, g$, and $k$ obtained throughout this section. Lastly, we used the IC as part of the Shooting method of our numerical computation.

For the Bray \& McKane model, the initial conditions are found to be: $X_{0}=-1, \dot{X}_{0}=0, \ddot{X}_{0}=$ 0.000480018 and $\dot{\widetilde{X}}_{0}=-0.00359538$. Interestingly the particle jumping from the bottom well and top well is mainly characterized by the initial condition of its third derivative, also known as initial jerk.

By choosing a large time $T=20$, the result is a perfect fit for instantons $X$ as given in Figure 4.4 below, with the resulting lots for auxiliary instantons $k$ and $g$ given in Figure 4.5.


Figure 4.4: Numerical solutions of the instanton path obtained by Bray \& McKane's model versus our model, where we computed the path from bottom of the well $d=a$ to the top of the well at $x=b$.

Now that we grasped how the case for exponential decay and Gaussian white noise works, let us extend to the new realm of research by finding optimal paths of $X$ driven by for non-Gaussian colored noise process.


Figure 4.5: Instanton solutions of $k$ and $g$ for longer time range $T=20$ from top bottom well to top well.

### 4.6.2 Extension from Literature: CP Noise Process

In this section, we now extend the model proposed by ${ }^{112}$ to take into account the CP Noise process $\xi$ formed by the exponentially decaying impulse function $b=\alpha e^{-\alpha x}$. Recall that we already obtained the Lagrangian of a general finite hierarchy system in Equation (4.6.7), followed by the localized ELE's in Equation (4.6.9). In case of our choice of $h$, the Lagrangian simply becomes:

$$
\mathscr{L}=k(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)-\xi_{t}\right)+\lambda\left(1-\phi_{A_{1}}(-i g(t))\right)+g(t)\left(\dot{\xi}_{t}+\alpha \xi_{t}\right)
$$

and the local ELE becomes,

$$
\begin{align*}
\dot{k}(t) & =V^{\prime \prime}\left(X_{t}\right) k(t) \\
\dot{\xi}_{t} & =-\alpha \xi_{t}+i \lambda \phi_{A_{1}}^{\prime}(-i g(t))  \tag{4.6.24}\\
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\dot{g}(t) & =\alpha g(t)-k(t) .
\end{align*}
$$

As before, the IC's for $X$ and $\xi$ are $X_{0}=-1, X_{T}=0$ and $\xi_{0}=V^{\prime}\left(X_{0}\right), \xi_{T}=V^{\prime}\left(X_{T}\right)$. After trial and errors, we have found instantons for the path $X$ and action $S$ under following jump amplitudes:

- Constant: $\phi_{A_{1}}(\theta)=\cosh \theta$.
- Gaussian: $\phi_{A_{1}}(\theta)=e^{\theta^{2} / 2}$,
- Exponential: $\phi_{A_{1}}(\theta)=1+\frac{\theta^{2}}{2\left(1-\theta^{2}\right)}$,

The candidate variables for $g_{0}$ and $k_{0}$ are given in the below table, where we fixed $g_{0}$ and chose candidate $k_{0}$ : We then solved this ELE system numerically in Mathematica, where we chose $\lambda=1, \alpha=1$

|  | Constant | Gaussian | Exponential | Gaussian Limits |
| :---: | :---: | :---: | :---: | :---: |
| $g_{0}$ | 0.0004799 | 0.0004799 | 0.0004799 | 0.0004799 |
| $10^{8} k_{0}$ | 1.552607375 | 1.456437384 | 1.337414248 | 1.59142852 |

Table 4.1: Candidate initial conditions for instantons of $g$ and $k$ under various jump amplitudes, compared with the case for Gaussian Limits.
and $T=20$. We next plotted the resulting instantons of $X$ using three jump amplitudes in Figure 4.6. This is followed by Figure 4.7 the instantons of $g$ and $k$ for 3 different jump amplitudes.

Lastly, we have shown in Figure 4.8 the resulting instantons of actions obtained by 3 jump amplitudes plotted against that obtained by Gaussian Limits, all normalized by the escape rate $S_{\infty}$ via the Bray \& McKane model. The results suggest that the stationary action is obtained by the Gaussian Limits, followed by Gaussian, Constant and Exponential jump amplitudes. As our goal is to find the minimum action required for jumping from the bottom well to the top well, we will show in the next section the combination of parameters where one can obtain an even smaller escape rate than that of Gaussian Limits.


Figure 4.6: Instantons of the paths $X$ obtained from 3 different jump amplitudes (Constant, Gaussian, and Exponential), plotted against the case for Gaussian Limits.


Figure 4.7: Insantons of $g$ and $k$ under 3 different jump amplitudes.


Figure 4.8: Instantons of actions driven by Constant, Gaussian and Exponential jump amplitudes and Gaussian Limits (GL), normalized by escape rate obtained via the Bray \& McKane model, $S_{\infty}$.

### 4.6.3 Optimal Escape Rates for Different Parameters of the CP Noise $\xi$

In this section, we now find various combinations of parameters defined by the colored Poisson noise $\xi$ where one can attain smallest escape rate. For more in depth analysis, we will focus on varying parameters of various jump amplitudes, starting with the constant jump amplitude.

## Constant Jump Amplitude

Here, the parameters to be varied are the jump intensity $\lambda$ and amplitude coefficient $A_{0}$ such that the CF of the jump amplitudes will be given by $\phi_{A_{1}}\left(A_{0} \theta\right)=\cosh \left(A_{0} \theta\right)$. As in the previous section, we fixed $g_{0}=0.0004799$ and perturbed $k_{0}$ to obtain the escape rates.

Since the derivation of optimal escape calculations for non-Gaussian and non-Markovian processes are new, we will measure the escape rate

$$
S=\int_{t_{a}}^{t_{b}} \mathrm{~d} \tau k(\tau)\left(\dot{X}_{\tau}+V^{\prime}\left(X_{\tau}\right)-\xi_{\tau}\right)+\lambda\left(1-\phi_{A_{1}}\left(-A_{0} i g(\tau)\right)\right)+g(\tau)\left(\dot{\xi}_{\tau}+\alpha \xi_{\tau}\right)
$$

by normalizing $S$ with the case for Gaussian Limits on $\phi$ to see whether one can achieve smaller escape rate (hence normalization is $<1$ ) for different parameters. As in Baule \& Sollich paper, the Gaussian Limit is obtained by truncating $\varphi$ at the quadratic term of its Taylor series of cosh, i.e. $\varphi_{\text {trunc }}(\theta)=\sum_{n=0}^{1} \theta^{2 n} /(2 n)!=1+x^{2} / 2$, therefore yielding the Gaussian Limit.

## Gaussian Jump Amplitude

We established in the previous subsection that in the case of constant jump amplitudes, the effective escape rate of $X$ driven by colored Poisson noise $\xi$ with Constant jump amplitudes is higher than the Gaussian colored noise.

Now, we outline the case for Gaussian jump amplitudes, where $\phi_{A_{1}}\left(A_{0} \theta\right)=e^{A_{0}^{2} \theta^{2} / 2}$. The Gaussian Limits case will be the same as before: $\phi_{A_{1}}^{\text {trunc }}\left(A_{0} \theta\right)=1+A_{0}^{2} \theta^{2} / 2$. The IC $k_{0}$ of the Gaussian jump amplitudes and the corresponding normalized escape rates are given below Tables, noting that the Gaussian Limit case $k_{0}^{\text {trunc }}$ will be the same as in the constant jump amplitude case. We again started with $g_{0}=0.0004799$.

Furthermore, for $A_{0}=1$, we plotted the escape rates w.r.t. Gaussian and Constant jump amplitudes in Figure 4.9, where we observe that the Gaussian jump amplitude case has more efficient escape rate. Lastly, for various values of $A_{0}$ and $\lambda$, we plotted heat diagram of $S / S_{G L}$ for Gaussian jump amplitudes in Figure 4.10, where similar decaying behavior is observed for the case in Figure 4.9; however the efficiency of escape rate increases for smaller $A_{0}$.

## For Various Impulse Function Coefficient $\alpha$

Now that we established the efficacy of the escape rate of the Gaussian jump amplitude for various $\lambda$ and $A_{0}$, we next show whether perturbing the coefficient $\alpha$ of exponential decaying impulse function $h(x)=\alpha e^{-\alpha x}$ would alter the overall behavior of the normalized escape rate. For simple recall, we note that for $\alpha \rightarrow \infty$ the CP noise $\xi$ becomes PWN. This time, we fixed $g_{0}=0.0004799$ for $\alpha=1.5$ and decreased $g_{0}=10^{-6}$ for $\alpha=2$.

Now, we showed in this section that relaxation of the TNL ELE yields high order, coupled yet now local ELE's where the tuple of the hierarchies $\left(\xi,{ }^{(1)} \xi, \ldots,{ }^{(n)} \xi\right)$ together with the position process $X$ jointly become Markovian. We also showed that our hierarchy method matches with the


Figure 4.9: Plot of the normalized actions $S / S_{G L}$ with respect to $\ln \lambda$ for Constant and Gaussian jump amplitudes at various $A_{0}$.


Figure 4.10: Heatmap of normalized escape rates $S_{G L}$ of $X$ driven by Gaussian and Constant jump amplitudes with various $\lambda$ and $A_{0}$.


Figure 4.11: Plot of the normalized actions $S / S_{G L}$ with respect to $\ln \lambda$ at $A_{0}=1$ for Gaussian jump amplitudes for various impulse function coefficient $\alpha$, where $\alpha=\infty$ refers to the Markovian limit $b \rightarrow \delta$.
results obtained by ${ }^{87}$, where authors solely focused on the CP noise process, the impulse function of which only has unit hierarchy order.

We now expand the impulse functions to higher hierarchy orders and show new methods of computing the localized ELE's by uncoupling them with the Markov Embedding principle.

### 4.7 Uncoupling Time Non Local ELE’s By Markov Embedding Technique

So far in the previous section, we have established how the action is calculated using the exponentially decaying impulse function, which is a first hierarchical function. We now extend our method to finding the optimal path of $X$ under a general potential $V$ for higher-order hierarchical functions.

Let us first outline an example for the case of second hierarchical impulse function of the following form:

$$
\begin{equation*}
h(x)=\frac{\alpha^{2}+\beta^{2}}{\alpha+\beta} e^{-\alpha x}(\sin \beta x+\cos \beta x) \tag{4.7.I}
\end{equation*}
$$

Recall from Chapter 2 that the impulse function $b$ is now the solution of the second order IVP: $\ddot{b}-2 \alpha \dot{b}+\left(\alpha^{2}+\beta^{2}\right) b=0, b(0)=1, \dot{b}(0)=\beta-\alpha$. Therefore, the hierarchy of $\xi$ becomes second order:

$$
\begin{align*}
\dot{\xi}_{t} & ={ }^{(1)} \xi_{t}+\dot{L}_{t} \\
(1) \dot{\xi}_{t} & =2 \alpha^{(1)} \xi_{t}-\left(\alpha^{2}+\beta^{2}\right) \xi_{t}+(\beta-\alpha) \dot{L}_{t}
\end{align*}
$$

with coefficient vector $\vec{\eta}$ and matrix $\mathbf{A}$ respectively given by $\vec{\eta}=(1, \beta-\alpha)^{\top}$ and

$$
\mathbf{A}=\left(\begin{array}{cc}
0 & 1 \\
-\left(\alpha^{2}+\beta^{2}\right) & 2 \alpha
\end{array}\right)
$$

Defining $\vec{\Xi}_{t}=\left(\xi_{t},{ }^{(1)} \xi_{t}\right)^{\top}, \vec{g}=\left(g_{1}(t), g_{2}(t)\right)$ the Lagrangian of as in (4.6.7) is now given by the
following:

$$
\begin{align*}
\mathscr{L}= & -i k(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)-\xi_{t}\right)+\lambda\left[1-\phi_{A_{1}}\left(g_{1}(t)\right)\right]-i g_{1}(t)\left(\dot{\xi}_{t}-{ }^{(1)} \xi_{t}\right) \\
& +\lambda\left[1-\phi_{A_{1}}\left((\beta-\alpha) g_{2}(t)\right)\right]-i g_{2}(t)\left({ }^{(1)} \dot{\xi}_{t}-\left(\alpha^{2}+\beta^{2}\right) \xi_{t}+2 \alpha^{(1)} \xi_{t}\right) .
\end{align*}
$$

Under Wick rotations $k \mapsto-i k, g_{1} \mapsto-i g_{1}$ and $g_{2} \mapsto-i g_{2}$, this yields the following localized ELE as in (4.6.9):

$$
\begin{align*}
\dot{k}(t) & =V^{\prime \prime}\left(X_{t}\right) k(t) \\
\dot{\xi}_{t} & ={ }^{(1)} \xi_{t}+i \lambda \phi_{A_{1}}^{\prime}\left(-i g_{1}(t)\right) \\
{ }^{(1)} \dot{\xi}_{t} & =-\left(\alpha^{2}+\beta^{2}\right) \xi_{t}+2 \alpha^{(1)} \dot{\xi}_{t}+i \lambda \phi_{A_{1}}^{\prime}\left(-i(\beta-\alpha) g_{2}(t)\right)  \tag{4.7.5}\\
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\xi_{t} \\
\dot{g}_{1}(t) & =-\left(\alpha^{2}+\beta^{2}\right) g_{2}(t)+k(t) \\
\dot{g}_{2}(t) & =g_{1}(t)+2 \alpha g_{2}(t)
\end{align*}
$$

Such a system is not only highly coupled, it also results new equations, where we now have to find the Ansätze for the initial conditions ${ }^{(1)} \xi_{0}, g_{1}(0), g_{2}(0)$ and $k(0)$ and optimize each parameter in order to obtain the optimal path $X$.

One way to overcome this problem of coupled systems is to approximate the impulse function by simpler functions. In fact, one may approximate any impulse function $b$ by the sum of complexvalued exponential functions. This method of approximating impulse functions is called Markov Embedding Technique, which we will introduce in the next section.

Before we progress on this, since the approximate impulse function will be complex-valued, so will the GSN $\xi$. Therefore, we first need to introduce the concept of complexifying stochastic processes.

## 4.7.i Complexification of Stochastic Processes

So far throughout this thesis, we considered stochastic processes $X$ on the real line $\mathbb{R}$. In this section, we show that not only one can extend stochastic processes to the complex plane, i.e. complexify the stochastic processes, but this extension also preserves the properties and definitions we outlined in Chapter I.

Let us first begin by explaining the extension for random variables. Complex random variables play an increasingly important role in communications and biomedical signal processing and related fields ${ }^{38}$ as well as in condensed matter physics where complex-valued optical scattering indices are observed ${ }^{39}$. Instead of treating random variables as complex-valued, one usually defines a complex random variable as a short-hand notation of defining a pair of real random variables. ${ }^{40}$.

In this sense, if we let $X$ and $Y$ be two random variables defined over the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ that need not be independent, then the complex random variable $Z$ can be defined as $Z=X+i Y$, where $i=\sqrt{-1}$ is the imaginary number. Indeed, the CDF of $Z$ is a function $F: \mathbb{C} \rightarrow[0,1]$ that is given by the joint CDF of $X$ and $Y$ :

$$
\begin{equation*}
F_{Z}(z)=F_{X, Y}(\Re(z), \Im(z))=\mathbb{P}(X \leq \Re(z), Y \leq \Im(z)) . \tag{4.7.6}
\end{equation*}
$$

If we define $x=\Re(z)$ and $y=\Im(z)$ for easier writing, the PDF of $Z$, denoted by $f_{Z}: \mathbb{C} \rightarrow[0,1]$, if it exists, will be given by differentiating the joint CDF of $X$ and $Y$ with respect to $x$ and $y$ :

$$
\begin{equation*}
f_{Z}(z)=\frac{\partial^{2}}{\partial x \partial y} \mathbb{P}(X \leq x, Y \leq y) . \tag{4.7.7}
\end{equation*}
$$

Due to its linear nature, the expectation in complex sense is the same as the expectation of the sum of two random variables: $\langle Z\rangle=\langle X\rangle+i\langle Y\rangle$. However, the variance of complex random variables is not trivial. In literature, the variance in the complex plane is categorized into absolute variance
and pseudo-variance. The absolute variance is, as hinted in its name, the variance of $Z$ in an absolute sense:

$$
\begin{equation*}
\left.\operatorname{var}_{A b s}[Z]=\left.\langle | Z\right|^{2}\right\rangle-|\langle Z\rangle|^{2} \tag{4.7.8}
\end{equation*}
$$

By plugging in the definition of $Z$, we get that $\left.\left.\langle | Z\right|^{2}\right\rangle-|\langle Z\rangle|^{2}=\left\langle X^{2}\right\rangle-\langle X\rangle^{2}+\left\langle Y^{2}\right\rangle-\langle Y\rangle^{2}$; therefore, the absolute variance of $Z$ is given by the sum of the variances of $X$ and $Y: \operatorname{var}_{A b s}[Z]=$ $\operatorname{var}[\Re(Z)]+\operatorname{var}[\Im(Z)]$. Therefore, the absolute variance is a positive and real number, just as its real counterpart.

On the other hand, the pseudovariance is the variance of $Z$ that is not in absolute sense: $\operatorname{var}_{p}[Z]=$ $\left\langle Z^{2}\right\rangle-\langle Z\rangle^{2}$. In this case, the pseudovariance is a generally complex number that is treated the same way as summation of two random variables:

$$
\begin{equation*}
\operatorname{var}_{p}[Z]=\operatorname{var}[\Re(Z)]-\operatorname{var}[\Im(Z)]+2 i \operatorname{cov}[\Re(Z), \Im(Z)] . \tag{4.7.9}
\end{equation*}
$$

Lastly, due to its linear definition, the CF of $Z$ is a function $\phi: \mathbb{C} \rightarrow \mathbb{C}$ that is the CF of the sum of two random variables:

$$
\begin{equation*}
\phi_{Z}(\omega)=\left\langle e^{i \Re(\bar{\omega} Z)}\right\rangle=\left\langle e^{i(\Re(\omega) \Re(Z)+\Im(\omega) \Im(Z))}\right\rangle . \tag{4.7.10}
\end{equation*}
$$

Using the case of random variables, one can then extend this notion of complexification to stochastic processes the same way. Complex stochastic processes first arose in a detailed analysis by Hida in $197 \mathrm{I}^{41}$ for providing a mathematical model of the complex white noise, i.e. collection of independent complex random variables. This was later brought out extensively to quantum mechanics due to square root dependence of stochastic processes (which is naturally complex-valued) with the solution of Schrodinger's equation ${ }^{126}$.

If we let $X=\left(X_{t}\right)_{t \geq 0}$ and $Y=\left(Y_{t}\right)_{t \geq 0}$ be two stochastic processes defined on the probability
spaces $(\Omega, \mathcal{F}, \mathbb{P})$ that also need not be independent, then one can construct a complex stochastic process $Z=\left(Z_{t}\right)_{t \geq 0}$ where each realization is defined by $Z_{t}=X_{t}+i Y_{t}$. Since the realization $Z_{t}$ is a random variable, all the above definitions on expectation, absolute and pseudo-variance, and the CF, are applicable for $Z_{t}$.

In addition, by ${ }^{43}$, the CFal of $Z$ can also be extended from its CF as follows:

$$
\left.\Phi_{Z}[\omega]=\left\langle\exp i \int_{0}^{\infty} \mathrm{d} t \Re\left(\overline{\omega(t)} Z_{t}\right)\right\rangle=\left\langle\exp i \int_{0}^{\infty} \mathrm{d} t \Re(\omega(t)) \Re\left(Z_{t}\right)+\Im(\omega(t)) \Im\left(Z_{t}\right)\right)\right\rangle .
$$

This will be a useful tool in understanding the behavior of the complex-valued GSN process $\xi$. One way to complexifying $\xi$ is to let the impulse function $b$ be extended to the complex plane, $b: \mathbb{R} \rightarrow$ $\mathbb{C}$. Therefore, by definition, the real part (and likewise the imaginary part) of each realization of $\xi$ is given by:

$$
\begin{equation*}
\Re\left(\xi_{t}\right)=\Re\left(\sum_{i=1}^{N_{t}} A_{i} b\left(t-T_{i}\right)\right)=\sum_{i=1}^{N_{t}} A_{i} \Re\left(b\left(t-T_{i}\right)\right) . \tag{4.7.12}
\end{equation*}
$$

Therefore, if we assume a complex-valued impulse function, we can rewrite CFal of $\xi$ from Equation (2.3.7) as follows:

$$
\begin{equation*}
\Phi_{\xi[\omega]}=\exp \left[\lambda \int_{0}^{\infty} \mathrm{d} t\left(\phi_{A_{1}}\left(\int_{t}^{t_{b}} \mathrm{~d} \Re(\overline{\omega(s)} h(s-t))\right)-1\right)\right] . \tag{4.7.13}
\end{equation*}
$$

Lastly, we can also define the complex position process $X$ to be the solution of the $\operatorname{LE} \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+$ $\xi_{t}$, where the potential $V: \mathbb{C} \rightarrow \mathbb{C}$ is now also complexified.

### 4.7.2 Path Integral Formulation for Complex Stochastic Processes

From the CFal of the complex GSN process $\xi$ from Equation (4.7.13), we can then extend the path integral formulation $X$ as the LE solution. In the complexified version, the probability amplitude for
the time frame $\left[t_{a}, t_{b}\right]$ is then given by:

$$
\begin{align*}
\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)= & \oint_{\mathscr{C}_{X}} \mathcal{D}[X] \oint_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi}\right] \Phi_{\xi}[g] \exp \left(i \int_{t_{a}}^{t_{b}} \mathrm{~d} t g(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)\right) \\
& \cdot \exp \left(\frac{1}{2} \int_{t_{a}}^{t_{b}} \mathrm{~d} t V^{\prime \prime}\left(X_{t}\right)\right), \tag{4.7.14}
\end{align*}
$$

where $\Phi_{\xi}[g]$ is the CFal of the complex GSN in Equation (4.7.13) bounded on $\left[t_{a}, t_{b}\right]$. However, as one refers to the path integral formula, the resulting action and Lagrangian will now also be complex valued.

Complex Lagrangian and action have also been recently studied in analyzing quantum mechanical systems and biochemical dynamics. Complex Lagrangian arises in non-standard cases where there may be hidden properties of a given dynamical system ${ }^{34}$, or in general to provide a more accurate approximation of the Master Equation of simple biochemical circuits ${ }^{35}$. Furthermore, complex action has been shown to provide a future-included theory of quantum mechanics, as well as calculating black hole dynamics in general relativity ${ }^{42}$.

To approach the principle of stationary action in the complex realm, we complexify the action functional into purely real and purely imaginary values, $S=S_{R}+i S_{I}$, hence also the Lagrangian $\mathscr{L}=\mathscr{L}_{R}+\mathscr{L}_{I}$. Therefore, by ${ }^{4 \mathrm{I}}$ and $^{42}$, the probability amplitude for the time frame $\left[t_{a}, t_{b}\right]$ under weak-noise limit as in (4.2.1 I ) can be rewritten as follows,

$$
\begin{equation*}
\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\oint_{\mathscr{C}_{X}} \mathcal{D}[X] \oint_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi \varepsilon}\right] \exp \left[-\frac{S_{R}[X, g]}{\varepsilon}-i \frac{S_{I}[X, g]}{\varepsilon}\right] . \tag{4.7.15}
\end{equation*}
$$

Therefore, the stationary action will now be taken as the functional expansion on both real and imaginary parts of the action: $\delta S_{R}=\delta S_{I}=0$ and by Equation (4.2.5) the stationary action princi-
ple yields the following TNL ELE:

$$
\begin{gather*}
\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\delta X_{R} \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S_{R}}{\partial X_{R}^{(j)}}+\partial g_{R} \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S_{R}}{\partial g_{R}^{(j)}}\right)=0, \\
\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\delta X_{I} \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S_{I}}{\partial X_{I}^{(j)}}+\delta g_{I} \sum_{j=0}^{\infty}\left(-\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{j} \frac{\partial S_{I}}{\partial g_{I}^{(j)}}\right)=0, \tag{4.7.16}
\end{gather*}
$$

where we used the same notation $X_{R}=\Re(X), X_{I}=\Im(X)$ and $g_{R}=\Re(g), g_{I}=\Im(g)$. Thus, the TNL ELE will then be similar to the real-valued counterpart, where the functional derivatives will instead be split to purely real and purely imaginary $X$ and $g$.

### 4.7.3 Introduction to Markov Embedding Technique

Markov Embedding is a very useful technique to approximate the behavior of a non-Markovian stochastic process in the Markovian realm. It has been widely applied in theoretical physics to approximate non-Markovian the Schrödinger equation of a quantum particle ${ }^{88}$ and modeling complex network dynamics ${ }^{89}$.

We first recall that under the [trivial] exponentially decaying impulse function $b(x)=\alpha e^{-\alpha x}$ with $\alpha>0$, the resulting CP process $\xi$ becomes OU noise, and the tuple process $(X, \xi)$ is Markovian. Here, we will use sum of exponential functions to approximate our impulse function. By ${ }^{90}$ and ${ }^{91}$, any continuously differentiable $b: \mathbb{R} \rightarrow \mathbb{C}$ can be approximated by the following sum of exponentials:

$$
\begin{equation*}
h(x) \approx h_{a p p r}(x)=\sum_{j=1}^{K} \beta_{j} e^{-\alpha_{j} x} \tag{4.7.17}
\end{equation*}
$$

where $\alpha_{j}, \beta_{j} \in \mathbb{C} \backslash\{0\}$ are complex-valued coefficients with condition $\Re\left(\alpha_{j}\right)>0$ for all $j$. Authors in referenced paper neglected the normalization coefficients $\beta_{j}$, however it is essential in our circumstance as we also need set the initial value $h(0)=h_{a p p r}(0)=\sum_{j=1}^{K} \beta_{j}$. Therefore, using this


Figure 4.12: Approximating the damped oscillating function $b(t)=\left(\alpha^{2}+\beta^{2}\right) /(\alpha+\beta) e^{-\alpha t}(\sin \beta t+\cos \beta t)$ by sum of complex exponentials. We took the Imaginary part $\Im\left(h_{\text {approx }}(x)\right)$ in order to plot them in Cartesian coordinates with respect to increasing $K$. The plot on the right is the closeup version to better see the overlap of approximations with $h$. We chose $\alpha=3$ and $\beta=1 / 3$ in our calculations.


Figure 4.13: Approximating an arbitrary function $h(t)=e^{-(\cos t+t / 10)}$ by sum of complex exponentials. We took the Imaginary part $\Im\left(h_{a p p r o x}(x)\right)$ in order to plot them in Cartesian coordinates with respect to increasing $K$. The plot on the right is the closeup version to better see the overlap of approximations with $h$.
exponential sum term, we can rewrite the realization of the CP process $\xi$ as follows:

$$
\xi_{t}=\sum_{i=1}^{N_{t}} A_{i} \sum_{j=1}^{K} \beta^{-\alpha_{j}\left(t-T_{i}\right)}=\sum_{j=1}^{K}{ }^{(j)} \xi_{t}
$$

where

$$
\begin{equation*}
{ }^{(j)} \xi_{t}=\beta_{j} \sum_{i=1}^{N_{t}} A_{i} e^{-\alpha_{j}\left(t-T_{i}\right)} \tag{4.7.19}
\end{equation*}
$$

has the following time derivative:

$$
\begin{equation*}
{ }^{(j)} \dot{\xi}_{t}=-\alpha_{j}^{(j)} \xi_{t}+\beta_{j} \dot{L}_{t} \tag{4.7.20}
\end{equation*}
$$

with $\dot{L}_{t}$ forming the PWN. Notice that due to $\alpha_{j}$ and $\beta_{j}$, the GSN $\xi$ becomes complex-valued. Plugging this relation into the LE of $X$ yields a much more simple, [almost] uncoupled, $K$-th order system of SDE's in derivative form:

$$
\begin{align*}
\dot{X}_{t} & =-V^{\prime}\left(X_{t}\right)+\sum_{j=1}^{K}{ }^{(j)} \xi_{t} \\
{ }^{(1)} \dot{\xi}_{t} & =-\alpha_{1}{ }^{(1)} \xi_{t}+\beta_{1} \dot{L}_{t} \\
(2) \dot{\xi}_{t} & =-\alpha_{2}^{(2)} \xi_{t}+\beta_{2} \dot{L}_{t} \\
\vdots & \\
(K) \dot{\xi}_{t} & =-\alpha_{K}^{(K)} \xi_{t}+\beta_{K} \dot{L}_{t}
\end{align*}
$$

Note that although the SDE for $X$ is coupled, the rest of the SDE's is uncoupled. Therefore, we first consider the system for $\xi$. Defining $\vec{\Xi}_{t}=\left({ }^{(1)} \xi_{t},{ }^{(2)} \xi_{t}, \ldots,{ }^{(K)} \xi_{t},\right)^{\top}, \vec{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{K}\right)^{\top}$, and $\vec{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{K}\right)^{\top}$, we can rewrite the $\xi$ system in matrix form:

$$
\begin{equation*}
\dot{\vec{\Xi}}_{t}=-(\mathbf{I} \otimes \vec{\alpha}) \vec{\Xi}_{t}+\vec{\beta} \dot{L}_{t} \tag{4.7.22}
\end{equation*}
$$

where $\mathbf{I} \otimes \vec{\alpha}$ is the tensor product between the identity matrix and $\vec{\alpha}$ defined by

$$
\mathbf{I} \otimes \vec{\alpha}=\left(\begin{array}{ccccc}
\alpha_{1} & 0 & 0 & \ldots & 0  \tag{4.7.23}\\
0 & \alpha_{2} & 0 & \ldots & 0 \\
0 & 0 & \alpha_{3} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \alpha_{K}
\end{array}\right) .
$$

We can further define $\vec{Z}_{t}=\left(X_{t}, \vec{\Xi}_{t}\right)^{\top}$ and find the SDE for $\vec{Z}_{t}$ :

$$
\begin{equation*}
\dot{\vec{Z}}_{t}=F\left(\vec{Z}_{t}\right)+\vec{Y}_{t} \tag{4.7.24}
\end{equation*}
$$

where $F\left(\vec{Z}_{t}\right)=\left(-V^{\prime}\left(X_{t}\right)+\left\langle\vec{\Xi}_{t}, \overrightarrow{1}\right\rangle,-(\mathbf{I} \otimes \vec{\alpha}) \vec{\Xi}_{t}\right)^{\top}$ with $\left\langle\vec{\Xi}_{t}, \overrightarrow{1}\right\rangle=\sum_{j=1}^{K}(j) \xi_{t}$ being the inner product of $\vec{\Xi}_{t}$ and I -vector, $\overrightarrow{1}=(1,1, \ldots, 1)^{\top}$, and $\vec{Y}_{t}=(0, \vec{\beta}) \dot{L}_{t}=\vec{\eta} \dot{L}_{t}$. From here, the CFal of $\vec{Y}$ with $K$-dimensional complex-valued test function $\vec{k}(t)=(k(t), \vec{g}(t))$ is given by:

$$
\begin{align*}
\Phi_{\vec{Y}_{t}}[\vec{k}(t)] & =\left\langle\exp i \int \mathrm{~d} t \Re\left(\overline{\vec{k}} \cdot \vec{Y}_{t}\right)\right\rangle=\left\langle\exp i \int \mathrm{~d} t \Re(\overline{\vec{k}} \cdot \vec{\eta}) \dot{L}_{t}\right\rangle \\
& =\exp \left[\lambda \int \mathrm{d} t\left(1-\phi_{A_{1}}(\Re(\overline{\vec{k}} \cdot \vec{\eta}))\right)\right] . \tag{4.7.25}
\end{align*}
$$

Therefore, the real and imaginary parts of the Lagrangian of the system $\vec{Z}$ is now given by:

$$
\begin{align*}
\mathscr{L}_{R} & =\lambda\left[1-\phi_{A_{1}}\left(\vec{k}_{R}\right) \cdot \vec{\eta}_{R}\right]-i \vec{k}_{R}(t)\left(\dot{\vec{Z}}_{R ; t}-F\left(\vec{Z}_{R ; t}\right)\right) \\
& =-i k_{R}(t)\left(\dot{X}_{R ; t}+V^{\prime}\left(X_{R ; t}\right)-\left\langle\vec{\Xi}_{R ; t} \overrightarrow{1}\right\rangle\right)+\lambda\left[1-\phi_{A_{1}}\left(\vec{g}_{R} \cdot \vec{\beta}_{R}\right)\right]-i \overrightarrow{g_{R}}\left(\dot{\vec{\Xi}}_{R ; t}+\left(\mathbb{I} \otimes \vec{\alpha}_{R}\right) \vec{\Xi}_{R ; t}\right), \\
\mathscr{L}_{I} & =-i k_{I}(t)\left(\dot{X}_{I ; t}+V^{\prime}\left(X_{I ; t}\right)-\left\langle\vec{\Xi}_{I ; t}, \overrightarrow{1}\right\rangle\right)+\lambda\left[1-\phi_{A_{1}}\left(\vec{g}_{I} \cdot \vec{\beta}_{I}\right)\right]-i \vec{g}_{I}\left(\dot{\vec{\Xi}}_{I ; t}+\left(\mathbb{I} \otimes \vec{\alpha}_{I}\right) \vec{\Xi}_{I ; t}\right) . \tag{4.7.26}
\end{align*}
$$

From here, we can find the minimum action of $X$ by minimizing $\mathscr{L}$ with respect to $k, \vec{g}, X, \vec{\Xi}$ as before, yielding the ELE:

$$
\begin{align*}
\dot{X}_{R ; t} & =-V^{\prime}\left(X_{R ; t}\right)+\left\langle\vec{\Xi}_{R ; t}, \overrightarrow{1}\right\rangle \\
\dot{X}_{I ; t} & =-V^{\prime}\left(X_{I ; t}\right)+\left\langle\vec{\Xi}_{I ; t}, \overrightarrow{1}\right\rangle \\
\dot{k}_{R}(t) & =V^{\prime \prime}\left(X_{R ; t}\right) k_{R}(t) \\
\dot{k}_{I}(t) & =V^{\prime \prime}\left(X_{I ; t}\right) k_{I}(t) \\
\dot{\vec{g}}_{R}(t) & =\left(\mathbf{I} \otimes \vec{\alpha}_{R}\right) \vec{g}_{R}(t)-k_{R}(t) \overrightarrow{1}  \tag{4.7.27}\\
\dot{\vec{g}}_{I}(t) & =\left(\mathbf{I} \otimes \vec{\alpha}_{I}\right) \vec{g}_{I}(t)-k_{I}(t) \overrightarrow{1} \\
\dot{\vec{\Xi}}_{R ; t} & =-\left(\mathbf{I} \otimes \vec{\alpha}_{R}\right) \vec{\Xi}_{R ; t}+i \lambda \vec{\beta}_{R} \phi_{A_{1}}^{\prime}\left(\vec{g}_{R}(t) \cdot \vec{\beta}_{R}\right) \\
\dot{\vec{\Xi}}_{I ; t} & =-\left(\mathbf{I} \otimes \vec{\alpha}_{I}\right) \vec{\Xi}_{I ; t}+i \lambda \vec{\beta}_{I} \phi_{A_{1}}^{\prime}\left(\vec{g}_{I}(t) \cdot \vec{\beta}_{I}\right) .
\end{align*}
$$

## Simplifying the Matrix ODE

Although the system is coupled again due to $X$, the SDE's for both real and imaginary parts of $\dot{X}$ only depends on the sum of the variables $(j) \xi_{t}$, where each of their individual SDE's are uncoupled. We can actually use the uncoupled property of ${ }^{(j)} \xi_{t}$ to our advantage. Notice that for each $j$ the $\mathrm{CP}{ }^{(j)} \xi_{t}$ is a Gen-OU process with initial condition ${ }^{(j)} \xi_{0}=0$ a.s., and has the general solution:

$$
\begin{equation*}
\text { (j) } \xi_{t}=\beta_{j} \int_{0}^{t} \mathrm{~d} \tau \dot{L}_{\tau} e^{-\alpha_{j}(t-\tau)} \tag{4.7.28}
\end{equation*}
$$

Plugging the solution to the LE we get that

$$
\begin{equation*}
\dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\sum_{j=1}^{K} \beta_{j} \int_{0}^{t} \mathrm{~d} \tau \dot{L}_{\tau} e^{-\alpha_{j}(t-\tau)}=-V^{\prime}\left(X_{t}\right)+\int_{0}^{t} \mathrm{~d} \tau \dot{L}_{\tau} \sum_{j=1}^{K} \beta_{j} e^{-\alpha_{j}(t-\tau)} \tag{4.7.29}
\end{equation*}
$$

Therefore, the Lagrangian of $X$ will now be the integrated Lagrangian of $\dot{L}_{t}$ as in Equation (4.2.14) of our thesis:

$$
\begin{gather*}
\mathscr{L}_{R}=\lambda\left[1-\phi_{A_{1}}\left(\int_{0}^{t} \mathrm{~d} \tau g_{R}(\tau) \sum_{j=1}^{K} \Re\left(\beta_{j} e^{-\alpha_{j}(t-\tau)}\right)\right)\right]-i g_{R}(t)\left(\dot{X}_{R ; t}+V^{\prime}\left(X_{R ; t}\right)\right) \\
\mathscr{L}_{I}=\lambda\left[1-\phi_{A_{1}}\left(\int_{0}^{t} \mathrm{~d} \tau g_{I}(\tau) \sum_{j=1}^{K} \Im\left(\beta_{j} e^{-\alpha_{j}(t-\tau)}\right)\right)\right]-i g_{I}(t)\left(\dot{X}_{I ; t}+V^{\prime}\left(X_{I ; t}\right)\right)
\end{gather*}
$$

Therefore, one can find the ELE for real and imaginary parts as;

$$
\begin{align*}
\dot{X}_{R ; t} & =-V^{\prime}\left(X_{R ; t}\right)+i \lambda\left(\sum_{j=1}^{K} \Re(\beta)_{j}\right) \phi_{A_{1}}^{\prime}\left(\int_{0}^{t} \mathrm{~d} \tau g_{R}(\tau) \sum_{j=1}^{K} \Re\left(\beta_{j} e^{-\alpha_{j}(t-\tau)}\right)\right) \\
\dot{X}_{I ; t} & =-V^{\prime}\left(X_{I ; t}\right)+i \lambda\left(\sum_{j=1}^{K} \Im(\beta)_{j}\right) \phi_{A_{1}}^{\prime}\left(\int_{0}^{t} \mathrm{~d} \tau g_{I}(\tau) \sum_{j=1}^{K} \Im\left(\beta_{j} e^{-\alpha_{j}(t-\tau)}\right)\right) \\
\dot{g}_{R}(t) & =V^{\prime \prime}\left(X_{R ; t}\right) g_{R}(t) \\
\dot{g}_{I}(t) & =V^{\prime \prime}\left(X_{I ; t}\right) g_{I}(t)
\end{align*}
$$

The first two ELE's are a type of Volterra convolution equation ${ }^{92}$. In detail, it is a special type of differo-integral equation that we can transform the second ELE into a second-order ODE.

Let's rewrite the interior of $\phi_{A_{1}}^{\prime}$ as follows:

$$
\int_{0}^{t} \mathrm{~d} \tau g(\tau) \sum_{j=1}^{K} \beta_{j} e^{-\alpha_{j}(t-\tau)}=\sum_{j=1}^{K} \int_{0}^{t} \mathrm{~d} \tau g(\tau) \beta_{j} e^{-\alpha_{j}(t-\tau)}=\sum_{j=1}^{K} k_{j}(t)
$$

where $k_{j}(t)=\int_{0}^{t} \mathrm{~d} \tau g(\tau) \beta_{j} e^{-\alpha_{j}(t-\tau)}$. We can now conduct the following operations for all $j \in$
$\{1, \ldots, K\}$ to get an equation for $g$ :

$$
\begin{align*}
k_{j}(t) & =\int_{0}^{t} \mathrm{~d} \tau g(\tau) \beta_{j} e^{-\alpha_{j}(t-\tau)} \\
\Longrightarrow k_{j}(t) e^{\alpha_{j} t} & =\beta_{j} \int_{0}^{t} \mathrm{~d} \tau g(\tau) e^{\alpha_{j} \tau} \\
\Longrightarrow \frac{\mathrm{~d}}{\mathrm{~d} t}\left(k_{j}(t) e^{\alpha_{j} t}\right) & =\beta_{j} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{0}^{t} \mathrm{~d} \tau g(\tau) e^{\alpha_{j} \tau} \\
\Longrightarrow\left(\dot{k}_{j}(t)+\alpha_{j} k_{j}(t)\right) e^{\alpha_{j} t} & =\beta_{j} g(t) e^{\alpha_{j} t} \\
\Longrightarrow \frac{\dot{k}_{j}(t)+\alpha_{j} k_{j}(t)}{\beta_{j}} & =g(t)
\end{align*}
$$

where the last operation holds as we assumed $\beta_{j} \neq 0$ for all $j$. Therefore, since the equation for $g$ above holds for all $j$, we can take the average of the LHS and equate it to $g$ :

$$
\frac{\dot{k}_{j}(t)+\alpha_{j} k_{j}(t)}{\beta_{j}}=g(t) \forall j \Longrightarrow \frac{1}{K} \sum_{j=1}^{K} \frac{\dot{k}_{j}(t)+\alpha_{j} k_{j}(t)}{\beta_{j}}=g(t)
$$

Therefore, the ELE for $g$ can now be written as second order ODE:

$$
\begin{align*}
& \frac{1}{K} \sum_{j=1}^{K} \frac{\ddot{k}_{j}(t)+\alpha_{j} \dot{k}_{j}(t)}{\beta_{j}}=V^{\prime \prime}\left(X_{t}\right) \frac{1}{K} \sum_{j=1}^{K} \frac{\dot{k}_{j}(t)+\alpha_{j} k_{j}(t)}{\beta_{j}} \\
\Longrightarrow & \sum_{j=1}^{K} \frac{\ddot{k}_{j}(t)-\left(V^{\prime \prime}\left(X_{t}\right)-\alpha_{j}\right) \dot{k}_{j}(t)+\alpha_{j} V^{\prime \prime}\left(X_{t}\right) k_{j}(t)}{\beta_{j}}=0 \\
\Longrightarrow & \ddot{k}_{j}(t)-\left(V^{\prime \prime}\left(X_{t}\right)-\alpha_{j}\right) \dot{k}_{j}(t)+\alpha_{j} V^{\prime \prime}\left(X_{t}\right) k_{j}(t)=0
\end{align*}
$$

where we can omit the summation in last as $k_{j}$ forms the basis of $g$. Thus, we now converted the

ELE into differential form,

$$
\begin{align*}
\dot{X}_{R ; t} & =-V^{\prime}\left(X_{R ; t}\right)+i \lambda\left(\sum_{j=1}^{K} \Re \beta_{j}\right) \phi_{A_{1}}^{\prime}\left(\sum_{j=1}^{K} \Re k_{j}(t)\right) \\
\Re \ddot{k}_{j}(t) & =\left(V^{\prime \prime}\left(X_{R ; t}\right)-\Re \alpha_{j}\right) \Re \dot{k}_{j}(t)+\Re \alpha_{j} V^{\prime \prime}\left(X_{R ; t}\right) \Re k_{j}(t) \\
\dot{X}_{I ; t} & =-V^{\prime}\left(X_{I ; t}\right)+i \lambda\left(\sum_{j=1}^{K} \Im \beta_{j}\right) \phi_{A_{1}}^{\prime}\left(\sum_{j=1}^{K} \Im k_{j}(t)\right)  \tag{4.7.36}\\
\Im \ddot{k}_{j}(t) & =\left(V^{\prime \prime}\left(X_{I ; t}\right)-\Im \alpha_{j}\right) \Im \dot{k}_{j}(t)+\Im \alpha_{j} V^{\prime \prime}\left(X_{I ; t}\right) \Im k_{j}(t)
\end{align*}
$$

Conveniently, we can also find the initial conditions of the system very easily. The first one is the trivial condition for $X_{R}, X_{R ; 0}=x_{a}$, i.e. the starting point of $X$ on the potential in the real line. We also let $X_{I ; 0}=0$. As for the rest of the initial conditions, notice first that $\Re k_{j}(0)=\Im k_{j}(0)=0$ due to the definition of $k_{j}$ and that $\Re \dot{k}_{j}(0)=\Re \beta_{j} \Re g(0)=\Re \beta_{j} \Re g_{0}$ and similarly $\Im \dot{k}_{j}(0)=$ $\Im \beta_{j} \Im g_{0}$. Therefore, we just have to calibrate $g_{0}$ in our numerical calculations in order to find the initial conditions of $\dot{k}_{j}$ for all $j$.

### 4.7.4 Markov Embedding with Exponentially Decaying Impulse Function

Applying our findings we can obtain the optimal path of $X$ in the following figures, where we simulated over $t \in[0,10]$. We first tested our ELE using the exponentially decaying impulse function $b(t)=\alpha e^{-\alpha x}$, where we chose $\alpha=1$. We next chose the double-well potential $V(x)=$ $-x^{2} / 2+x^{4} / 4$, and starting point $X_{0}=-1$. We estimated 40th order Markov embedding function, i.e. with $K=40$.

We found that $g_{0}=-0.0000001$, i.e. $g_{0}$ is a real number ${ }^{\mathrm{i}}$. The complex-valued optimal path, the test function and the Complex Lagrangian are given in the following figures. This results in complex-valued instantons of $X_{t}$ and $g(t)$ and therefore a complex-valued Lagrangian.


Figure 4.14: Optimal path $X_{t}$ for Exponential Decay impulse function using Markov Embedding function capped at $K=40$. Real and Imaginary parts labelled.

[^14]

Figure 4.15: Plot of $g(t)$ obtained as the average in (4.18). Real and imaginary parts labelled.


Figure 4.16: The resulting complex-valued Lagrangian. Real and imaginary parts labelled.

### 4.7.5 Markov Embedding with Power Law Decaying Impulse Function

We can also compare this result with a power-law decaying impulse function, $h(t)=(b-1) / a^{1-b}(t+$ $a)^{-b}$, where $a, b>0$ are real numbers. This would be an interesting application: firstly one cannot define a hierarchical solution of the power-law decaying impulse function; however, due to the similarity of this impulse function with exponentially decaying case, we should expect similar behaviors in the optimal path and the resulting Lagrangian. We chose the instanton $g_{0}^{\text {pow }}=g_{0}$, where $g_{0}$ is Impulse function


Figure 4.17: Plots of exponential decaying (blue) and power-law decaying (red) impulse functions defined in the legends set. Due to the impulse functions' similarity, we should expect similar optimal path and action.
obtained as in the exponential decay case.


Figure 4.18: Optimal path and Lagrangian of $X_{t}$ for Power Decay impulse function using Markov Embedding function capped at $K=40$. Real and Imaginary parts labelled.

### 4.7.6 Markov Embedding with Damped and Oscillating Impulse Function

We next chose the damped and oscillating impulse function $b(t)=\left(\alpha^{2}+\beta^{2}\right) /(\alpha+\beta) e^{-\alpha t}(\sin \beta t+\cos \beta t)$, with $\alpha=1=\beta=2$, where in this case we also simulated over $t \in[0,10]$. We estimated 40th order Markov embedding function, i.e. with $K=40$.


Figure 4.19: Resulting optimal path and Lagrangian of $X$ driven by damped oscillating impulse function decay $h(t)=$ $e^{-t} \cos t$.

### 4.7.7 Comparison of Actions

Now that we can solve the ELE for 3 different types of impulse functions, we will next compare the actions formed by each impulse function and check which case is more efficient.

Note that we chose impulse functions as in Figure 4.20 to start from same initial value $h(t=$ $0)=1$ and that all are decaying as $t=\infty$.

Impulse function

$-\frac{1}{(t+1)^{2}}$
$-e^{-t}$
$-e^{-t}(\sin (t)+\cos (t))$

Figure 4.20: Plots of exponential decaying (blue), power-law decaying (red) and damped oscillating (green) impulse functions defined in the legends set with new coefficients.

The optimal paths $X^{*}$ and the Lagrangian for three types of impulse functions are given in Figure 4.2 I below. We can observe from their Lagrangians in Figure 4.2I that damped oscillating impulse function produces more efficient action, as the area of its Lagrangian is smaller. Indeed, in Table 4.2 below we can see the corresponding complex actions and their moduli:

|  | Exponential | Power-law | Damped Oscillation |
| ---: | :---: | :---: | :---: |
|  |  |  |  |
| Action $(S)$ | $-0.00499+0.00119 i$ | $-0.009871+0.01858 i$ | $-0.00141+0.00101 i$ |
| Modulus $(\|S\|)$ | 0.005132 | 0.021041 | 0.001737 |
|  |  |  |  |

Table 4.2: Action calculation of the Lagrangian for various impulse functions.


Figure 4.21: Resulting optimal path and Lagrangian of $X$ driven by power-law decay $h(t)=(t+1)^{-2}$, exponential decay, $h(t)=e^{-t}$ and damped oscillating, $h(t)=e^{-t}(\sin t+\cos t)$ impulse functions.

### 4.8 Chapter Review

This chapter contains important and new findings on the non-Markovian LE's driven by the GSN $\xi$. We first introduced the concept of path integration, where it was first outlined by Feynman and Hibbs ${ }^{85}$ to find a global equation to fully describe the movement of a particle. We defined the Lagrangian function $\mathscr{L}$, the action functional $S$ and the probability amplitude $\pi$ of such particle's position in time, $X(t)$, from which one can obtain the scope of this thesis: its transition PDF.

These definitions were followed by introducing the Stationary Action Principle, which explains to us that between the time frames $\left[t_{a}, t_{b}\right]$ the particle chooses the path from point $X\left(t_{a}\right)$ to point $X\left(t_{b}\right)$ that has the stationary action. This principle helps us find the probability amplitude of $X$ by minimizing $S$, where one obtains the equations of motion of the particle, also known as the EulerLagrange Equations (ELE). We also referred to ${ }^{75}$ for the probability amplitude of $X$, paths of which are given the solution of the $\mathrm{LE} \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$ such that $\xi_{t}$ forms the GSN process.

We next embarked on Section 4.1.2, where we outlined the computation ELE's for Markovian and non-Markovian stochastic processes by minimizing $S$. We showed that due to the impulse function $b$ defined in the GSN $\xi$, the resulting ELE's for non-Markovian processes are time nonlocal (TNL ELE's) and hence cannot be defined by their Lagrangian, one instead has to define the TNL ELE's directly from their action functional as in Equation (4.2.13). This is not the case for the Markovian regime, where the ELE's are locally defined on time and one can define the ELE's directly by their Lagrangian. This can be directly visualized by letting $h \rightarrow \delta$ in Equation (4.2.8). For simplifying both local and TNL ELE's, we applied the weak noise limit proposed by ${ }^{113}$ and continued our further analysis from there.

The introduction to optimal path calculation is then followed by first analyzing the cases of Markovian process and harmonic potential (i.e. the OU process), where we showed that the resulting two dimensional local ELE as in Equation (4.3.1) for $X$ and $g$ can be rewritten solely in form
of $X$ due to the linearity of the ELE for $g$. However, one cannot fully define the solution $X^{*}$ analytically unless the Gaussian Limits (GL) are applied. This problem arises due to the implicit equation regarding the initial condition $g_{0}$ of the ELE in that is embedded in the CF of jump amplitude, $\phi_{A_{1}}$, and applying GL linearizes the CF as in Equation (4.3.3). The same analysis is then conducted for the non-Markovian regime for the non-Markovian OU process, the TNL ELE is given in Equation 4.2.8.

We next progressed onto Section 4.4, where we assumed a more intricate potential $V$ that need not be harmonic. This implies that the TNL ELE for $g$ and $X$ in Equation (4-4.I) (as well as the Markovian ELE's in Equation (4.4.3)) are not separable, and one has to compute both ODE's simultaneously, which is close to impossible to solve. To overcome this problem, we showed that if the impulse function $b$ is an $n$-hierarchical function as in Section 2.5.3, then, as we outlined in the beginning of Chapter 2, the corresponding $(n+1)$-dimensional tuple $\left(X, \xi,{ }^{(1)} \xi,{ }^{(2)} \xi, \ldots,{ }^{(n)} \xi\right)$, where ${ }^{(n)} \xi$ is the GSN process with impulse function $b^{(n)}$, is Markovian. Thus, the corresponding $(n+1)$-dimensional ELE will be local.

We later showed in subsequent sections two main methods of finding the solution of $(n+$ 1)-dimensional localized ELE. We first showed the method of differentiating $X n$ times and plugging in all the ODE's for hierarchical GSN ${ }^{(n)} \xi$ to the ODE of $X^{(n)}$. This method is then independently matched by findings of Bray \& McKane ${ }^{112}$ in Equation (4.6.16), where the authors used the Gaussian CP process, i.e. the GSN process with exponentially decaying impulse function $h(x)=\alpha e^{-\alpha x}$ under GL. We next extended this to the non-Gaussian CP process in Section 4.6.2 where we analyzed the optimal paths for three different types of jump amplitude $A_{i}$ distributions: Exponential, Gaussian, and Constant. We followed this by comparing the resulting stationary actions obtained by these three jump amplitudes. We also calculated the optimal path and stationary actions for different parameters of $\alpha$ and showed the results against the case for white noise, i.e. at $\alpha \rightarrow \infty$. Differently, the second method of finding the high dimensional localized ELE is by rewrit-
ing the $\xi$ hierarchy in matrix form, $\vec{\Xi}_{t}=\left(\xi,,^{(1)} \xi,,^{(2)} \xi, \ldots,{ }^{(n)} \xi\right)$ and deriving the Matrix ODE in Equation (4.6.3) that is the vector form of the GenOU process. We showed that the Lagrangian is local with ELE's and resulting equations of motion given in Equations (4.6.7)-(4.6.9). We apply this method to show the resulting ELE in Section 4.6.2 as well.

The matrix ODE computation is then extended to higher-order impulse functions in Section 4.7, where we first introduced the case for damped and oscillating impulse function, which has hierarchy order 2. The resulting Lagrangian and localized equations of motion are given respectively in Equations 4.7.4-(4.7.5), where we can observe that system of ODE's are coupled and requires the computation of unknown initial conditions.

This caveat leads us to defining the Markov Embedding Technique in Section 4.7.3, which we use to localize and simplify TNL ELE's $X$ driven by the GSN $\xi$ such that the impulse functions $h$ need not have the $n$-hierarchy property. We show that any integrable $h$ can be approximated by the Markov Embedding function $h_{\text {approx: }}$ in Equation (6.0.4), where one can define a GSN process with impulse function $h_{\text {approx }}$. Conveniently, plugging this resulting GSN process into our Langevin Equation yields separable and local ELE's with well-defined initial conditions as in Equation (4.7.36). We thus end this chapter by giving examples of various hierarchical (exponential decay, damped oscillation) and non-hierarchical (power-law) impulse functions, where we can solve the equations of motion numerically.

We next move on to the final chapter of our thesis, where we use the properties of the GSN process obtained throughout this thesis to model real-life scenarios.

Mathematical reasoning may be regarded rather
schematically as the exercise of a combination of two
facilities, which we may call intuition and ingenuity.
Alan Turing

## 5

## Applications of GSN Processes

Throughout the previous chapters, we have focused on detailed analysis of non-Markovian LE's driven by GSN processes, as well as their path integral computation and derivation of equations of motion. We now move on to the last section of our thesis, where we apply the results obtained throughout Chapters 3 and 4 to real-life scenarios.

We provide two applicable scenarios where we will use the Markov Embedding Technique. We first calibrate an impulse function to the clinical data of the Mean Square Displacement of the mi-
tochondria submersed in course-grained medium, where empirical results show the diffusion model is anomalous, suggesting non-Markovianity in nature ${ }^{33}$. We use complex integration in this section and therefore advise our readers to have knowledge of Cauchy's Residue Theorem prior to reading this section. Due to the scope of this thesis, readers are welcome to refer to Chapter 6 of Mitrinovic \& Keckic ${ }^{37}$ for a more detailed explanation.

In the later section, we apply the GSN process $\xi$ to model the index value of S\&P 500 obtained from Yahoo Finance ${ }^{i}$, and aim to capture its behavior during the Covid-19 pandemic. We expect the reader of this section to be familiar with financial instruments and stochastic calculus. The reader is welcome to refer to ${ }^{84}$ for detailed analysis on the stochastic analysis of jump processes, from where we extended our model.

## 5.i Application i: Particle Diffusing in a Coarse-Grained Medium

In this section, we now apply our findings to the MSD of a diffusing particle in coarse-grained medium, published by Höfling \& Franosch in $2013^{8 \mathrm{I}}$ and mathematically modelled by Cairoli \& Baule in $2015^{33}$.

The authors in their paper assert that the MSD of the mitochondria diffusing in mating $S$. cerevisiae cells is given by the following equation in Laplace space:

$$
\begin{equation*}
\widetilde{M S D}(\lambda)=\frac{2 \sigma}{\lambda \tilde{\Phi}(\lambda)} \tag{5.I.I}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\Phi}(\lambda):=d_{1}\left(\frac{\lambda}{d_{2}}\right)^{\alpha_{1}}\left(1+\left(\frac{\lambda}{d_{2}}\right)^{\frac{1}{\beta}}\right)^{\left(\alpha_{2}-\alpha_{1}\right) \beta} \tag{5.1.2}
\end{equation*}
$$

such that the variables are given by $\sigma=1, \alpha_{1}=1, \alpha_{2}=0.66, \beta=0.85, d_{1}=4.53, d_{2}=0.02$.
${ }^{\mathrm{i}}$ https://finance.yahoo.com/quote/\^GSPC/history/

Authors also published the data for the MSD of the subject particle between the time interval $t \in$ [0.31, 331.608], where we will conduct our analysis. Using the MSD fitting with clinical data, the authors next considered a particle $X$ under Harmonic potential $V(x)=\gamma x^{2} / 2$, where $\gamma=1$ was chosen.

Therefore, the relationship with MSD and the impulse function $b$ for position process $X$ driven by the CP noise $\xi$ under the Harmonic potential $V(x)=x^{2} / 2$ is given in Equation (2.6.7) with $\gamma=1$, where from there we can define the impulse function $b$ in terms of the MSD by applying change of variables twice:

$$
\begin{align*}
M S D(t) & =\lambda\left\langle A_{1}^{2}\right\rangle e^{-2 \gamma t} \int_{0}^{t} \mathrm{~d} \tau\left(\int_{\tau}^{t} \mathrm{~d} s h(s-\tau) e^{\gamma s}\right)^{2} \\
& =\lambda\left\langle A_{1}^{2}\right\rangle e^{-2 \gamma t} \int_{0}^{t} \mathrm{~d} \tau\left(\int_{0}^{t-\tau} \mathrm{d} u h(u) e^{\gamma(u+\tau)}\right)^{2} \quad[u=s-\tau] \\
& =\lambda\left\langle A_{1}^{2}\right\rangle e^{-2 \gamma t} \int_{0}^{t} \mathrm{~d} \tau e^{2 \gamma \tau}\left(\int_{0}^{t-\tau} \mathrm{d} u h(u) e^{\gamma u}\right)^{2} \\
& =\lambda\left\langle A_{1}^{2}\right\rangle e^{-2 \gamma t} \int_{0}^{t} \mathrm{~d} v e^{2 \gamma(t-v)}\left(\int_{0}^{v} \mathrm{~d} u h(u) e^{\gamma u}\right)^{2} \quad[v=t-\tau]  \tag{5.1.3}\\
& =\lambda\left\langle A_{1}^{2}\right\rangle \int_{0}^{t} \mathrm{~d} v e^{-2 \gamma v}\left(\int_{0}^{v} \mathrm{~d} u b(u) e^{\gamma u}\right)^{2} \\
\Longrightarrow b(t) & =e^{-\gamma t} \frac{\mathrm{~d}}{\mathrm{~d} t}\left[\sqrt{\left.\frac{e^{2 \gamma t}}{\lambda\left\langle A_{1}^{2}\right\rangle} \frac{\mathrm{d}}{\mathrm{~d} t} M S D(t)\right]}\right.
\end{align*}
$$

Notice from the above equation that due to the non-linear relationship between $b$ and $M S D$, one cannot apply Laplace transform to define the relationship in Laplace space. Therefore, in order to find $h$, we first need to convert the MSD data from Laplace space, $\widetilde{M S D}(\lambda)$ to Euclidean space, $M S D(t)$ by Inverse Laplace Transform (ILT), defined by the operator $\mathcal{L}^{-1}$.

The ILT of $\widetilde{M S D}(\lambda)$ is given by Mellin's Inverse Formula ${ }^{58}$ :

$$
\begin{equation*}
M S D(t):=\mathcal{L}^{-1}\{\widetilde{M S D}(\lambda)\}(t)=\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{-i T}^{+i T} \mathrm{~d} \lambda e^{\lambda t} \widetilde{M S D}(\lambda) \tag{5.1.4}
\end{equation*}
$$

where we can apply the convolution property to get

$$
\begin{equation*}
\mathcal{L}^{-1}\{\widetilde{M S D}(\lambda)\}(t)=2 \sigma \mathcal{L}^{-1}\left\{\frac{1}{\lambda} \tilde{\Phi}(\lambda)^{-1}\right\}(t)=2 \sigma \int_{0}^{t} \mathrm{~d} \tau \mathcal{L}^{-1}\left\{\Phi(\lambda)^{-1}\right\}(\tau) \tag{5.1.5}
\end{equation*}
$$

Therefore, we need to compute the $\operatorname{ILT}$ of $\Phi(\lambda)^{-1}$, which is given by,

$$
\begin{align*}
\mathcal{L}^{-1}\left\{\Phi(\lambda)^{-1}\right\}(\tau): & =\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{-i T}^{+i T} \mathrm{~d} \lambda \frac{e^{\lambda \tau}}{\Phi(\lambda)} \\
& =\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{-i T}^{+i T} \mathrm{~d} \lambda \frac{e^{\lambda \tau}}{d_{1}\left(\frac{\lambda}{d_{2}}\right)^{\alpha_{1}}\left(1+\left(\frac{\lambda}{d_{2}}\right)^{\frac{1}{\beta}}\right)^{\left(\alpha_{2}-\alpha_{1}\right) \beta}}  \tag{5.1.6}\\
& =\frac{d_{2}^{\alpha_{2}}}{d_{1}} \frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{-i T}^{+i T} \mathrm{~d} \lambda \frac{e^{\lambda \tau}}{\lambda^{\alpha_{1}}\left(d_{2}^{1 / \beta}+\lambda^{1 / \beta}\right)^{\left(\alpha_{2}-\alpha_{1}\right) \beta}} .
\end{align*}
$$

Defining the integrand above by $f(\lambda ; \tau)$, we can then use Residue Theorem ${ }^{37}$ to solve the integral as the sum of the residues over the whole complex plane $\mathbb{C}$ including $\infty$ :

$$
\begin{equation*}
\frac{d_{2}^{\alpha_{2}}}{d_{1}} \frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{-i T}^{+i T} \mathrm{~d} \lambda \frac{e^{\lambda \tau}}{\lambda^{\alpha_{1}}\left(d_{2}^{1 / \beta}+\lambda^{1 / \beta}\right)^{\left(\alpha_{2}-\alpha_{1}\right) \beta}}=\frac{d_{2}^{\alpha_{2}}}{d_{1}} \frac{1}{2 \pi i} \oint_{\mathbb{C}^{*}} \mathrm{~d} \lambda f(\lambda ; \tau)=\frac{d_{2}^{\alpha_{2}}}{d_{1}} \sum_{a_{k}} \operatorname{Res}\left(f(\lambda ; \tau), a_{k}\right), \tag{5.1.7}
\end{equation*}
$$

where $\mathbb{C}^{*}$ refers to the Complex plane $\mathbb{C}$ with inclusion of infinity, $\operatorname{Res}\left(f(\lambda ; \tau), a_{k}\right)$ is the residue of $f$ at singularity $\lambda=a_{k}$.

By the definition of our coefficients given above, we have the following singularities of $f$ :

- Pole of order $\alpha_{1}$ at $\lambda=0$; and
- Singularity at infinity (behaving like the Riemann zeta function).

The first singularity is obvious; however we can refer to the Figure below to understand the behavior of $f$ at infinity: Therefore, let's identify the residues at each singularity differently.


Figure 5.1: Plot of $f(\lambda ; \tau=1)$ indicating singularities at infinity and the obvious pole at origin. Blue hue denotes the real part of $f$ and orange its imaginary part.

First Residue The first residue is a $\alpha_{1}$-order pole and is directly given by:

$$
\begin{align*}
\operatorname{Res}(f(\lambda ; \tau), 0) & =\frac{1}{\left(\alpha_{1}-1\right)!} \lim _{\lambda \rightarrow 0} \frac{\mathrm{~d}^{\alpha_{1}-1}}{\mathrm{~d} \lambda^{\alpha_{1}-1}}\left[\lambda^{\alpha_{1}} f(\lambda ; \tau)\right] \\
& =\frac{1}{\left(\alpha_{1}-1\right)!} \lim _{\lambda \rightarrow 0} \frac{\mathrm{~d}^{\alpha_{1}-1}}{\mathrm{~d} \lambda^{\alpha_{1}-1}}\left[\frac{e^{\lambda \tau}}{\left(d_{2}^{1 / \beta}+\lambda^{1 / \beta}\right)^{\left(\alpha_{2}-\alpha_{1}\right) \beta}}\right] \tag{5.1.8}
\end{align*}
$$

Notice that we can extend this for any $\alpha_{1}{ }^{\text {ii }}$.

Second Residue Here, we will use the definition of residue at infinity as:

$$
\begin{equation*}
\operatorname{Res}(f(\lambda ; \tau), \infty)=-\operatorname{Res}\left(\frac{1}{\lambda^{2}} f\left(\frac{1}{\lambda} ; \tau\right), 0\right), \tag{s.1.9}
\end{equation*}
$$

[^15]where we can rewrite $\lambda^{-2} f\left(\lambda^{-1}\right)$ in terms of series as follows,
(5.1.10)

Then the corresponding residue will be the coefficient of $\lambda^{-1}$ satisfying the following equation:

$$
\frac{n-m}{\beta}-m+\alpha_{2}-2=-1 \Longrightarrow m=\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta} .
$$

Therefore, the residue at infinity is given by:

$$
\begin{align*}
\operatorname{Res}(f(\lambda ; \tau), \infty) & =-\operatorname{Res}\left(\frac{1}{\lambda^{2}} f\left(\frac{1}{\lambda}\right) ; 0\right) \\
& =-\sum_{n=0}^{\infty} \frac{1}{\left(\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta}\right)!}\binom{\left(\alpha_{1}-\alpha_{2}\right) \beta}{n-\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta}} d_{2}^{n-\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta}} \tau^{\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta}} . \tag{5.I.I2}
\end{align*}
$$

$$
\begin{aligned}
& \frac{1}{\lambda^{2}} f\left(\frac{1}{\lambda} ; \tau\right)=\frac{e^{\tau / \lambda}}{\lambda^{2-\alpha_{1}}\left(d_{2}^{1 / \beta}+\lambda^{-1 / \beta}\right)^{\left(\alpha_{2}-\alpha_{1}\right) \beta}} \\
& =e^{\tau / \lambda} \lambda^{\alpha_{1}-2}\left(1+\left(d_{2} \lambda\right)^{1 / \beta}\right)^{\left(\alpha_{1}-\alpha_{2}\right) \beta} \lambda^{\alpha_{2}-\alpha_{1}} \\
& =e^{\tau / \lambda} \lambda^{\alpha_{2}-2} \sum_{k=0}^{\infty}\binom{\left(\alpha_{1}-\alpha_{2}\right) \beta}{k}\left(d_{2} \lambda\right)^{k / \beta} \\
& =\lambda^{\alpha_{2}-2}\left(\sum_{n=0}^{\infty} \frac{1}{n!} \frac{\tau^{n}}{\lambda^{n}}\right)\left(\sum_{k=0}^{\infty}\binom{\left(\alpha_{1}-\alpha_{2}\right) \beta}{k}\left(d_{2} \lambda\right)^{k / \beta}\right)
\end{aligned}
$$

Thus we have found the $\operatorname{ILT}$ of $\tilde{\Phi}(\lambda)^{-1}$ as follows:

$$
\begin{align*}
& \mathcal{L}^{-1}\left\{\tilde{\Phi}(\lambda)^{-1}\right\}(\tau)=\frac{d_{2}^{\alpha_{2}}}{d_{1}}(\operatorname{Res}(f, 0)+\operatorname{Res}(f, \infty)) \\
= & \frac{d_{2}^{\alpha_{2}}}{d_{1}}\left\{\frac{1}{\left(\alpha_{1}-1\right)!} \lim _{\lambda \rightarrow 0} \frac{\mathrm{~d}^{\alpha_{1}-1}}{\mathrm{~d} \lambda^{\alpha_{1}-1}}\left[\frac{e^{\lambda \tau}}{\left(d_{2}^{1 / \beta}+\lambda^{1 / \beta}\right)^{\left(\alpha_{2}-\alpha_{1}\right) \beta}}\right]-\right. \\
& \left.-\sum_{n=0}^{\infty} \frac{1}{\left(\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta}\right)!}\binom{\left(\alpha_{1}-\alpha_{2}\right) \beta}{n-\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta}} d_{2}^{n-\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta}} \tau^{\frac{n-\left(1-\alpha_{2}\right) \beta}{1+\beta}}\right\} . \tag{5.1.13}
\end{align*}
$$

Using above, recall that we can simply derive the MSD in Euclidean space as $M S D(t)=2 \sigma \int_{0}^{t} \mathrm{~d} s \mathcal{L}^{-1}\left\{\tilde{\Phi}(\lambda)^{-1}\right\}(s)$.
We have plotted the resulting MSD in Figure 5.2 together with the clinical data below. We next


Figure 5.2: Log-log plot of the resulting MSD, $\operatorname{MSD}(t)=2 \sigma \int_{0}^{t} \mathrm{~d} s \mathcal{L}^{-1}\left\{\tilde{\Phi}(\lambda)^{-1}\right\}(s)$, where $\mathcal{L}^{-1}\left\{\tilde{\Phi}(\lambda)^{-1}\right\}(s)$ is calculated by the Inverse Laplace Transform (ILT) in Equation (5.I.13). Actual data is obtained from ${ }^{33}$.
fitted the MSD to the impulse function using our Markov Embedding technique, where the resulting fit at $K=15$ is given in Figure 5.3 .


Figure 5.3: Fitting of the impulse function $b$ obtained by MSD relation in Equation (5.1.3) (blue circle) and by fitting with the Markov Embedding function (red line) capped at $K=15$.

Now that we have successfully retrieved the impulse function of $\xi$ with Markov Embedding Technique, let's now calculate the escape of the particle $X$ driven by $\xi$ if it were under double well potential $V(x)=-x^{2} / 2+x^{4} / 4$. Using the impulse function in Figure 5.3, we generated the optimal path of $X_{t}$ from $t \in[0.31,331.608]$ with instanton $g_{0}=10^{-25}$ in Figure 5.4. The resulting instanton $g$ and complex Lagrangian $\mathcal{L}$ are also plotted in Figures 5.5 and 5.6 respectively.


Figure 5.4: Optimal path $X$ formed by the impulse function $b$ in Figure 5.3, with close-up view given in right bottom inset. Real and Imaginary values labelled.


Figure 5.5: Instanton solution $g$ formed by the impulse function $b$ in Figure 5.3, with close-up view given in right bottom inset. Real and Imaginary values labelled.


Figure 5.6: Lagrangian of $X$ formed by the impulse function $b$ in Figure 5.3, with close-up view given in right bottom inset. Real and Imaginary values labelled.

### 5.2 Application 2: Stock Index Behavior During Covid-i9 Pandemic

In this example, we now change gears to financial markets, and model the behavior of the $\mathrm{S} \& \mathrm{P} 500$ Stock Index, which is computed as the weighted average of $\rho 00$ selected stocks, with the GSN process $\xi$. We expect the reader of this section to be familiar with financial instruments such as derivatives, stocks, stock indices and bonds, as well as pricing of financial instruments such as the Fundamental Theorem of Asset Pricing (FTAP) and quantitative finance. References regarding their definitions can be found in ${ }^{79}$, and more mathematical rigour in ${ }^{135}$.

### 5.2.1 Preliminary Definitions

Before we dwell on the realms of financial modeling, we first have to outline some mathematical definitions that will be the essential part of modelling the price of financial instruments.

## Martingales and the Equivalent Martingale Measure

In simple terms, a martingale is a stochastic process for which at any moment in time, the conditional expectation of its next value is equal to the present value, regardless of all prior values.

A stochastic process $M=\left(M_{t}\right)_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{Q})$ is called a $\mathbb{Q}$ martingale with respect to the filtration $\mathcal{F}_{s}$ if for all $t>s>0$, the following holds:

$$
\begin{equation*}
\left\langle M_{t} \mid \mathcal{F}_{s}\right\rangle_{\mathbb{Q}}=M_{s} . \tag{5.2.1}
\end{equation*}
$$

Here, $\left\rangle_{\mathbb{Q}}\right.$ refers to the expectation taken with respect to $\mathbb{Q}$ and the filtration is the subset of the event space (cf. Chapter I), $\mathcal{F}_{s} \in \mathcal{F}$, that contains all the previous values of $M$ up until time $s$.

Martingales are very important stochastic processes used in financial modelling, as they ensure that in a fair market, if one knows all the past values of the price of a financial instrument, one still cannot predict its future values ${ }^{135}$. Therefore, if one wishes to model the price of a financial instrument in a fair market with a stochastic process, then the stochastic process must be a martingale.

An interesting property of the martingale is that, under necessary conditions ${ }^{135}$, one can define another stochastic process as a martingale by changing its probability measure. Given the martingale $M$ with probability measure $\mathbb{Q}$ and another stochastic process $X$ with probability measure $\mathbb{P}$, we say that $X$ is a $\mathbb{Q}$-martingale adapted to the filtration of $M$ if for any $t>s>0$,

$$
\begin{equation*}
X_{s}=\left\langle X_{t} \mid \mathcal{F}_{s}\right\rangle_{\mathbb{Q}}=\left\langle Z_{t} X_{t} \mid \mathcal{F}_{s}\right\rangle_{\mathbb{P}}, \tag{5.2.2}
\end{equation*}
$$

where $Z_{t}$ forms another stochastic process with probability measure $\frac{\mathrm{d} Q}{\mathrm{~d} P}$, commonly referred to as the Radon-Nikodym derivative of the equivalent martingale measure (EMM) $\mathbb{Q}$ with respect to the original measure $\mathbb{P}$. More properties of the Radon-Nikodym derivative and the EMM can be inferred from Chapter 9 of ${ }^{105}$.

## Fundamental Theorem of Asset Pricing

We next give a brief introduction to the Fundamental Theorem of Asset Pricing (FTAP), which provides necessary and sufficient conditions for a financial market, in which financial instruments (stocks, derivatives, options, etc.) are traded, to be fair. The FTAP asserts that financial models should be arbitrage-free, i.e. the models should not give traders a risk-free opportunity. This theorem enables the markets to be efficient and complete, where no traders can gain any risk-free advantage over the other.

Let us show the FTAP condition in a mathematical setting. Let the price of a financial asset $A$ during times $t \in[0, T]$ be modelled by a continuous-time stochastic process $S=\left(S_{t}\right)_{0 \leq t \leq T}$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Let $f\left(S_{t}\right)$ be defined as the price of a financial derivative with $A$ as its underlying. Then, the FTAP suggests that in a fair and arbitrage-free market, the current value of the derivative, $f\left(S_{0}\right)$, is given by the expectation of the discounted price of any future value of the derivative under the EMM of $\mathbb{P}$, i.e. for all $T \geq 0$ :

$$
\begin{equation*}
f\left(S_{0}\right)=\left\langle e^{-r T} f\left(S_{T}\right)\right\rangle_{\mathbb{Q}}=\left\langle e^{-r T} Z_{t} f\left(S_{t}\right)\right\rangle_{\mathbb{P}} \tag{5.2.3}
\end{equation*}
$$

where $r$ is called the risk-free interest rate (e.g. the coupon rate of a government bond), $Z_{t}$ forms the stochastic process with probability measure as Radon-Nikodym derivative $d \mathbb{Q} / \mathrm{dP}$ and $\left\rangle_{\mathbb{Q}}\right.$ denotes the expectation taken with respect to the EMM $\mathbb{Q}$. In most financial settings, $\mathbb{P}$ is traditionally called the bistorical $P D F$ of $S$ as it is obtained by directly modeling the historical values of asset price.

### 5.2.2 Modeling the Index Value with non-Markovian Geometric Brownian Motion

Modeling the price of financial instruments has been the foundation of stochastic processes ever since its mathematical formulation by Louis Bachelier in $1900^{\circ}$. In his paper, Bachelier modelled the price of a stock, $X$, as the Wiener process, i.e. as the solution of the $\mathrm{LE} \dot{X}_{t}=\sigma \dot{W}_{t}$, where $\sigma$, called the volatility of the stock price, measures the strength of the GWN.

Later on, this model was strengthened by Samuel by modeling the natural logarithm of the $X$ as the Wiener process with drift. In this instance, the so-called geometric Brownian motion $X$ that models the stock price is defined by the SDE:

$$
\begin{equation*}
\frac{\mathrm{d} X_{t}}{X_{t}}=\mu \mathrm{d} t+\sigma \mathrm{d} W_{t}, \tag{5.2.4}
\end{equation*}
$$

where $\mu$, called the drift of the stock price, $\sigma$ is called its volatility, and $\mathrm{d} W_{t}$ forms the increments of the Wiener process. One can also rewrite this by defining $Y=\ln X$ and applying Ito's lemma on $Y_{t}$ :

$$
\begin{align*}
\mathrm{d} Y_{t} & =\frac{1}{X_{t}} \mathrm{~d} X_{t}-\frac{1}{2 X_{t}^{2}}\left(\mathrm{~d} X_{t}\right)^{2} \\
& =\mu \mathrm{d} t+\sigma \mathrm{d} W_{t}-\frac{1}{2}\left(\mu \mathrm{~d} t+\sigma \mathrm{d} W_{t}\right)^{2}  \tag{5.2.5}\\
& =\left(\mu-\frac{\sigma^{2}}{2}\right) \mathrm{d} t+\sigma \mathrm{d} W_{t} .
\end{align*}
$$

One can rewrite $X$ with respect to $Y$ as $X=\mathcal{E}(Y)$, where $\mathcal{E}$ is called the stochastic exponential that is the solution of the $\operatorname{SDE}$ for $\mathrm{d} Y_{t}$ above.

The SDE for $Y$ can also be given in Langevin form below, where $\dot{W}_{t}$ forms the GWN:

$$
\begin{equation*}
\dot{Y}_{t}=\mu-\sigma^{2} / 2+\sigma \dot{W}_{t} . \tag{5.2.6}
\end{equation*}
$$

Although there has been a vast array of candidates for modelling stock prices, by far the most useful model up to date is the geometric Brownian motion as it is the foundation of pricing various financial instruments such as the Black-Scholes model.

Without getting into detail, the main idea behind geometric Brownian motion is that the natural logarithm of the derivative of the stock price is a GWN. In a more financial perspective, the model assumes that at any given time, the natural logarithm of the rate of return ("log-return") on investing in a stock is an independent and normally distributed random variable with mean $\mu-\sigma^{2} / 2$ and variance $\sigma^{2}$, i.e. for all $t, \dot{Y}_{t} \sim \mathcal{N}\left(\mu-\sigma^{2} / 2, \sigma^{2}\right)$.

Let us now test whether this assumption holds for the $\mathrm{S} \& \mathrm{P} 500$ index data obtained weekly between I January 2020 till 2I October 202 I. We specifically chose this region of time as it captures extreme movements in the financial markets due to the implications caused by the Covid-19 pandemic ${ }^{\text {iii }}$.

In Figure 5.7 below one can see the value of the index, together with the log-return and its MSD. We can directly observe from the MSD that the log-return is not the GWN. By taking the correlation of the LHS and RHS of Equation 5.2.6, we get that

$$
\begin{align*}
\left\langle\dot{Y}_{t} \dot{Y}_{s}\right\rangle & =\left\langle\left(\mu-\sigma^{2} / 2+\sigma \dot{W}_{t}\right)\left(\mu-\sigma^{2} / 2+\sigma \dot{W}_{s}\right)\right\rangle=\left(\mu-\sigma^{2} / 2\right)^{2}+\sigma^{2}\left\langle\dot{W}_{t} \dot{W}_{s}\right\rangle \\
& =\left(\mu-\sigma^{2} / 2\right)^{2}+\sigma^{2} \delta((t-s)) . \tag{5.2.7}
\end{align*}
$$

The MSD of $\dot{Y}$ hence should be a straight line.
This is the main caveat of using the geometric Brownian motion, as it is an oversimplified pricing model that does not capture movements caused by extreme events, e.g. the Covid-ı9 pandemic. Although there have been many advancements in further generalizing the geometric Brownian mo-
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Figure 5.7: Index values of S\&P500 (top), the resulting log-returns (middle) and MSD of the log-returns (bottom) obtained between 1 January 2020 until 21 October 2021. Notice the significant drop in index value (and spikes in logreturn and MSD log-return) in around March 2020, the beginning of the Covid-19 pandemic.
tion, such as the inclusion of jump processes ${ }^{118,84}$, most models assume that the price of a stock (or the value of a stock index) is a Markov process. Here, we assume that it is non-Markovian, where instead of $\dot{W}$, we assume that the log-return is modelled by the derivative of the GSN process $\dot{\xi}$.

Notice first that we cannot fit the impulse function $b$ directly with the MSD of the log-return, as we have conducted in the previous section's application with success. Due to the flip of the MSD as can be observed around October 2020 in Figure 5.7, the impulse function, which is related to the derivative of the square root of the MSD as in Equation (5.1.3), will be complex-valued.

Instead, for this case, we can instead infer the shape of the impulse function directly from $\mathrm{S} \& \mathrm{P}$ $500 \log$-return as in Figure 5.8 below. If we allow small jump intensity $\lambda$ and iid jump amplitudes $A_{i}$ to drive the GSN $\xi$, then the behavior of $\xi$ will be greatly governed by the impulse function $b$ itself. Therefore, assuming low $\lambda$ and $A_{i}$, we can model $\mathrm{S} \& \mathrm{P}_{5} 00$ log-returns with the GSN process by directly fitting the log-returns with the impulse function $b$.

Indeed, as shown in Figure 5.8, we fitted the log-returns with the impulse function using a polynomial function of degree 20 . We then defined the GSN process $\xi$ with the resulting fitted impulse function, $\hat{b}_{S P 500}$, and simulated the log-price of the index as $\dot{Y}_{t}=\mu-\sigma^{2} / 2+\sigma \dot{\xi}_{t}$.

The resulting index price process $X$ is then obtained by exponentiating the log-price process $Y$, given by the following system:

$$
\begin{align*}
X_{t} & =\mathcal{E}\left(Y_{t}\right)  \tag{5.2.8}\\
\dot{Y}_{t} & =\mu-\sigma^{2} / 2+\sigma \dot{\xi}_{t} .
\end{align*}
$$

For Monte Carlo simulation, obeying low intensity and iid jump amplitude condition mentioned above, we next fixed the parameters $\lambda=1, A_{i} \sim \operatorname{Exponential}(\sqrt{\lambda}), \sigma=1$ and estimated the drift coefficient to be $\mu=\sigma^{2} / 2+10^{-4}$. As can be inferred from Figure 5.9 below, the simulation gives a great approximation of the $\mathrm{S} \mathrm{\&} \mathrm{P}_{500}$ index, and steadily captures the spike occurred during the


Figure 5.8: Scatter plot of the S\&P 500 log-returns with polynomial impulse function fitted directly.
beginning of Covid-19 pandemic.


Figure 5.9: Index value (red scatter plot) together with the stochastic process $X=\exp Y$ (blue line) as the solution of the LE $\dot{Y}_{t}=\mu-\sigma^{2} / 2+\sigma \dot{\xi}_{t}$. The GSN process $\xi$ is simulated with Monte Carlo method with 7,000 iterations and using polynomial impulse function $\hat{b}_{S P 500}$.

Now that our impulse function is approximated, and the resulting index process $X$ is shown to fit nicely to index data, we can then derive its historical probability measure $\mathbb{P}$. First, notice that the LE of $Y$ and be integrated over $[0, t]$ to give $Y_{t}=\left(\mu-\sigma^{2} / 2\right) t+\sigma \xi_{t}$. Then, due to the linearity, we can establish a CFal correspondence between $\Phi_{Y}$ and $\Phi_{\xi}$ as follows:

$$
\begin{align*}
\Phi_{Y}[g(t)] & =\left\langle\exp \left(i \int \mathrm{~d} t g(t) Y_{t}\right)\right\rangle=\left\langle\exp \left(i \int \mathrm{~d} t g(t)\left(\left(\mu-\frac{\sigma^{2}}{2}\right) t+\sigma \xi_{t}\right)\right)\right\rangle \\
& =\exp \left(i\left(\mu-\frac{\sigma^{2}}{2}\right) \int d t g(t) t\right) \Phi_{\xi}[\sigma g(t)] \tag{5.2.9}
\end{align*}
$$

Therefore, the probability amplitude of $Y$ can be calculated by using the functional IFT of the

CFal $\Phi_{Y}$ and change the functional space of $Y$ to that of $\xi$, as outlined in Appendix A:

$$
\begin{aligned}
& \pi\left(y_{b}, t_{b} \mid y_{a}, t_{a}\right) \\
= & \int_{\mathscr{C}_{Y}} \mathcal{D}[Y] \int_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi}\right] \exp \left(i \int \mathrm{~d} t g(t) Y_{t}\right) \Phi_{Y}[g(t)] \\
= & \int_{\mathscr{C}_{\xi}} \mathcal{D}[\xi] \int_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi}\right] \exp \left(2 i\left(\mu-\frac{\sigma^{2}}{2}\right) \int d t g(t) t\right) \exp \left(i \int \mathrm{~d} t g(t) \xi_{t}\right) \Phi_{\xi}[\sigma g(t)] \exp \left(-S_{J}\right),
\end{aligned}
$$

where $\exp \left(-S_{J}\right)$ is the Jacobian obtained from the change of functional space and is given by $S_{j}=$ $-1 / 2 \ln \left(\delta Y_{t} / \delta \xi_{0}\right)$. Notice that since the relationship between $Y_{t}$ and $\xi_{t}$ is linear, the action will be given by $S_{J}=-1 / 2 \ln \sigma$, and hence the Jacobian becomes $\exp \left(-S_{J}\right)=1 / \sqrt{\sigma}$.

From here, one can obtain the historical probability measure of $Y$ by taking the modulus squared of $\pi_{Y}$, after which it remains to find the EMM $\mathbb{Q}$ such that $Y$ becomes a $\mathbb{Q}$-martingale.

Although there are several ways to compute the EMM $\mathbb{Q}$ for Markov processes, such as by Girsanov theorem cited above, as well as the Esscher transform ${ }^{73}$, due to the time-dependence on correlations, finding EMM for non-Markovian stochastic processes is not straightforward and is beyond the scope of this thesis. We encourage the readers to check ${ }^{64}$ and ${ }^{65}$ for a detailed explanation of finding the EMM for specific non-Markovian stochastic processes by means of Esscher transform.

After finding the EMM of $\mathbb{Q}$, we can next use Girsanov theorem ${ }^{\text {107 }}$ to show that since $Y$ is a $\mathbb{Q}$ martingale, the price process $X$ given by the stochastic exponential $X=\mathcal{E}(Y)$ is also a $\mathbb{Q}$-martingale. Establishing an EMM for $X$ will finally enable us to use the FTAP to model the price of a financial derivative $f\left(X_{t}\right)$ at an arbitrage-free market, $f\left(X_{0}\right)=\left\langle e^{-r T} f\left(X_{T}\right)\right\rangle_{\mathbb{Q}}=\left\langle e^{-r T} Z_{t} f\left(X_{T}\right\rangle_{\mathbb{P}}\right.$, where the probability measure of $Z_{t}$ can now be calculated by taking the Radon-Nikodym derivative of the EMM $\mathbb{Q}$ with respect to the historical measure $\mathbb{P}$ that can be directly obtained by simulation.

### 5.3 Chapter Review

In this chapter we applied the properties of the GSN process to real-life scenarios; first on the biophysical diffusion model and second on the financial index.

In first application we found the Markov embedding impulse function of the non-Markovian diffusion data obtained from ${ }^{33}$, from where we obtained the optimal path and Lagrangian in Figures 5.4-5.6. This example was relatively straightforward to compute, as we can observe from Figure 5.2 that the MSD of the diffusion model is monotonously increasing, therefore the representation in Equation (5.I.3) the impulse function will always be real-valued.

This is not the case for the second scenario when we apply Markov Embedding Theorem to the value of the S\&P500 stock index between January 2020 and October 202I. We used the nonMarkovian version of the geometric Brownian motion by switching the GWN process with a GSN process. As we can see in Figure 5.7, the MSD of the $\log$ return is not monotonous at around $t=$ 10 , where we observe a rapid decrease and increase in the index value during the beginning of Covid19 pandemic. This directly implies that by the MSD relation in Equation (5.I.3) the impulse function will switch from real to a imaginary after around $t=10$, which is what we observe in Figure 5.7. Nonetheless, this type of reverting MSD has been studied in detail by Großmann et al in $2016^{36}$, where authors model the anomalous diffusion of a particle in coarse-grained media by a stochastic clock.

Instead of focusing on the reverting MSD, we instead showed that one can directly fit the impulse function with the GSN data as in Figure 5.8. This result naturally arises due to our definition of the price process $X$, where it directly depends on the stochastic exponential of the GSN process $\xi$. Using the fitted impulse function, we next showed that the resulting Monte Carlo simulation of $X$ tracks the index data very well as in Figure 5.9. This ultimately means that the LE for the GSN adapted version of the geometric Brownian motion can capture extreme events.

Lastly, we outlined steps to change the historical probability measure of $X$ to the EMM $\mathbb{Q}$, where one can apply the Fundamental Theorem of Asset Pricing to properly model any financial derivative. The methods of finding an EMM for the non-Markovian process $X$ are not as straightforward and require further research that is beyond the scope of this thesis.

As far as the laws of mathematics refer to reality, they are not certain; as far as they are certain, they do not refer to reality.

Albert Einstein

## 6

## Summary and Concluding Remarks

The main goal of this thesis is to find the transition probability of the position process $X$ driven by the non-Markovian GLE, $\dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$, where $V$ is the potential of the system and $\xi_{t}$ forms the GSN process as defined in Definition 2.I.I by the following realization,

$$
\begin{equation*}
\xi_{t}=\sum_{i=1}^{N_{t}} A_{i} h\left(t-T_{i}\right) \tag{6.0.1}
\end{equation*}
$$

By defining the non-Markovian GLE and the GSN process in detail at the beginning of Chapter 2, this thesis provided three main approaches to find the PDF of the non-Markovian position process. The first one was via the CFal of $X$ as shown in Chapter 2, where from the CFal one can obtain the CF of $X_{t}$ and thus infer the PDF of $X$ via Inverse Fourier Transform (IFT). The strength of this first approach is in its simplicity in finding analytic expressions of the CF for various impulse functions, as well as its numerical efficacy in computing the IFT. However, the downside of the CFal approach is that one can only define the non-Markovian GLE by zero or Harmonic potentials $V(x)=\gamma x^{2} / 2, \gamma \geq 0$. This naturally arises from the fact that under this potential assumption the GLE becomes a linear differential equation, $\dot{X}_{t}=\gamma X_{t}+\xi_{t}$, where finding a functional correspondence between $X$ and $\xi$ is relatively simple. However, if one chooses a potential $V(x) \propto x^{\alpha}$ for $\alpha>2$, the resulting GLE is non-linear and becomes impossible to solve. For example, for doublewell potential $V(x)=-x^{2} / 2+x^{4} / 4$ the GLE becomes Abel's equation of the first kind, where the fully analytic solution remains an open question in mathematics.

The second approach to finding the PDF was by obtaining its Master Equation (ME) from Ito's approach as outlined in Section 3.2.r. Ito's approach is simplistic in its own way as it applies Taylor expansion to the differential $\mathrm{d} f\left(X_{t}\right)$ for any continuously differentiable function $f$; however, due to the non-Markovian nature of $X$ one obtains the average $\left\langle X_{t} \xi_{t}\right\rangle$ while calculating the ME. Likewise, upon applying Ito's approach for tuple $\left(X_{t}, \xi_{t}\right)$ one then would be stuck with the average $\left\langle X_{t} \xi_{t}^{(1)} \xi_{t}\right\rangle$, recalling that ${ }^{(1)} \xi_{t}$ forms another GSN process with impulse function $\dot{b}$. By induction, one can only obtain the fully described form of the ME by Ito's approach for an infinitedimensional joint tuple $\left(X_{t}, \xi_{t},{ }^{(1)} \xi_{t}, \ldots,{ }^{(n)} \xi_{t}, \ldots\right)$. Therefore, Ito's approach can only work for Markovian stochastic processes.

The third approach to find the PDF was by obtaining its ME from Hanggi's path integral formulation as in Section 3.2.3. In Hangg's formulation, instead of applying Taylor expansion on a function of $X_{t}$, one obtains the ME by applying the functional Taylor expansion on the CFal of $X$.

As we show in Equation (3.2.48), the ME can be obtained for the marginal PDF of $X$ for any potential $V$ and impulse function $h$.

Since Hanggi's formalism captures the non-Markovian nature of $X$, we then further analyzed it in detail in Chapter 4. We defined Feynman's path integral for calculating the probability amplitude $\pi$ of the s.p. $X$ between the time $\left[t_{a}, t_{b}\right]$ as follows:

$$
\begin{equation*}
\pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi \varepsilon}\right] \exp (-S[X, g] / \varepsilon) \tag{6.0.2}
\end{equation*}
$$

where the action functional $S$ under the weak noise limit $\varepsilon \rightarrow 0$ is given by the integral of the Lagrangian $\mathscr{L}$ :

$$
\begin{align*}
S[X, g] & =\int_{t_{a}}^{t_{b}} \mathscr{L}\left(X_{t}, \dot{X}_{t}, g(t)\right) \\
& =\int_{t_{a}}^{t_{b}} \mathrm{~d} t\left(\lambda\left(1-\phi_{A_{1}}\left(\int_{t}^{t_{b}} \mathrm{~d} s h(s-t) g(s)\right)\right)-i g(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)\right) . \tag{6.0.3}
\end{align*}
$$

From the probability amplitude, one can simply obtain the transition PDF of $X$ by squaring the modulus of the probability amplitude, $|\pi|^{2}$.

Due to the non-Markovian nature of $X$ one can only obtain the Euler-Lagrange Equations (ELE's) for $X$ and $g$ from the action functional, which we later showed they are in fact time nonlocal (TNL) ELE's due to the integration of $g$ in Equation (4.2.13)[2]. Due to the TNL ELE's one has to know the entire value of the function $g$ up to $t_{b}$, where it is tricky to compute. We showed that one can circumvent this problem by assuming that $b$ is an $n$-hierarchy impulse function of the form: $\sum_{i=0}^{n} c_{i} b^{(i)}(t)=0, b^{(i)}(0)=a_{i}$, where the resulting non-Markovian GLE becomes $(n+1)$-dimensional Markovian GLE as in Equation (4.5.3).

From here, one can either differentiate the first LE for $\dot{X} n$-times and plug the resulting higherorder ODE to the Lagrangian of the PWN to obtain two-dimensional localized ELE's, where the
corresponding $\mathscr{L}$ would then depend on the first $n$ derivatives of $X$ and $g$, resulting in high-order, coupled and highly nonlinear systems of ODE's. The second option was to solve the $(n+1)$-dimensional Markovian GLE as a matrix ODE, where one would instead obtain $(2 n+2)$-dimensional, coupled, localized and first-order ELE's as in Equation (4.6.9). These two methods, although distinct in their own way, share one common caveat, which is the coupling of each component of the localized ELE's.

This let us progress onto defining the Markov Embedding Technique in Section 4.7.3, where we asserted that any continuously differentiable function $b: \mathbb{R} \rightarrow \mathbb{C}$ can be approximated by the following sum of complex-exponentials:

$$
\begin{equation*}
h(x) \approx h_{a p p r}(x)=\sum_{j=1}^{K} \beta_{j} e^{-\alpha_{j} x} \tag{6.0.4}
\end{equation*}
$$

where recalling that $\alpha_{j}, \beta_{j} \in \mathbb{C} \backslash\{0\}$ such $\Re\left(\alpha_{j}\right)>0$ for all $j$. This enabled us to rewrite the GSN process as a sum of independent, complex-valued CP processes (i.e. GSN processes with unit hierarchical order of $n=1$ ), which would in turn decouple the localized ELE's. We also outlined in Section 4.7.2 that one can complexify the action and the Lagrangian of complex stochastic processes into a sum of purely real and purely imaginary components. This enabled us to derive twice the amount of localized ELE's from before, now both arising from the real part and purely imaginary parts of the Lagrangian, as in Equation (4.7.27). Therefore, we now showed that one can find the optimal path and action of non-Markovian $X$ for any continuously differentiable impulse function b by the Markov Embedding Technique.

We lastly provided two examples from literature to apply the Markov Embedding Technique in Chapter 5. We first looked at the MSD data of a particle diffusing in coarse-grained medium, where we derived impulse function first, and applied the Markov Embedding Technique to derive localized and uncoupled complex-valued ELE's and outlined the optimal escape problem for the particle un-
der double-well potential, where the optimal path and the Lagrangian are given in Figures 5.4 and 5.6. Due to the monotonic behavior of the MSD, the resulting impulse function was real-valued. On the other hand, our second application on the MSD data of the log-returns of S\&P 500 stock index values shows that due to the non-monotonic nature of the MSD, the resulting impulse function would fluctuate between purely real to purely imaginary functions. This violates the continuously differentiable condition of the impulse function, where Markov Embedding Techniques could not be applied.

Instead, we fitted the impulse function directly with the log-return, modelled by the derivative of GSN process $\dot{\xi}$, and showed that the resulting SDE for the index process $\mathrm{d} X_{t} / X_{t}=\mu \mathrm{d} t+\sigma \mathrm{d} \xi_{t}$ fits the index data in Figure 5.9, where it captures extreme changes in index value during Covid-19 pandemic. As we outlined at the end of Section 5.2, by Fundamental Theorem of Asset Pricing, one needs to find the EMM $\mathbb{Q}$ for the index process $X$ to properly price financial derivatives. Due to the colored nature of $\xi, X$ will be non-Markovian, and future work is needed to determine the EMM for this class of non-Markovian processes.

## A

## Derivation of the Probability Amplitude

Here we show the derivation of the probability amplitude in Equation (4.2.1) and outline the importance of the Jacobian term.

Recall that given the $\operatorname{LE} \dot{X}_{t}=-V^{\prime}\left(X_{t}\right)+\xi_{t}$, where $\xi_{t}$ forms a noise process, and $V$ is the poten-
tial, the probability amplitude for the position process $X$ is given by

$$
\begin{align*}
& \pi\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right) \\
& =\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi}\right] \Phi_{\xi}[g] \exp \left(i \int_{t_{a}}^{t_{b}} \mathrm{~d} t g(t)\left(\dot{X}_{t}+V^{\prime}\left(X_{t}\right)\right)\right) \exp \left(\frac{1}{2} \int_{t_{a}}^{t_{b}} \mathrm{~d} t V^{\prime \prime}\left(X_{t}\right)\right), \tag{A.o.I}
\end{align*}
$$

recalling that its action $S$ is given by rewriting the integrand as $\exp (-S[X, g])$.
Another way to define $\pi$ is by taking the functional inverse Fourier Transform (IFT), $\mathscr{F}^{-1}$, of the CFal of $X, \Phi_{X}[g]$, in terms of its angular frequency:

$$
\begin{equation*}
\pi_{I F T}\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\mathscr{F}^{-1} \Phi_{X}[g]=\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{g}} \mathcal{D}\left[\frac{g}{2 \pi}\right] \exp \left(i \int_{t_{a}}^{t_{b}} \mathrm{~d} t g(t) X_{t}\right) \Phi_{X}[g] \tag{A.o.2}
\end{equation*}
$$

where its action, distinguishing it by $S_{I F T}$, is also given by rewriting the integrand as mentioned above.

Notice that the probability amplitude given in Equation (4.I.I) depends on the CFal of the noise $\xi$; whereas the one to be obtained by the functional IFT in Equation (A.o.2) depends on the CFal of $X$. Thus, our goal is then to rewrite the latter equation in terms of the first equation by change of functional space by the Fujikawa Method, proposed by Fujikawa \& Suzuki in $2004^{78}$, which is analogous to the change of variables in ordinary integrals. For better understanding, we will first show the case for Harmonic potential $V(x)=\gamma x^{2} / 2$., where the reader can then easily generalize for general $V$.

The Fujikawa method posits that the transformation of the action by changing its functional space requires an addition of the correction term called the Jacobian. Defining $\mathscr{C}_{g}$ as the functional space of action $S_{g}$, if we define the change of functional space say $\mathscr{C}_{g} \rightarrow \mathscr{C}_{\tilde{g}}$, then the resulting
action, $S_{\tilde{g}}$ is given by:

$$
\begin{equation*}
S_{\tilde{g}}=S_{g}+S_{J}, \tag{A.o.3}
\end{equation*}
$$

where correcting term $S_{J}$, called the action of the Jacobian, is defined by ${ }^{8 \circ}$ :

$$
\begin{equation*}
S_{J}=-\frac{1}{2} \ln \left(\frac{\delta \tilde{g}}{\delta g\left(t_{a}\right)}\right) \tag{A.O.4}
\end{equation*}
$$

Now, we can use the Fujikawa method to rewrite $\pi_{I F T}$. Under the Harmonic potential, recall from Equation (2.6.1) that one can rewrite the CFal correspondence between $X$ and $\xi$ :

$$
\begin{equation*}
\Phi_{X}[g]=\Phi_{\xi}\left[e^{\gamma t} \int_{t}^{t_{b}} \mathrm{~d} s g(s) e^{-\gamma s}\right] \tag{A.0.5}
\end{equation*}
$$

Let us define $\tilde{g}(t):=e^{\gamma t} \int_{t}^{t_{b}} \mathrm{~d} s g(s) e^{-\gamma s}$ such that one can then rewrite the functional correspondence as $\Phi_{X}[g]=\Phi_{\xi}[\tilde{g}]$. Furthermore, for $\tilde{g}$ to be a CFal test function, we require $\tilde{g}\left(t_{a}\right)=\tilde{g}\left(t_{b}\right)=$ 0.

One can define original functional space $\mathscr{C}_{g}$ in terms of the transformed space $\mathscr{C}_{\tilde{g}}$ as $g(t)=$ $\gamma \tilde{g}(t)-\dot{\tilde{g}}(t)$. Using these transformations, we can then change the functional space to $\mathscr{C}_{\tilde{g}}$ and rewrite $\pi_{I F T}$ as:

$$
\begin{equation*}
\pi_{I F T}\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{\tilde{g}}} \mathcal{D}\left[\frac{\tilde{g}}{2 \pi}\right] \exp \left(i \int_{t_{a}}^{t_{b}} \mathrm{~d} t(\gamma \tilde{g}(t)-\dot{\tilde{g}}(t)) X_{t}\right) \Phi_{\xi}[\tilde{g}] \exp \left(-S_{J}\right) \tag{A.o.6}
\end{equation*}
$$

where $S_{J}$ is given by:

$$
\begin{align*}
S_{j} & =-\frac{1}{2} \ln \left(\frac{\delta \tilde{g}}{\partial g\left(t_{a}\right)}\right)=-\frac{1}{2} \ln \left(e^{\gamma t} \int_{t}^{t_{b}} \mathrm{~d} s e^{-\gamma s} \delta\left(s-t_{a}\right)\right) \\
& =-\frac{1}{2} \ln \left(e^{\gamma t^{2}} e^{\gamma t_{a}} \Theta\left(t_{b}-t\right)\right)=-\frac{1}{2} \ln e^{\gamma\left(t_{b}-t_{a}\right)}  \tag{A.o.7}\\
& =-\frac{1}{2} \gamma\left(t_{b}-t_{a}\right) \\
& =\frac{1}{2} \gamma \int_{t_{a}}^{t_{b}} \mathrm{~d} t .
\end{align*}
$$

Furthermore, notice that we can simplify the following by integration by parts:

$$
\begin{align*}
i \int_{t_{a}}^{t_{b}} \mathrm{~d} t(\gamma \tilde{g}(t)-\dot{\tilde{g}}(t)) X_{t} & =i \gamma \int_{t_{a}}^{t_{b}} \mathrm{~d} t \tilde{g}(t) X_{t}-i \int_{t_{a}}^{t_{b}} \dot{\tilde{g}}(t) X_{t} \\
& =i \gamma \int_{t_{a}}^{t_{b}} \mathrm{~d} t \tilde{g}(t) X_{t}-i\left(\left[\tilde{g}(t) X_{t}\right]_{t=t_{a}}^{t=t_{b}}-\int_{t_{a}}^{t_{b}} \mathrm{~d} t \tilde{g}(t) \dot{X}_{t}\right) \\
& =i \gamma \int_{t_{t_{a}}}^{t_{b}} \mathrm{~d} t \tilde{g}(t) X_{t}+i \int_{t_{a}}^{t_{b}} \mathrm{~d} t \tilde{g}(t)\left(-\gamma X_{t}+\xi_{t}\right)  \tag{A.o.8}\\
& =i \int_{t_{a}}^{t_{t_{0}}} \mathrm{~d} t \tilde{g}(t) \xi_{t} \\
& =i \int_{t_{a}}^{t_{b}} \mathrm{~d} t \tilde{g}(t)\left(\dot{X}_{t}+\gamma X_{t}\right) .
\end{align*}
$$

Gathering all together, the transformed probability amplitude $\pi_{I F T}$ is given as follows:
$\pi_{I F T}\left(x_{b}, t_{b} \mid x_{a}, t_{a}\right)=\int_{\mathscr{C}_{X}} \mathcal{D}[X] \int_{\mathscr{C}_{\tilde{g}}} \mathcal{D}\left[\frac{\tilde{g}}{2 \pi}\right] \exp \left(i \int_{t_{a}}^{t_{b}} \mathrm{~d} \tilde{g}(t)\left(\dot{X}_{t}+\gamma X_{t}\right)\right) \Phi_{\xi}[\tilde{g}] \exp \left(\frac{1}{2} \gamma \int_{t_{a}}^{t_{b}} \mathrm{~d} t\right)$,
(A.0.9)
which directly corresponds to the path integral given in Equation (4.2.1).
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[^0]:    ${ }^{\mathrm{i}}$ Here, $\mathcal{F}$ is called the $\sigma$-algebra of $\Omega$ and contains all possible combinations of events, hence $\mathcal{F} \subseteq 2^{\Omega}$. More mathematical foundations can be extracted from ${ }^{68}$.

[^1]:    ${ }^{\text {ii }}$ Independent and identically distributed.

[^2]:    iii Right-continuous with left-limits (fr. continue à droite, limites à gauche).

[^3]:    ${ }^{\text {iv }}$ Due to their usage in literature, we use both names interchangeably in this thesis.

[^4]:    ${ }^{v}$ The CF of the Compound Poisson process will be proven in Chapter 2 when we outline the CFal of the GSN process.
    ${ }^{\text {vi }}$ The CF of the Wiener process is simply the Inverse Fourier Transform of its PDF, recalling that $W_{t} \sim \mathcal{N}(0, t)$.

[^5]:    ${ }^{\text {vii }}$ That being said, the potential can be defined in a non-symmetric way as $V(x)=(x-a)^{2} / 2$ for some $a \in \mathbb{R}$. In this case, the long-term limit of the corresponding OU process will be at $X_{t}=a$. This type of OU process with non-symmetric potential is widely used in the finance industry. For example, one usually seeks the OU process to model interest rates $R=\left(R_{t}\right)_{t \geq 0}$ that conventionally requires to be sticky around a non-zero market reference point $R_{t}=a^{28}$.

[^6]:    viii The proof is relatively simple by finding the unique solution of Equation (I.4.2) via Ito's lemma in Lemma 1.5.2 and applying additive properties of the Normal distribution.

[^7]:    ${ }^{\text {ix }}$ An adjoint of a linear operator $\mathcal{A}$, denoted by $\mathcal{A}^{*}$, is any linear operator that satisfies the condition $\mathcal{A}^{*} \mathcal{A}=1$.
    ${ }^{x}$ In detail, it is the inner product in Euclidean space. For any two functions $f, g: \mathbb{R} \rightarrow \mathbb{R}$, their inner product is given by:

    $$
    \begin{equation*}
    \langle f, g\rangle=\int_{\mathbb{R}} \mathrm{d} x f(x) g(x) . \tag{1.5.7}
    \end{equation*}
    $$

[^8]:    ${ }^{\text {xi }}$ Nonetheless, in most physical contexts, such Master Equations that are driven by non-Gaussian noises are called Higher-Order Fokker Planck Equations ${ }^{94123}$.

[^9]:    ${ }^{\text {i }}$ Recall from Theorem I.2.I that under certain limitations, collectively called Gaussian limits, the PWN will converge to Gaussian White Noise (GWN) process.

[^10]:    ${ }^{1}$ Although the time derivative of stochastic processes is not well-defined ${ }^{62}$, we will instead outline it using Itō's framework, where for any s.p. $X$ where $X_{0}=0$ a.s., one can write the following integral representation of its time derivative:

    $$
    \begin{equation*}
    X_{t}=\int_{0}^{t} \mathrm{~d} X_{\tau}=\int_{0}^{t} \mathrm{~d} \tau \frac{\mathrm{~d} X_{\tau}}{\mathrm{d} \tau}=\int_{0}^{t} \mathrm{~d} \tau \dot{X}_{\tau} \tag{3.1.2}
    \end{equation*}
    $$

[^11]:    ${ }^{\text {ii }}$ Recalling from Chapter I , a càdlàg process is a stochastic process where right-limits are continuous and left limits are discontinuous (fr. continue à droite, limites à gauche). Refer to Figure i. i for visualization.
    ${ }^{\text {iii }}$ A simple example is the Dirac delta function, which is the distributional derivative of the Heaviside step function,

    $$
    \frac{\mathrm{d} \Theta(x)}{\mathrm{d} x}=\delta(x)
    $$

[^12]:    ${ }^{\text {iv }}$ Where need be, the reader is encouraged to read ${ }^{21}$ for detailed explanation.

[^13]:    ${ }^{\text {v }}$ As the impulse function $b$ must be integrable over $[0, \infty[$, we introduced the normalization term to $b$ such that $h(x) \rightarrow 0$ as $\alpha \rightarrow 1$. Without the normalization term the integral $\int_{0}^{\infty} \mathrm{d} x h(x)$ diverges as $\alpha \rightarrow 1$.

[^14]:    ${ }^{\mathrm{i}}$ The values of Markov embedding kernel $\alpha_{j}$ will be given in appendix.

[^15]:    ${ }^{\text {ii }}$ However, in ${ }^{33}$, this coefficient is simply $\alpha_{1}=1$ and hence the above residue simply reduces to $d_{2}^{\alpha_{1}-\alpha_{2}}$.

[^16]:    ${ }^{\text {iiii }}$ Further information can be obtained from the article published by McKinsley \& Co. on Io March 202 I : https://www.mckinsey.com/business-functions/strategy-and-corporate-finance/our-insights/ the-impact-of-covid-19-on-capital-markets-one-year-in

