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Abstract 

 

Barocaloric effects refer to the adiabatic temperature change (ΔT) or isothermal en-

tropy change (ΔS) of a solid under the application (or removal) of hydrostatic pressure, 

which are expected to show a great enhancement near a first-order phase transition. 

Materials with giant or colossal barocaloric effects hold the potential to offer eco-

friendly and more efficient alternatives to solid-state heat-pump technologies for re-

placing hazardous gases used in traditional vapor-compression cooling and heating. 

However, those effects are often limited by the need for large pressures, small temper-

ature span and by significant hysteresis. The latter feature increases the input work 

required to drive the cooling cycle reversibly and reduce the temperature range of op-

eration. 

In this thesis, I studied the barocaloric effect in materials undergoing order-disorder 

transition and showing mechanical flexibility, especially on molecular crystal and or-

ganic-inorganic hybrid perovskites. I found that a molecular crystal of C60 shows giant 

reversible barocaloric effects at very small pressure changes. I demonstrated that the 

high sensitivity of the transition to the applied pressure allows for giant reversible baro-

caloric effects over a very wide temperature range under moderate pressure changes.  
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    Colossal barocaloric effects so far have only been reported in molecular materials 

with orientational disorder, for example neopentylglycol. I demonstrated that the lay-

ered hybrid organic-inorganic perovskite (C10H21NH3)2MnCl4 also exhibits colossal 

effects, but with improved reversibility and performance. By tuning the chemical com-

position of the organic and inorganic parts, the research offers a path for designing 

hybrid perovskites with improved barocaloric behaviour.  

    I analysed the anisotropic lattice deformation in two-dimensional hybrid compounds 

and then investigated the effect of anisotropy on caloric properties. Further studies in-

dicated a colossal caloric effect can be achieved in the compound by using uniaxial 

stress along the direction of the c-axis. The research presents a new perspective in find-

ing excellent mechanocaloric effects in strong anisotropic materials. 
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Chapter 1 

 

Introduction 

 

Refrigeration plays a significant role in space cooling, food storage and transportation, 

industrial freezers, cryogenics and so on. Today, about 5 billion refrigeration, air-con-

ditioning and heat pump systems are in operation, and these account for about 20% of 

global electricity consumption which is estimated to more than double by 2050 [1]. 

Vapor-compression technology using hydrofluorocarbons is employed in the vast ma-

jority of those systems. However, the energy efficiencies of vapor-compression cooling 

systems for household applications are relatively low, with an average of 20% based 

on the Carnot cycle [2]. Although the energy efficiencies are high for large-scale ap-

pliances or highly refined systems, they tend to approach their theoretical efficiency 

limit [3]. Another major issue is the environmental impact of CO2 emissions originating 

from the electricity production and direct leakage of fluorinated refrigerants, which 

contribute 10% of the total greenhouse gas emission [4]. The hydrofluorocarbon fluids 

have global warming potential up to thousands of times greater than that of CO2 [4]. 

Hence, there has been a search for high-efficiency alternative cooling technology 

which is desired to be economical and environmentally friendly.  
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In the past few decades, alternative cooling methods based on solid-state caloric ef-

fects have received great research attention due to their higher cooling efficiencies and 

the use of non-harmful materials [5-11]. In principle, solid-state caloric effects are de-

fined as the adiabatic temperature or isothermal entropy changes of solid-state 

materials through the application of external fields. One can technically achieve cool-

ing and heating by employing the temperature and entropy changes in controlled cycles. 

Up to now, several caloric effects have been widely investigated, which include the 

magnetocaloric effect induced by a magnetic field, or the electrocaloric effect obtained 

by applying an electric field, or the mechanocaloric effect with the stimulus of mechan-

ical force or the multicaloric effect realized through the application of two or more 

fields. Importantly, enhanced caloric effects can be found at first-order phase transi-

tions due to the field-driven transition latent heat [5]. In achieving magnetocaloric and 

electrocaloric effects, one needs to change the magnetization and polarization states of 

specific materials through the application of magnetic or electric fields respectively. 

Therefore, these effects so far have only been reported in magnetic and ferroelectric 

materials respectively [5]. In contrast, mechanically driven caloric effects [7-10] have 

been investigated in many materials, for example metal alloys, polymers, inorganic 

compounds, and inorganic-organic hybrids. Depending on the different types of exter-

nal stress, mechanocaloric effects can be classified as uniaxial strain-driven or stress-

driven (elastocaloric) effects, hydrostatic pressure-driven (barocaloric) effects and 

shear strain-driven (twistocaloric) effects. However, in practice, the elastocaloric and 

twistocaloric effects show specific requirements on the shape of the materials which 
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must be bulk, wire or thin film. By contrast, barocaloric effects have been extensively 

studied in numerous materials, in powder or bulk forms [9].  

As for barocaloric materials, remarkable effects were first reported in pressure-

driven magnetic or martensitic phase transitions in magnetostructural alloys [12-16] 

mainly thanks to the previous studies on magnetocaloric and elastocaloric effects in 

these materials. Recently, intensive studies have been performed on materials display-

ing strong order–disorder phase transitions. Compared to traditional magnetic materials, 

the disordering process can lead to enhanced entropy and temperature changes, and 

therefore improved barocaloric behaviour [10]. Giant barocaloric effects have been dis-

covered in inorganic ferroelectrics [17,18] and organic-inorganic hybrid perovskites 

[19-21] showing orientational disorder transitions, and in solid electrolytes [22,23] 

with occupational disorder transitions. As a kind of material showing very strong mo-

lecular orientational disorder, barocaloric effects in plastic crystals1 or molecular 

crystals were subsequently investigated. The results indicated that plastic crystals 

shown the largest caloric effects among all caloric materials so far [24,25]. For instance, 

the colossal2 barocaloric effects in commercially available samples of the plastic crystal 

neopentylglycol, 2,2-dymethyl-1,3-propanediol, are comparable to current standard 

commercial hydrofluorocarbon refrigerant R134a [26].  

1Plastic crystals refer to a kind of orientation- or conformation-disordered material. The term “plastic” 

refers to the mechanical softness property of these materials.  

2Before colossal barocaloric effects were found, barocaloric effects with entropy changes of dozens of 

joules per kilogram per Kelvin were called giant effects. Therefore, colossal effects refer to hundreds of 

joules per kilogram per Kelvin. 
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However, some/many of these materials exhibit considerable transition hysteresis 

which can dramatically reduce the operation temperature range [27]. In practice, a large 

thermal hysteresis requires a large pressure to drive a reversible thermal change and 

entropy change, which means it needs more input work and therefore decreases the 

cooling efficiency as well [27-29]. While some strategies have been made in tailoring 

hysteresis in specific cases [30,31], solid-state caloric material actually showing a rel-

atively small thermal hysteresis are sought and favoured for practical cooling. 

    Therefore, the main research questions that motivated this PhD work are: 

1) Barocaloric effects in plastic crystals provide researchers with a way to explore 

effects in orientational order-disorder transitions but this is accompanied by a 

large thermal hysteresis. It is of great interest to find molecular crystals with 

small hysteresis. 

2) Colossal barocaloric effects so far have only been reported in plastic crystals. 

Are there any other materials showing colossal barocaloric effects? Can we find 

a kind of material with colossal effects but displaying different phase transition 

types? 

    To answer these questions, I have designed and performed the following experi-

ments during my PhD research studies. 

 

1.1 Outline of the thesis 

Chapter 2, Fundamentals of barocaloric effects, firstly present a brief summary of the 

history of solid-state caloric effects and their cooling prototypes. Then, the following 
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parts introduce a physical analysis of barocaloric effects and phase transitions. The 

impact of thermal hysteresis is discussed. The measurement methods and parameters 

for barocaloric characterization are finally summarized. 

    Chapter 3, Experimental methods, shows the thermal characterization and data anal-

ysis methods mainly used in this thesis at ambient and high pressure. The key issue for 

this chapter is the establishment of quasidirect method based on the heat flux measured 

at different pressures.  

    Chapter 4, Barocaloric effects in fullerite C60, introduces the history and structure of 

C60 firstly. Then, a motivation based on Question 1 is well described. By analyzing its 

structural and thermodynamic properties at atmospheric pressure and high pressure, 

barocaloric performances of C60 crystal are well described. 

    Chapter 5, Barocaloric effects in the layered hybrid perovskite (C10H21NH3)2MnCl4, 

analyses the advantages of the hybrid organic-inorganic compounds as barocaloric ma-

terials and presents the main research idea related to Question 2. Then, barocaloric 

effects of this material and its phase transition properties are well studied through the 

use of thermodynamic data at atmospheric pressure and high pressure.  

    Chapter 6, Comparison and future prospects, summarizes and compares the baro-

caloric properties of different compounds by introducing the Coefficient of 

Refrigeration Performance. Then this chapter presents the possible ways to find excel-

lent barocaloric effects in similar layered materials. 

    Chapter 7, The effect of anisotropy on caloric properties in two-dimensional hybrid 

organic-inorganic perovskite, exhibits extended research on layered hybrid perovskites. 

In doing the barocaloric analysis of (C10H21NH3)2MnCl4, a strong anisotropy effect in 
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the c-axis is observed and then a colossal elastocaloric is theoretically obtained. The 

evaluation of this effect is discussed, and an experimental proposal is followed. 

    Chapter 8, Conclusion and perspectives, summarizes the main conclusion of this 

thesis and provides perspectives for further studies. 
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Chapter 2 

 

Fundamentals of barocaloric effects 

 

In this chapter, I present a broad introduction on solid-state caloric effects which in-

cludes the achievements in the history of caloric effects, a comprehensive comparison 

of different caloric cooling methods, and their current refrigeration prototypes. Then, I 

will focus on the barocaloric effect and its fundamentals. From the thermodynamic 

point of view, the physical description of the barocaloric effect and its relationship with 

a phase transition is presented. Importantly, the influence of thermal hysteresis is also 

discussed through the analysis of S-T diagrams. Finally, I will introduce the measure-

ment methods of barocaloric effects and the parameters to characterize these effects. 

 

2.1 Solid-state caloric effects 

2.1.1 Brief introduction to caloric effects 

Figure 2.1 shows the timeline of the history of solid-state caloric effects, and briefly 

summarizes the important events from 1805 to 2020. For better illustration, representa-

tive works on caloric effects and their cooling prototypes are presented. The definition 
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of solid-state caloric effects has been generally introduced in the introduction part. Ba-

sically, these effects refer to the capability of changing the thermal or thermodynamic 

state of a solid-state material by doing work. The first experimental observation of ca-

loric effects with documentation was the elastocaloric effect in India rubber, which was 

reported by natural philosopher John Gough in 1805 [32]. A thermodynamic interpre-

tation about this effect was introduced by Lord Kelvin in his article On the 

Thermoelastic, Thermomagnetic, and Pyroelectric Properties of Matter in 1855 [33]. 

In this paper, he not only considered the thermodynamics of the elastocaloric effect but 

also predicted magnetocaloric and electrocaloric effects driven by magnetic and elec-

tric fields, respectively. Elastocaloric effects in some metals and dry woods were then 

published by James Prescot Joule in 1859 which led him to think about the relations 

between heat and mechanical work [34]. The discovery of magnetocaloric effect is 

controversial, and has been re-examined and argued by Anders Smith [35]. It is be-

lieved that the magnetocaloric effect was firstly discovered in nickel by Pierre Weiss 

and Auguste Piccard in 1917 [36] rather than by Emil Warburg in 1881 [37]. In 1930, 

the electrocaloric effect was firstly found in Rochelle salt, KNaC4H4O6·4H2O by P. 

Kobeko and J. Kurtschatov [38]. As for the barocaloric effect, it was first defined and 

experimentally examined by Alex Müller in Pr1−xLa𝑥NiO3 compounds in 1998 [39]. 

The last and also the youngest member of caloric effects called the twistocaloric effect 

was first reported by Wang Run in natural rubber, polyethylene and nickel-titanium 

fibers in 2019 [40]. In addition to the above effects, the concept of multicaloric effects 

was theoretically described by Melvin Vopson in multiferroic the material NdCrTiO5 

[41], in which adiabatic temperature and isothermal entropy changes can be achieved 



9 

 

by applying electric or magnetic fields. This concept was later extended to any materi-

als that exhibit caloric responses under two or more external fields [42]. 

 

 

Figure 2.1. A simple timeline of events in the history of solid-state caloric effects from 1805 

to 2020. MC: magnetocaloric effect, EC: electrocaloric effect, mC: mechanocaloric effect, eC: 

elastocaloric effect, TC: twistocaloric effect, and BC: barocaloric effect. 

 

In Table 2.1, I have listed solid-state caloric materials that show excellent caloric 

effects under different external fields. In general, by comparing the adiabatic tempera-

ture and isothermal entropy changes, the magnetocaloric and electrocaloric are smaller 

than mechanocaloric effects. This is because their caloric responses highly rely on the 

changes of magnetic and polar states under applied fields. For example, under a mag-

netic field change of 2 T, LaFe11.74Co0.13Si1.13 shows giant reversible entropy and 

temperature changes of 20 J K-1kg-1 and 6 K, respectively [45]. Magnetocaloric mate-

rials, for example Gd3Ga5O12, have higher performance at cryogenic temperatures, 

where use of higher applied magnetic fields becomes more practical [6]. Although a 

large effect can be achieved under a higher field, it is hard to apply a magnetic field 

larger than 2 T practically. However, the magnetocaloric effect has been the most studi-
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ed of the caloric effects over the last few decades. In practice, magnetocaloric cooling 

methods have been examined within more than 60 prototypes which show high effi-

ciencies and little noise [6]. And they have shown great success in cryogenic 

applications [6]. In addition, the successful study and application of the magnetocaloric 

effect also provide a reference for other caloric effects, which includes the study of 

their thermodynamics and exploring of cooling prototypes.  

    The electrocaloric effect in ferroelectrics has attracted great research attention since 

a giant effect (ΔTad = 12 K) was found in PbZr0.95Ti0.05O3 thin films in 2006 [48]. Two 

years later, a large effect of 12 K was reported in PVDF-based organic ferroelectrics 

[49]. After that, giant or even colossal electrocaloric effects have been intensively re-

ported in inorganic, organic and organic-inorganic composites in the form of thin films 

[61]. These outstanding findings make electrocaloric films promising candidates for 

practical on-chip cooling and heating. Very recently, researchers have created two elec-

trocaloric refrigeration prototypes [62,63] based on PbSc0.5Ta0.5O3 multi-layered 

ceramics after a large temperature change of 5.5 K was recorded [51]. This could lead 

to the realization of electrocaloric refrigeration in large devices. 

Elastocaloric effects with very large temperature changes have been identified in 

shape-memory alloys, crosslinked elastomeric polymers, and ferroelectrics [64-66]. 

These materials are considered to be entropy-elastic compounds, in which elastic de-

formation is highly related to the change in the lattice structure of the material [66]. In 

particular, shape-memory alloys have been intensively investigated since a temperature 

change of 14 K was first measured in Ni50.7Ti49.3 alloys in 2004 [67]. Thanks to the 
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excellent caloric effects reported in these alloys, cooling prototypes based on elastoca-

loric effects have been widely studied and proposed for practical use [5]. Recently, a 

colossal elastocaloric effect with a temperature change of 31.5 K has been reported in 

bulk polycrystalline (Ni50Mn31.5Ti18.5)99.8B0.2 [55], which make the elastocaloric cool-

ing more prominent among solid-state caloric effects. As a new member of the caloric 

family, the twistocaloric effect or torsiocaloric effect, which is cooling of a fiber on 

changing the twist of a wire or fiber, was demonstrated in Ni48.9Ti51.1 wire with a tem-

perature change of 17 K [40]. However, it is to be noted that thermal effects in twisted 

wires are nonhomogeneous which means there is a thermal gradient from the surface 

to the centre. Thus, to achieve large cooling efficiency, a specific design should be 

employed. 

Despite the significant progress on solid-state caloric effects, many challenges and 

questions still remain. For example, magnetocaloric materials contain rare-earth ele-

ments which are expensive and inappropriate for large-scale, long-term commercial 

projects [6]. Normally, the magnetic fields created by permanent magnets are rather 

low, with a maximum value of 2 T [7]. Although organic ferroelectrics and their com-

posites show excellent properties, their low thermal conductivities and thin-film form 

are unsuitable for more efficient and large-scale cooling [68]. Excellent electrocaloric 

effects have been obtained in bulk materials, but most of them are lead-based which 

are harmful to humans and the environment. Another issue for electrocaloric materials 

is the electric breakdown under high fields. Elastocaloric effects are mainly investi-

gated in shape memory alloys and elastomeric polymers [66]. The biggest problem in 

these materials is their mechanical fatigue under intensive loading and unloading. Act-
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ually, fatigue is also a big challenge for all caloric materials, especially for materials 

with first-order phase transitions. It is to be noted that low temperature magnetocalorics 

are likely an exception to this as their more gradual transformations from paramagnets 

to field correlated ferromagnets likely reduces this significantly compared to the first-

order phase transition needed for other caloric materials, including higher temperature 

magnetocaloric materials. An effective and durable cooling device requires a continu-

ously high performance after millions of cycles under high external fields [9]. 

Barocaloric cooling can avoid the mechanical or electrical breakdown in caloric mate-

rials by using material in the form of powder [9].  

    Finally, as it has been summarized in Refs. 9 and 10, the barocaloric effect has been 

investigated in many materials within various phase transitions. Interestingly, one can 

see that about 50% of these materials were discovered in the last three years. Obviously, 

this indicates the great potential and fast growth of barocaloric studies. 
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Table 2.1. Caloric properties of representative materials. 

Caloric effects Tt
a 

(K) 

|ΔTad|b 

(K) 

|ΔSiso|c 

(J K-1 kg-1) 

ΔThyst
d 

(K) 

Applied 

Fieldse 

Refs. 

MC effects     T  

Gd 292 4.7 5.2 non-f 2  43 

Gd5Si2Ge2 262 4.9 18.4 5 2  44 

LaFe11.74Co0.13Si1.13 197 6.7 20.3 1 2  45 

Fe49Rh51 317 6.2 13.2 7.1 2  46 

Ni50.2Mn35.0In14.8 301 1.2 15 3.6 2  47 

 

EC effects 

     

kV cm-1 

 

PbZr0.95Ti0.05O3 495 12 8 non- 480  48 

P(VDF-TrFE) 343 12 55 non- 2090  49 

BaTiO3 402 0.9 2.2 2 12 50 

PbSc0.5Ta0.5O3 

Polymer compositesg  

 

eC effects 

290 

303 

5.5 

16.5 

6 

70 

4 

non- 

290 

750 

 

MPa 

51 

52 

Ni48.9Ti51.1 

Ti50Ni44Cu5Al1 

(Ni50Mn31.5Ti18.5)99.8B0.2 

Polyurethaneh 

Natural rubber 

330 

300 

308 

282 

283j 

25 

25 

31.5 

5 

12 

35 

53.5 

45 

60 

44 

1 

9 

25 

--i 

-- 

900 

600 

700 

8 

1 

53 

54 

55 

56 

57 

       

BC effects     MPa  

Ni50Mn31.5Ti18.5 243 8 74 18 400 58 

(NH4)2SO4 219 8 60 6 100 17 

AgI 

[TPrA]Mn[dca]3
k 

390 

330 

18 

5 

60 

37 

25 

1 

250 

7 

20 

23 

(CH3)2C(CH2OH)2 

Fe3(bntrz)6(tcnset)6
l 

 

TC effects 

Ni48.9Ti51.1 

315 

318 

 

 

268 

8 

35 

 

 

17 

420 

120 

 

 

35.1 

10 

1 

 

 

5 

200 

260 

 

MPa 

650 

24, 25 

59 

 

 

40 

a Tt refers to the phase transition temperature without external fields. b |ΔTad| indicates the absolute value 

of adiabatic temperature changes. c |ΔSiso| represents the absolute value of isothermal entropy change. d 

ΔThyst means the thermal hysteresis of the phase transitions. e Applied fields includes applied magnetic 

and electric fields as well as applied pressure depending on the specific solid-state caloric effects. f “non-” 

stands for non-hysteresis. In other words, those materials that undergo second-order phase transitions. g 

Polymer composites: P(VDF-TrFE-CFE) polymers mixed with BaZr0.21Ti0.79O3 nanofibers embedded 

with BiFeO3 nanoparticles. h refers to thermoplastic polyurethane. i “--" means no data records. j this is 

the temperature for caloric tests, not the transition temperature. k TPrA: tetrapropylammonium, dca: 

dicyanamide. l bntrz: 4-(benzyl)-1,2,4-triazole, tcnset: 1,1,3,3-tetracyano-2-thioethylepropenide. 



14 

 

2.1.2 Thermodynamic cooling cycles and prototypes 

Thermodynamic cooling cycle plays a key role in both theoretical and experimental 

studies of the refrigeration performances in caloric based prototypes. Generally, a cool-

ing prototype includes not only the caloric materials and field generator but also the 

heat exchange and transfer system. With these components, a complete cooling cycle 

can be realized through the prototype [69,70]. In Figure 2.2, I schematically show two 

ideal thermodynamic refrigeration cycles (Carnot and Brayton cycles) in terms of en-

tropy (S) vs temperature (T) plots [69,70]. 

    The Carnot cycle includes two isentropic (adiabatic) processes and two isothermal 

steps [see Figure 2.2 (a)]. Practically, a Carnot refrigeration cycle shows a low cooling 

capacity and is usually used in the low temperature range, which limits its application 

in cooling devices [70]. Therefore, this type of cycle is more preferred in a theoretical 

study when comparing with the other refrigeration cycles [69]. In contrast, Brayton 

cycles have been employed in many real devices, and consist of two isentropic pro-

cesses and two isofield steps [see Figure 2.2 (b)]. Thermodynamically, Brayton cooling 

cycles can be described as follows: stage A to B, adiabatic application of an external 

field and consequent heating of the caloric material; stage B to C, cooling of caloric 

material under a constant field; stage C to D, adiabatic removal of an external stimulus 

and consequent cooling of the caloric material; stage D to A, heating of the caloric 

material under a constant field. 
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Figure 2.2. The schematics of (a) Carnot and (b) Brayton refrigeration cycles in S-T diagrams. 

The isofield entropy are plotted in grey colour. H refers to the magnetic field. 

 

Cooling prototypes based on solid-state caloric effects have been well summarized 

in Ref. 71. In order to illustrate the refrigeration procedures and principles, a magneto-

caloric cooling prototype, active magnetic regeneration (AMR) was introduced as a 

study case. Figure 2.3 presents a Brayton-type refrigeration cycle in a modified AMR 

which was designed by Arnold in 2014 [72]. During the adiabatic application of mag-

netic field (H > 0), the magnetocaloric material shows a temperature increase thanks to 

the conventional magnetocaloric effect. Then, the working fluid leaves the heat source 

heat exchanger (blue part) and exchanges heat with magnetocaloric material (cooling 

of the material). After that, the working fluid enters the heat sink heat exchanger (ora-

nge part) and transfers the heat to the external environment. When the fluid is cooled 

by the environment, it will leave the heat sink heat exchanger and exchange heat with 

the magnetocaloric material again. However, the material now shows a temperature 

S

T

S

T

A B

CD

A B

CD

(a) (b)

Carnot Brayton
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reduction due to the removal of the magnetic field and then the fluid is cooled (heating 

of the material). This cooled fluid can be used as a cooling source. 

 

 

Figure 2.3. (a) A schematic Brayton cooling cycle of an active magnetic regeneration (AMR) 

in a S-T diagram and (b) Picture of a modified AMR device (reproduced from Ref. 72). 

 

    It is to be noted that the above discussions are mainly described under ideal condi-

tions. In addition to the Carnot and Brayton cycles, regenerative cycles like Ericsson, 

Stirling, and hybrid Brayton-Ericsson have also been introduced and used in cooling 

prototypes [69]. These are only mentioned here and will not be discussed further. 

 

2.2 Thermodynamics of barocaloric effects 

In general, according to the first law of thermodynamics, the differential change of 

internal energy dU in a crystal can be expressed as 

                                                      dU = dW + dQ,                                                    (2.1) 

S

T

ΔTf-m

Caloric 

materials
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ΔTfluid (cold)

ΔTfluid (hot)

ΔTad

ΔTad

Heat exchanger

Heat exchanger

Heating
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H > 0H = 0
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where dW is the work, and dQ = TdS in a reversible process. Here, T is the temperature 

and S is the entropy of the system. 

    As for a system under the influence of hydrostatic pressure p and volume V [72, 73], 

where the magnetic (H), electric (E) fields are constants, Equation (2.1) can be written 

as  

                                         𝑑𝑈 (𝑆, 𝑉)(𝐻,𝐸) = −𝑝𝑑𝑉 + 𝑇𝑑𝑆.                                       (2.2) 

    In practice, thermodynamic changes are induced by controlling temperature and hy-

drostatic pressure [74]. Therefore, by using Legendre transforms, the Helmholtz and 

Gibbs free energies can be expressed as F = U − TS and G = F − (−pV) = U − TS + 

pV, respectively.  

    Then, the differential change of Gibbs free energy associated with differential 

changes of temperature T and pressure p is given by 

                                                 𝑑𝐺 = −𝑆𝑑𝑇 + 𝑉𝑑𝑝,                                                 (2.3) 

and, the entropy S and volume V are expressed as 

                                                               𝑆 = −(
𝜕𝐺

𝜕𝑇
)
𝑝
,                                                          (2.4) 

                                                                𝑉 = (
𝜕𝐺

𝜕𝑝
)
𝑇
.                                                             (2.5) 

Through Equation (2.4), we can firstly define the heat capacity c at constant pressure  

p as 

                                                −(
𝜕2𝐺

𝜕𝑇2
)
𝑝
= (

𝜕𝑆

𝜕𝑇
)
𝑝
=

𝑐

𝑇
.                                             (2.6) 

    Similarly, using Equations (2.4) and (2.5), the Maxwell relation can be derived in 

terms of (S, T) and (V, p) 
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                                        −(
𝜕2𝐺

𝜕𝑝𝜕𝑇
)
(𝐻,𝐸)

= −(
𝜕𝑉

𝜕𝑇
)
𝑝
= (

𝜕𝑆

𝜕𝑝
)
𝑇
.                                  (2.7) 

    As for barocaloric effects, the pressure-induced isothermal change of entropy can be 

obtained from integration of the appropriate Maxwell Equation (2.7), 

                         ∆𝑆(𝑇, 0 → 𝑝) = 𝑆(𝑇, 𝑝) − 𝑆(𝑇, 0) = −∫ (
𝜕𝑉

𝜕𝑇
)
𝑝
𝑑𝑝

𝑝

0
.                     (2.8) 

    Under adiabatic condition, S is constant. Considering Equations (2.6) and (2.7), in-

tegration of 𝑑𝑆 = 0 =
𝐶

𝑇
𝑑𝑇 − (

𝜕𝑉

𝜕𝑇
)
𝑝
𝑑𝑝, yields, 

                           ∆𝑇(0 → 𝑝) = 𝑇(𝑆, 𝑝) − 𝑇(𝑆, 0) = ∫
𝑇

𝐶
(
𝜕𝑉

𝜕𝑇
)
𝑝
𝑑𝑝

𝑝

0
.                        (2.9) 

From Equations (2.8) and (2.9), we can see that an enhanced barocaloric effect can 

be found in materials with a strong temperature-induced volume change. It is to be 

noted that the value of temperature dependence of the volume is large near the phase 

transition. Actually, this is the main reason why remarkable barocaloric effects are ob-

served in the vicinity of phase transitions [5,7,69,70]. To illustrate this, phase 

transitions are classified into first-order and second-order transitions considering the 

order of the differential of the Gibbs free enthalpy (G = U − TS + pV) model. This 

classification of the phase transitions is due to Paul Ehrenfest [73]. In first-order phase 

transitions [Figure 2.4 (a)], there is a kink in the free enthalpy of the system at the 

transition point which is under equilibrium conditions. The kink in free enthalpy cor-

responds to a discontinuity in its first derivatives at the transition point (See Figure 

2.4(b)). For second-order phase transitions, the first-order derivative of the free en-

thalpy is continuous, and the second-order derivative of the enthalpy is discontinuous. 

The latent heat is the main feature of first-order transitions. In the case of second-order 
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transitions, there is no latent heat and therefore no sharp change in the entropy at the 

transition. However, the slope of the curve changes abruptly.  

It is worth noting that these features are related, because the discontinuity in the 

derivative of G arises due to the existence of different branches, one for each phase, 

and these branches exist beyond the stable regimes as metastable minima of G. This 

metastability is the origin for the hysteresis. All these features are lacking in the case 

of second-order phase transitions. 

 

 

Figure 2.4. Sketches of thermodynamic properties in first-order (top panels) and second-order 

(bottom panels) phase transitions. The temperature dependence of the Gibbs free energy (a) 

and (d), the entropy (b) and (e), and the volume (c) and (f) at constant pressure. Tt corresponds 

to the phase transition temperature and indicates a change in the slope. 
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As can be seen from Figure 2.4, barocaloric effects near first-order phase transitions 

are much larger than the effects in second-order transitions. This is because the volume 

change with temperature in first-order transitions is anomalous (discontinuous), 

whereas this change is continuous with temperature when a second-order transition 

occurs [70,73]. So far, giant and colossal barocaloric effects have only been reported 

in materials with strong first-order phase transitions. However, the thermal hysteresis 

arises due to the discontinuous nature of first-order phase transitions which is detri-

mental for the barocaloric effect and will be discussed in detail in section 2.4. 

 

2.3 Barocaloric effects in first-order phase transitions 

Thermodynamic analysis based on Maxwell relations has been widely accepted and 

employed in dealing with caloric effects. However, there have been some arguments 

regarding the application of Maxwell relations to first-order phase transitions. This 

controversy has been discussed in magnetocaloric effects by A. Giguère in 1999 [75] 

and then followed by comments and replies from J. R. Sun and M. Földeàki in 2000 

[76,77], in which they argued that the entropy change cannot be calculated from the 

Maxwell relations because the first-order phase transition is not a continuous one. It is 

also suggested that the Clausius-Clapeyron equation [78] can offer a better way to cal-

culate the entropy change in first-order transitions. And this has been well studied by 

A. Planes and his co-workers in Refs. 74 and 79.  

The variation of Gibbs free energy across a first-order phase transition as a function 

of temperature and pressure is shown schematically in Figure 2.5 (a). For phases I and 
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II that are far away from the transition, their Gibbs free energies are GI and GII respec-

tively. The dashed curve indicates the phase coexistence in the first-order phase 

transition. In particular, considering a transition between phase I to II, a critical point 

corresponding to the coexistence of two phases can be observed at constant temperature 

and pressure [see Figure 2.5 (b)]. It is to be noted that the Gibbs energy of phases I and 

II must be equal (GI = GII) at this critical point to make sure that the mixed system is 

in an energy stable state. In addition, one can obtain the T-p diagram by projecting the 

phase coexistence curve on the p-T plane. 

 

 

Figure 2.5. Sketches of thermodynamic properties in first-order phase transition. (a) Gibbs free 

energy as a function of temperature and pressure for phase I and II. The dashed line indicates 

the coexistence of two phases. (b) Projection of (a) at constant pressure. Solid line indicates 

the system favoured energy stable state as a function of temperature. Tt corresponds to the 

phase transition temperature and indicates a change in the slope. (c) Projection of the dashed 

curve [where GI = GII in (a)] in p-T plane. 
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    In Figure 2.6, I schematically show two phase coexistence states in p-T phase dia-

gram.  As these mixed systems are in equilibrium states, we have 𝐺I
1  =  𝐺II

1  and 𝐺I
2  =

 𝐺II
2. Meanwhile, the differential change of Gibbs free energy associated with differen-

tial changes of temperature T and pressure p can be defined as 𝑑𝐺 = −𝑆𝑑𝑇 + 𝑉𝑑𝑝 [see 

Equation (2.3)]. From state 1 to 2, one then can have the following equations in terms 

of differential steps.   

                                                 𝑑𝐺I = −𝑆I𝑑𝑇 + 𝑉I𝑑𝑝,                                            (2.10) 

and    

                                                𝑑𝐺II = −𝑆II𝑑𝑇 + 𝑉II𝑑𝑝.                                          (2.11) 

 

 

Figure 2.6. Schematic illustration of the p-T phase diagram. 1 and 2 refer to the phase coexist-

ence states. 

 

Considering that the change of state 1 to state 2 is achieved under an extremely small 

change of pressure or temperature, we then conclude that the coexistence of the two 

phases is still stable which means the mixed system moves along the coexistence line 
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in the phase diagram. As a result, we have dGI = dGII. Therefore, the Clausius-

Clapeyron equation can be expressed as 

                                           −𝑆I𝑑𝑇 + 𝑉I𝑑𝑝 = −𝑆II𝑑𝑇 + 𝑉II𝑑𝑝,                                  (2.12) 

or 

                                                            
𝑑𝑇

𝑑𝑝
=

∆𝑉t

∆𝑆t
,                                                       (2.13) 

where ∆𝑉t = 𝑉I − 𝑉II , and ∆𝑆t = 𝑆I − 𝑆II  represent the volume and entropy change 

across the phase transition respectively, and  
𝑑𝑇

𝑑𝑝
 refers to the slope of the coexistence 

curve. It is clear that the Maxwell relation gives one the thermodynamic expression to 

calculate the caloric effects for homogeneous systems whereas the Clausius-Clapeyron 

equation gives the entropy change associated with a first-order phase transition, and it 

is expected to be usually the major contribution to the caloric effects associated with 

the transition. 

Based on the Maxwell relation and Clausius–Clapeyron equation, two kinds of baro-

caloric effects are introduced: the conventional barocaloric effect for ΔVt > 0 at the 

endothermic transition, and the inverse barocaloric effect for ΔVt < 0 at the endothermic 

transition. In our study, we only focus on the conventional barocaloric effect. Thus, if 

there is no specific clarification, the barocaloric effect in our research refers to a con-

ventional one. 

 

2.4 Impact of thermal hysteresis on barocaloric effects 

A first-order phase transition naturally includes thermal hysteresis which is believed to  
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be detrimental for the cooling applications. Figure 2.7 schematically shows the entropy 

(S) change of the system as a function temperature (T) in a first-order phase transition 

under atmospheric and high pressures, respectively.  

 

 

Figure 2.7. The temperature (T) dependence of entropy (S) curves under constant pressures in 

a first-order phase transition. The orange parts between the heating and cooling curves show 

the thermal hysteresis of the first-order transition. The green part presents the reversible tran-

sition area under a full phase transition when applying or removing the external pressure. 

     

The sharp increase in the entropy indicates a first-order transition of the system. Both 

heating and cooling S-T diagrams are plotted to exhibit the thermal hysteresis which is 

in orange colour. Assuming that the heat capacity of low-temperature and high-tem-

perature phases and thermal hysteresis are constant under external pressures, we then 

have the S-T curves under high pressures. The green part shows a pressure-driven fully 

reversible phase transition [23], in which a reversible barocaloric cooling is proposed. 
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In a system without hysteresis, the operation temperature range will include the orange 

and green parts. Clearly, a large hysteresis can dramatically reduce the temperature 

range of operation. 

    More importantly, T. Hess and co-workers suggested that thermal hysteresis has a 

significant influence on the efficiency of a caloric cooling system [29]. They firstly 

introduced a Carnot-like refrigeration cycle under the consideration of dissipative 

losses due to hysteresis. Then, an extra input work (ΔW = ΔThystΔSiso.) corresponding 

to the hysteretic process was needed by comparing with a pure Carnot cycle. The im-

pact of hysteresis on efficiency can be verified by introducing the second-law 

efficiency in an idealized system and this gives 

                                                      𝜂 ≈
1

1+4
∆𝑇hyst

∆𝑇ad

.                                                    (2.14) 

    Based on the above equation, it has been shown that barocaloric materials with a 

ΔThyst/ΔTad ratio lower than 0.05 will have idealized efficiencies (𝜂 > 0.8) that can be 

competitive with those of conventional vapor compression-based systems (𝜂 ≈ 0.85) 

[29,80].  

In recent years, many efforts have been undertaken to find new materials with low 

thermal hysteresis [9]. Meanwhile, it is exciting to see that some design strategies have 

been reported and shown great potential in reducing thermal hysteresis. In shape 

memory alloys, tuning crystalline symmetry and geometric compatibilities is the most 

effective method [81]. By adjusting alloy composition, E. Stern-Taulats and co-worker-

s successfully optimized the barocaloric effects in a series of low-hysteresis Ni−Mn−In 

magnetic alloys [31]. In spin-crossover complexes, a superior barocaloric effect with a 
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negligible hysteresis has been reported by managing the cooperativity of the spin tran-

sition and the rapid structural response to the pressure [59]. A giant reversible 

barocaloric effect with a tuneable thermal hysteresis has been found in hexagonal 

Ni1−xFexS by adapting its Fe content [82].  

 

2.5 Measurements of barocaloric effects 

2.5.1 Indirect methods 

Thermodynamically, indirect calculation of barocaloric effects can be obtained through 

the Maxwell relations and Clausius-Clapeyron equations [60].  

    For the Maxwell relation-based method, isothermal entropy changes ΔS are obtained 

through Equation (2.8) by measuring the volume change under different pressures at 

different temperatures. As for adiabatic temperature changes ΔT, one may also need to 

measure specific heat capacity c under different pressures and temperatures as required 

in Equation (2.9). However, measuring the temperature and pressure dependence of c 

allows one to estimate the barocaloric effect through a quasidirect method which can 

avoid the testing of volume and will be discussed later. In practice, values of ΔT were 

calculated by using ΔT ≈ − (TΔS)/c in the limit ΔT << T. The value of c was assumed 

to be constant under transition and pressures. Experimentally, measuring the volume 

change under pressure is quite difficult since it is difficult to directly record the volume 

change of materials in irregular or powder form. Although it has been shown that the 

volume change can be measured by performing X-ray diffraction or Neutron diffraction 

under pressures [17], there is no need to do the calculation in this way. 
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    For the Clausius-Clapeyron method, the values of isothermal entropy change ΔS can 

be obtained through Equation (2.13). Notice that this method is only valid for first-

order phase transitions. Also, it fails to include the caloric contribution away from the 

phase transition. Since ΔS = ΔV(dp/dT), one can calculate ΔS by measuring the pressure 

dependence of the phase transition temperature, Tt. Normally, this also gives the infor-

mation of the Tt-p phase diagram. To plot the phase diagram, one can test the 

temperature dependence of the volume at different pressures or record the heat-capacity 

or heat-flux data under various pressures. As for dT/dp deduced from the T-p phase 

diagram, it is important to characterize the sensitivity of phase transition to pressure, 

which is defined as the barocaloric tunability or barocaloric coefficient in some articles 

[19, 21]. Generally, a large dT/dp value indicates a large entropy change and a reversi-

ble barocaloric effect under low pressure [9]. 

Both Maxwell and Clausius-Clapeyron methods are of great importance in theoreti-

cal and experimental studies. Practically, the Maxwell method is used to determine the 

additional caloric effects that arise from the low or high temperature phases. The Clau-

sius-Clapeyron method is widely used to characterize the phase transition properties 

under pressure and provides a generalized way to compare barocaloric effects in dif-

ferent materials. 

 

2.5.2 Quasidirect methods 

So far, the most used method in calculating barocaloric effects is the quasidirect method 

through heat-flux data [60]. The basis of heat-flux method involves the construction of 
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the S-T diagram by using the temperature dependence of heat flow dQ/|dT| at constant 

pressure. Then, ΔS can be obtained as follows 

                     ∆𝑆 = 𝑆(𝑇1, 𝑝) − 𝑆(𝑇0, 0) = ∫
1

𝑇´
(𝑐(𝑇´, 𝑝) + |

𝑑𝑄(𝑇´,𝑝)

𝑑𝑇´
|) 𝑑𝑇´

𝑇1
𝑇0

,                     (2.15) 

where T0 < T1, p > 0 and T0 < T ′ < T1. The value of ΔT can be calculated using ΔT ≈ − 

(TΔS)/c [17, 20]. A similar method based on heat-capacity data has been used in mag-

netocaloric and electrocaloric studies, but it has never been reported in barocaloric 

studies. In this method, dQ/|dT| was replaced by heat capacity c under constant pressure 

in Equation (2.15). Here, we only introduce the heat-flux method, and a further expla-

nation on the details is presented in Chapter 3. 

 

2.5.3 Direct methods 

In recent years, the direct measurement of ΔT and ΔS have been reported in some pa-

pers [20, 83, 84]. ΔS was directly obtained by measuring calorimetric curves in 

isothermal conditions (relatively slow measurements in contact with a thermal bath) 

under the application and removal of external hydrostatic pressure [20].  

    The temperature change was measured by a thermocouple placed in a press device. 

In practice, the adiabatic temperature change must be performed very fast to minimize 

the heat exchange and thus reach nearly adiabatic conditions [84]. 

The Direct method also examined and confirmed the validation of indirect and qua-

sidirect methods. With all these methods, barocaloric effects can be presented in a more 

convincing way. 
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2.6 Parameters to characterize barocaloric effects 

Initially, we have isothermal entropy change ΔS and adiabatic temperature ΔT to char-

acterize barocaloric effects in target materials. For practical refrigeration application, 

refrigerant capacity (RC) [6] and coefficient of refrigeration performance (CRP) [7, 85] 

are introduced to compare the cooling ability or efficiency of caloric materials. 

RC value can be calculated by the following equation 

                                                𝑅𝐶 = ∆𝑆𝑚𝑎𝑥𝛿𝑇𝐹𝑊𝐻𝑀,                                             (2.16) 

where 𝛿𝑇𝐹𝑊𝐻𝑀 is the peak width in temperature at half of the maximum ∆𝑆 peak. In 

practice, RC refers to the amount of heat that can be transferred between cold and hot 

reservoirs in a cooling cycle. However, this parameter does not consider the input work 

that is needed to drive the corresponding cycle. 

    CRP can be obtained as follows 

                                                                                𝐶𝑅𝑃 = |
∆𝑇𝑟𝑒𝑣∆𝑆

𝑊
|,                                                (2.16) 

where ∆𝑇𝑟𝑒𝑣
 is the reversible adiabatic temperature change. For barocaloric materials, 

W is estimated as 𝑊 ≅ −
1

2
𝑝∆𝑉, with ∆𝑉 being the volume change at the phase transi-

tion. CRP takes into account the work needed to fully drive a barocaloric cooling cycle. 

    In addition to the above parameters, some specific features of barocaloric materials 

should be considered. For example, materials with high thermal conductivity and large 

density are desired. Also, cheap, safe, and easily synthesised/manufactured materials 

are preferred.  
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Chapter 3 

 

Experimental methods 

 

In our experiment, differential scanning calorimetry (DSC) and temperature-dependent 

X-ray powder diffraction (XRPD) results suggested that there was a pre-transitional 

regime near the first-order phase transition in all our samples, which refers to a regime 

close to the transition where the behaviour changes slightly with respect to the behav-

iour observed further from the transition [17]. Since our high-pressure calorimetry did 

not capture this pre-transition, we believed that this regime has no contribution to the 

change of the latent heat in the first-order phase transition. But what is important for 

our purposes here is that the heat capacity in this regime will depend on pressure, which 

is essential for barocaloric calculations. Therefore, it is important to distinguish this 

pre-transition effect in the heat flow and specific heat capacity c data measured from 

DSC. 

    I first show the determination of transition temperature, latent heat and entropy 

change in the first-order phase transition. Then, the heat-flux data under constant pres-

sure were measured through high-pressure differential analysis. The c data obtained 

under ambient pressure were collected through DSC and then the method to construct 
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high-pressure c data will be presented. With these data, I finally show the calculation 

of barocaloric effects through quasidirect heat-flux method.  

 

3.1 Differential scanning calorimetry 

In this thesis, thermal data at atmospheric pressure was measured by using a Q100 DSC 

from TA Instruments at Universitat Politècnica de Catalunya (Barcelona, Spain). A few 

milligrams of the sample were hermetically encapsulated into Aluminum capsule hold-

ers.  

 

 

Figure 3.1. Cross section of a DSC cell from TA instruments. (Reproduced from Ref. 86) 

 

    As shown in Figure 3.1, the heat-flux DSC cell includes holders, sensors, and the 

heater system [86]. The reference and sample pans are placed on the thermoelectric 

disc which can transfer the heat in a very fast way and therefore control the heat pre-

cisely. Under the disc, two temperature sensors are connected through the 
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thermocouple junctions. Then, a temperature difference can be detected between sam-

ple and reference thanks to the heat capacity or the phase transition of the sample. In 

the meantime, a purge gas or inert gas flowing through the cell permits a more efficient 

heat transfer between the disc and the pan by eliminating the hot spots. The heater 

system consists of a furnace and a temperature sensor, which can control the heating 

and cooling rate to a constant value. Finally, the differential behaviour of the sample 

and reference can be promptly recorded by the whole system.  

 

Data collection and analysis: 

    Heat-flux DSC measures the difference between the heat flows from the sample and 

reference as a function of temperature or time and this difference arises greatly when a 

sample absorbs or releases heat due to thermal effects such as phase transition. The 

consequent heat flow is determined by the thermal equivalent of Ohm's law: 

                                                         𝑄̇ =
∆𝑇s−r

𝑅
,                                                         (3.1) 

where 𝑄̇ is the heat flow rate, ΔTs-r is the temperature difference between the sample 

and the reference, and R is the thermal resistance of the thermoelectric disk. 

Figure 3.2 shows the steps to determine the transition temperature, latent heat and 

entropy change properties by using DSC data in (C10H21NH3)2MnCl4 crystals as a case 

study. Figure 3.2 (a) and (b) show the endothermic peak recorded upon heating in the 

first-order phase transition. Baselines of these heat flow curves were obtained by doing 

a linear fitting for the heat flow data away from the phase transition (peak). In general, 

transition enthalpy changes, ΔHt, and transition entropy changes, ΔSt, can be obtained 
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from the integration of peaks in dQ/|dT| and in (1/T)dQ/|dT|, respectively, after baseline 

subtraction between temperatures T1 and T2 suitably chosen below and above the pres-

sure-dependent first-order transition range. For a phase transition with pre-transitional 

regime, we carefully chose T1 and T2 based on the following discussion. 

 

 

Figure 3.2. DSC data analysis. (a) Heat flow vs time. Red line is the baseline obtained from 

linear fitting. (b) Heat flow vs temperature. The phase transition temperature Tonset is the inter-

section point of blue and red lines. Blue line is the tangent line at the maximum slope point of 

the peak. (c) The total enthalpy change obtained from (b) by integrating the curves.  
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Figure 3.2 (b) shows the determination of the onset temperature (Tonset) of the phase 

transition. To determine the Tonset, one needs to draw a tangent line at the maximum 

slope point of the endothermic peak. Then, Tonset was defined as the temperature value 

of the intersection point of the tangent line and baseline line.  Here, we see Tonset as the 

transition starting point or phase transition temperature [17]. However, the staring tem-

perature T1 in integration may start below Tonset, which will be discussed later. In the 

same way, we can find the transition ending point. These defined temperature ranges 

agreed well with the temperature dependence of volume data obtained from the tem-

perature-dependent XRPD (details can be found in Chapters 4 and 5). With the newly 

defined order transition temperature range, we now processed to choose the integration 

temperature range. We firstly plot the total entropy or enthalpy change from integration 

of peak in Figure 3.2 (b). With the result shown in Figure 3.2 (c), we can easily identify 

the entropy change arising in the pre-transitional region and the entropy change asso-

ciated with the first-order phase transition. Considering this turning point, we carefully 

selected the starting temperature T1 (Tonset > T1) and the finishing temperature T2 for 

integration. In addition, we can also define the temperature range for pre-transition and 

first-order transition respectively. Finally, the enthalpy and entropy changes were ob-

tained through the integration of the endothermic peak within reasonable temperature 

range. 

    The baseline chosen for integration in the low-temperature interval may be a source 

of significant uncertainty due to a smooth tail below the transition peak corresponding 

to the pre-transitional regime. In some cases, this tail is observed to extend more than 

50 K below the first-order transition peak, and may depend on the temperature rate of 
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measurement [17]. Therefore, we also pay attention to the relations between heat flow 

and temperature rates as shown in Figure 3.3. Measurements of heat flow dQ/|dT| at 

atmospheric pressure performed using the commercial DSC Q100 at different temper-

ature rates from 1 to 10 K min-1 show that both endothermic and exothermic Tonset are 

basically rate-independent and therefore hysteresis is also rate-independent within the 

temperature rates used in the investigations. Endothermic and exothermic transition 

temperature peaks are slightly shifted to higher and lower temperatures, respectively, 

due to the fact that the temperature is measured at an empty aluminum capsule. In our 

experiment, heating and cooling ramps were performed at ±2 K min-1. 

 

 

Figure 3.3. Heat flow in temperature measured by commercial Q100 (TA Instruments) across 

the endothermic (positive) and exothermic (negative) transitions at different temperature rates, 

after baseline subtraction. 
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3.2 High-pressure differential thermal analysis 

A high-pressure differential thermal analysis (HPDTA) system in the Departament de 

Física at Universitat Politècnica de Catalunya was used in the experiment. Figure 3.4 

schematically shows the components in HPDTA system [73].  

 

 

Figure 3.4. A schematic diagram of high-pressure differential thermal analysis system. 1: Re-

sistive heater, 2: Calorimetric block, 3: Reference enclosure with a thermocouple connection, 

4: Sample enclosure with a thermocouple connection, 5: Ice container with a thermocouple 

connection, 6: High pressure Bridgman seals, 7: Capillaries for the high pressure liquid con-

duction, 8: Thermocouple wires, 9: Pt-100 thermometer for the resistor temperature control 

software, 10: Valves, 11: Pressure pump, 12: Manganin manometer, 13: High pressure liquid 

reservoir, and 14: Data acquisition system. (Reproduced from Ref. 27) 
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HPDTA was performed by using two different bespoke variable-pressure calorime-

ters, and they were named calorimeter A and calorimeter B. The operation pressure 

range for calorimeter A is from atmospheric pressure to 0.3 GPa, and Bridgman ther-

mocouples were used as thermal sensors. The operation pressure range for calorimeter 

B is from atmospheric pressure to 0.6 GPa, and Peltier modules were used as thermal 

sensors. In calorimeter A, the working temperature range is from room temperature to 

473 K. The heating ramps were performed at 2 K min−1 using a resistive heater, and 

cooling ramps were performed on average at around 1 K min−1 with an air stream sys-

tem. The slower cooling (as opposed to the heating rate) of calorimeter A is because 

this relies on air cooling and is thus also not precisely controlled. In calorimeter B, the 

temperature was controlled by a thermal jacket connected to an external thermal bath 

from Lauda Proline 1290, within the range 200 - 393 K, with temperature rate on heat-

ing of 2 K min−1 and on cooling of −2 K min−1.  

Powdered samples of about 200 mg of mass were mixed with inert perfluorinated 

liquid bought from Galden Bioblock Scientist. After carefully removing the air in the 

sample and fluid, the mixtures were encapsulated inside tin capsules that were attached 

to the thermal sensors. The pressure transmitting fluid used here was DW-Term 

M90.200.02 (Huber) and the pressure was measured through the use of a high-pressure 

transducer module HP made by Honeywell. This module was attached to the high-

pressure circuit which allows the measurement of pressures with a precision of < 0.001 

GPa. To verify that the inert fluid was chemically inactive and did not modify the ther-

modynamic properties of the phase transition, preliminary DSC measurements were 
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carried out with a sample-inert fluid mixture at atmospheric pressure on the commercial 

differential scanning calorimeter.  

 

Data collection and analysis: 

Figure 3.5 (a) and (b) show the heat flow data recorded by the HPDTA system 

against time and temperature respectively. The HPDTA system did not record a pre-

transitional tail [see Tonset in Figure 3.5 (b)] because the use of pressure and a pressure 

transmitting liquid introduces a larger signal to noise ratio as compared to commercial 

setup that only operates at atmospheric pressure and uses gas as environment. We can 

associate the integrated values entirely with the first-order transition. Therefore, in a 

general way, ΔHt and ΔSt, can be obtained from the integration of peaks in dQ/|dT| and 

in (1/T)dQ/|dT|, respectively, after baseline subtraction between tempera-

tures T1 and T2 suitably chosen below and above the pressure-dependent first-order 

transition range. As mentioned before, Tonset > T1. 

For better illustration, here we chose heat flow curves upon heating at 0 and 1 kbar 

as a case study. In our HPDTA, the outputs of the calorimetric signal are voltage [73] 

which must be transferred to heat flow units. But one still can determine the pressure 

dependence of phase transition temperature from Figure 3.5 (b). The results are shown 

in Figure 3.5 (c). We knew from the previous studies that the pressure-transmitting 

fluid is inert and does not modify the thermodynamic properties of the material. Also, 

DSC values have considerably smaller error than the calorimetric values obtained in 

the high-pressure cell. Therefore, we can simply do the calibration by using the entha- 
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lpy change and entropy change of the data obtained from DSC at normal pressure.  

 

 

Figure 3.5. (a) and (b) Heat flow data obtained from HPDTA at 0 and 0.1 GPa. (c) phase tran-

sition temperature as a function of pressure. (d) integrated curves at 0 and 0.1 GPa. (e) and (f) 

Rescaled enthalpy and entropy changes as a function of pressure.  

 

    Firstly, we obtained the value of enthalpy change by integrating curves in Figure 3.5 

(a) after subtracting the baseline [see Figure 3.5 (d)] and then we can scale all the high-

pressure data with a multiplying factor that was obtained by the DSC data divided by 
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the intercept of the corresponding linear fit. Therefore, the intercept of the scaled linear 

fits will be precisely the DSC values and consequently all the scaled data will be in 

heat flow units.  

 

 

Figure 3.6. Heat flow in temperature measured by the three different calorimeters at atmos-

pheric pressure and at different temperature rates, after baseline subtraction. Peaks have been 

shifted vertically for clarity. 

 

    Figure 3.6 shows a comparison of heat flow measurements performed across the 

endothermic transition using the three different calorimeters at different temperature 

rates. It can be seen that in calorimeters Q100 and A, the Tonset is basically independent 

of temperature rates whereas in calorimeter B it does depend on temperature rates. This 

artifact arises because the thermocouple measuring temperature in calorimeter B is 

placed at a certain distance from the sample and closer to the thermal jacket of the high-

pressure cell. This introduces a delay between the measured temperature and sample 
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temperature such that, given the same remaining experimental conditions, the higher 

temperature rates, the larger the difference between the two quantities. Our variable-

pressure measurements on heating used for the calculations of the barocaloric effect 

were performed at the highest rate allowed by the thermal bath (5 K min-1). While this 

rate introduces a larger uncertainty in temperature, it gives rise to a smoother baseline, 

which leads to a lower uncertainty in the determination of the transition entropy 

changes. With respect to cooling ramps, maximum absolute temperature rates allowed 

by the thermal bath are much lower (2 K min-1) than heating ramps, which introduces 

much smaller errors in the exothermic transition temperatures measured by calorimeter 

B than those corresponding to the endothermic ones. Variations in the barocaloric re-

sponse originating in this fact are within the error reported in the main text (Chapter 4 

and 5) and therefore do not affect the results nor conclusions of the present study. 

 

3.3 Heat capacity at different pressures 

Measurements of specific heat capacity c were performed at atmospheric pressure in a 

commercial DSC (TA Q2000) using a standard method [86]. The used reference was 

sapphire (crystalline Al2O3). The heating and cooling rate were 5 K min−1. 

As discussed at the beginning of this chapter, the heat capacity in the pre-transition 

regime depends on the pressure. The pressure-dependence of c is given by the follow-

ing thermodynamic relations: 

                                                 (
𝜕𝑐

𝜕𝑝
)
𝑇
= −𝑇 (

𝜕2𝑉

𝜕𝑇2
)
𝑝
,                                               (3.2) 
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Figure 3.7. Black symbols and lines: Temperature- and pressure-dependent specific volume 

(reproduced from Ref. 87). From top to bottom, literature data is measured at 10, 50, 100, 150 

and 200 MPa. Red straight lines have the slope (
𝜕𝑉fcc

𝜕𝑇
) 𝑝atm  as obtained by our x-ray diffraction 

measurements at atmospheric pressure. 

    

Above equation indicates the dependence of V(T) in pressure is important for the 

construction of the heat capacity. Therefore, a more detailed explanation for the con-

struction of the temperature- and pressure-dependent heat capacity is introduced here 

by considering Equation (3.2). The data of C60 are used as a case study. First, in Figure 

3.7 we reproduce temperature- and pressure-dependent volume data from the face-cent- 

ered-cubic (fcc) phase provided by Ref. [87] (black lines and symbols). By using these 

data, we firstly evaluated the right-hand side of Equation (3.2). On top of these data, 
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we have plotted red straight lines with the slope (
𝜕𝑉fcc

𝜕𝑇
) 𝑝atm as determined from our 

XRPD measurements at atmospheric pressure (patm) in the temperature range 265-360 

K. The good agreement between the two sets of data in the temperature range of interest 

allows us to reasonably assume that 

                                               (
𝜕𝑉fcc

𝜕𝑇
) 𝑝 ≈ (

𝜕𝑉fcc

𝜕𝑇
) 𝑝atm.                                              (3.3) 

    The V(T) data obtained from our x-ray measurements reveal different behaviour in 

four temperature intervals: For T ∈ (150, 250) K and T ∈ (265, 360) K, V(T) is linear; 

for T ∈ (250, 260) K, V(T) is nonlinear; and around the transition V(T) is nearly dis-

continuous (See Figure 3.8). Then, given the assumption in Equation (3.3), we can 

construct a V(T) plot at a higher pressure p such that all the mentioned regimes are 

shifted to higher temperatures by an amount given by 
𝑑𝑇

𝑑𝑝
(𝑝 − 𝑝𝑎𝑡𝑚) [as represented by 

the black arrow between the peaks in heat flow at two different pressures displayed in 

Figure 3.9 (a)]. Here 
𝑑𝑇

𝑑𝑝
 is the transition temperature shift determined experimentally 

[see example in Figure 3.5 (c)]. The resulting qualitative V(T) curves at two different 

pressures are shown in Figure 3.9 (b), where dashed lines separate linear and nonlinear 

V(T) regions. 
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Figure 3.8. Temperature-dependent unit cell volume per formula unit of C60 showing the dif-

ferent behaviours over different temperature ranges. 

     

    Equation (3.2) can be used to establish the dependence of the heat capacity on pres-

sure, from literature data [88]. Therefore, in the temperature intervals where V(T) is 

linear, c is independent of pressure whereas in the temperature intervals where V(T) is 

not linear, c depends on pressure [see Figure 3.9 (c)]. In the latter region, V(T) appears 

to be concave, which means that (
𝜕2𝑉

𝜕𝑇2
)
𝑝
> 0. This means that, according to Equation 

3.2, c decreases when increasing pressure and the decrease is larger at higher tempera-

ture. This feature can be seen qualitatively in the region T1 < T < T2 in Figure 3.9(c). 
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Figure 3.9. Qualitative plots for the construction of the heat capacity. (a) Temperature-depend-

ent transition heat flow measured at patm and p, after baseline subtraction. (b) Temperature-

dependent volume at two different pressures, patm and p, assuming that in each phase 

(
𝜕𝑉fcc

𝜕𝑇
) 𝑝 ≈ (

𝜕𝑉fcc

𝜕𝑇
) 𝑝atm . (c) Temperature-dependent heat capacity at patm and p, constructed 

from data in panels (a) and (b). 

 

3.4 Quasidirect method 

Characterization of reversible caloric effects is an essential step in barocaloric study. 
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methods in the evaluation of BC effects compared with indirect methods using thermo-

dynamic Maxwell relations. There is no doubt that direct methods can naturally 

characterize reversible effects as they can dynamically record the thermal effect in 

changing pressures. In contrast, quasidirect measurements are achieved by increasing 

or decreasing the temperature at constant hydrostatic pressures, which means that ad-

ditional calculation is required to convert these data. Moreover, the characterization of 

hysteretic effects in first-order phase transitions is essential for the determination of 

reversible barocaloric effects. In doing this, one needs to transform these as-measured 

isobaric thermal-driven data to isothermal pressure-driven data through the use of spe-

cific calculations. It is to be noted that quasidirect methods are now well established 

by comparing the experimental data from direct and quasi-direct meathods. Reversible 

isothermal entropy changes ΔSrev can be evaluated from the overlap between isothermal 

entropy changes ΔS obtained upon first application and removal of pressure, and the 

ΔS can be obtained from the entropy (S) - temperature (T) curves determined from 

isobaric measurements [27]. This is the method that has been used in this thesis to study 

BC effects, which includes two main steps: (i) construction of the entropy curves, (ii) 

subtraction of entropy curves. 

 

3.4.1 Construction of the entropy curves 

Using specific heat data at atmospheric pressure, specific volume data at atmospheric 

pressure, and 𝑑𝑄 |𝑑𝑇|⁄  at constant pressure, we can calculate  𝑆´(𝑇, 𝑝) = 𝑆(𝑇, 𝑝) −

𝑆(𝑇0, 𝑝𝑎𝑡𝑚) through the following equation: 
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𝑆´(𝑇, 𝑝) =

{
 
 

 
 𝑆(𝑇0, 𝑝) + ∫

𝑐Ⅱ(𝑇
´,𝑝)

𝑇´
𝑑𝑇´                                               𝑇0 ≤ 𝑇 ≤ 𝑇1(𝑝)

𝑇

𝑇0

𝑆(𝑇1, 𝑝) + ∫
1

𝑇´
(𝑐Ⅱ−Ⅰ(𝑇

´, 𝑝) + |
𝑑𝑄(𝑇´,𝑝)

𝑑𝑇´
|) 𝑑𝑇´  

𝑇

𝑇1
𝑇1(𝑝) ≤ 𝑇 ≤ 𝑇2(𝑝)

𝑆(𝑇2, 𝑝) + ∫
𝑐Ⅰ(𝑇

´,𝑝)

𝑇´
𝑑𝑇´

𝑇

𝑇2
                                                        𝑇 ≥ 𝑇2(𝑝)

,  (3.4) 

where 𝑆(𝑇0, 𝑝) is a pressure-dependent entropy at a reference temperature T0 chosen 

below the transition temperature at pressure p. And T1(p) and T2(p) are pressure-de-

pendent temperatures limiting the phase transition. Then, dQ(T, p)/|dT| is the pressure-

dependent heat flow value associated with the latent heat of the first-order phase tran-

sition, and measured by our pressure-dependent calorimetry. cII(T, p) and cI(T, p) are 

the heat capacities of low-temperature and high-temperature phases, respectively. 

And cII-I(T, p) = [1− x(T, p)]cII(T, p)+ x(T, p)cI(T, p) represents the specific heat capac-

ity within the phase transition region, where x(T, p) is the fraction of the system in the 

high-temperature phase and can be calculated as 

                              𝑥(𝑇, 𝑝) =
∫  

1

𝑇´
 
𝑑𝑄(𝑇´,𝑝)

𝑑𝑇´
𝑇
𝑇1

𝑑𝑇´

∫  
1

𝑇´
 
𝑑𝑄(𝑇´,𝑝)

𝑑𝑇´
𝑇2
𝑇1

𝑑𝑇´
, 𝑇1(𝑝) ≤ 𝑇 ≤ 𝑇2(𝑝).                          (3.5) 

    Notice that the methods of calculating the c(T, p) throughout all the pressure-de-

pendent temperature intervals were presented in Section 3.3 using C60 as a case study.  

    The fact that at T0, (
𝜕𝑉

𝜕𝑇
) 𝑝atm ≠ 0 indicates that the reference entropy must depend 

on pressure due to the Maxwell relation 

                              𝑆(𝑇0, 𝑝) = 𝑆(𝑇0, 𝑝𝑎𝑡𝑚) − ∫ (
𝜕𝑉

𝜕𝑇
)
𝑝′
𝑑𝑝′

𝑝

𝑝𝑎𝑡𝑚
,                               (3.6) 

where 𝑆(𝑇0, 𝑝𝑎𝑡𝑚) = ∫
𝑐(𝑝𝑎𝑡𝑚)

𝑇
𝑑𝑇

𝑇0
0

. Assuming the condition in Equation (3.3), we can 

write ∆𝑆+(𝑇0, 𝑝) = 𝑆(𝑇0, 𝑝) − 𝑆(𝑇0, 𝑝𝑎𝑡𝑚) ≈ (
𝜕𝑉

𝜕𝑇
)
𝑝atm

(𝑝 − 𝑝atm), where (
𝜕𝑉

𝜕𝑇
)
𝑝atm

= 
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3.7 × 10-8 m-3 kg-1 K-1 can be calculated by using data in V(T) from our XRPD meas-

urements. This can be understood as a signature that at temperatures well below the 

pressure independent regime, c must depend on pressure, because 𝑆(𝑇0, 𝑝) could also 

be calculated directly as 𝑆(𝑇0, 𝑝) = ∫
𝑐(𝑝)

𝑇
𝑑𝑇

𝑇0
0

 if c was available at pressure p.  

    Combining all these elements in Equation (3.4), we can finally construct the temper-

ature-dependent isobaric entropy curves at different pressures. It is worth noting that 

the additional entropy changes above the transition, ΔS+, can be obtained in the proce-

dure for constructing the entropy curves. At the same time, this ΔS+ can be 

calculated through the Maxwell relation by using (
𝜕𝑉

𝜕𝑇
)
𝑝atm

= (
𝜕𝑆

𝜕𝑝
)
𝑇
 above the phase 

transition. The magnitudes for this quantity obtained by using these two methods inde-

pendently are in agreement within error, which confirms the validity of the constructed 

entropy curves. For example, under pressure change of 0.22 GPa, the calculated ΔS+ 

from Maxwell relation is about 8 ± 1 J K-1 kg-1, and the value obtained from entropy 

curves is 6 ± 1 J K-1 kg-1. 

 

3.4.2 Conventional barocaloric effects 

We schematically constructed the entropy–temperature curves in Figure 3.10 (a) and 

(b). For conventional BC effects (dT/dp > 0), transitions on decompression (compres-

sion) are endothermic (exothermic) and therefore, ΔS and ΔT on first decompression 

(compression) must be computed from isobaric entropy functions on heating (cooling). 

Isothermal entropy changes are computed by subtracting S(T, p) curves following iso-

thermal paths: ΔS(T, 0 → p) = S(T, p) − S(T, 0). In turn, adiabatic temperature changes 
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are computed by subtracting the entropy–temperature curves following adiabatic paths: 

ΔT(Ts, 0 → p) = T(S, p) − T(S, 0), where ΔT is more appropriately plotted as a function 

of the starting temperature Ts because the system temperature changes along the adia-

batic path. More importantly, this feature entails that the reversible ΔT usable in cooling 

devices that work in sequential compression–decompression cycles, are given by 

|ΔTrev(S, 0 ↔ p)| = |TC (S, p) − TH(S, 0)|, where TC and TH refer to the temperature within 

cooling and heating respectively [see left-right green arrow in Figure 3.10 (b)]. In turn, 

ΔSrev can be determined as the overlapping between ΔS(T, 0 → p) and ΔS(T, p → 0) 

[see green arrow in Figure 3.10 (a)]. 

    Another important feature for BC effects is the required minimum pressure, prev. To 

achieve nonzero ΔTrev, the prev is generally given by the value at which the exothermic 

transition temperature equals the endothermic transition temperature at atmospheric 

pressure. In fact, the prev to obtain non-zero ΔSrev is lower than the value estimated from 

the above method, which has been well presented and discussed in Ref. 27. This will 

be shown and discussed in Chapters 4 and 5. 
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Figure 3.10. Schematic isobaric entropy–temperature curves and conventional BC effects to 

evaluate reversibility. (a) and (b) Isobaric entropy curves at atmospheric pressure 0 (solid line), 

and high-pressure p > 0 (dotted line) respectively. The red and blue colours represent heating 

and cooling (as indicated by the black arrows), respectively. (a) The blue vertical downward 

arrow indicates the thermodynamic path used to calculate irreversible isothermal entropy 

changes ΔS on compression. Red vertical upward arrow for decompression. (b) The horizontal 

rightward arrow displays the thermodynamic paths used to calculate irreversible adiabatic tem-

perature changes ΔT on compression. Leftward for decompression. The left-right green arrow 

exhibits the thermodynamic path used to calculate reversible ΔT. (c) Irreversible ΔS obtained 

under a pressure increase of p – 0 (blue, solid) and under a decrease of 0 − p (red, solid). The 

area with green slash lines represents the reversible ΔS obtained from overlapping the curves 

obtained upon increasing and decreasing the field. (d) Irreversible ΔT obtained under a pressure 

increase of p – 0 (blue, solid) and under a decrease of 0 − p (red, solid). The area within the 

green dashed lines indicates the reversible ΔT. (Reproduced from Ref. 27) 
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Chapter 4 

 

Barocaloric effects in fullerite C60 

 

This chapter introduces the features that suggested fullerite crystals as promising baro-

caloric candidates, and then details its phase transitions and barocaloric properties 

through experimental studies. The result of the study demonstrates that C60 exhibits 

outstanding barocaloric properties. In particular, a large transition entropy change and 

a small transition hysteresis result in a giant reversible barocaloric effect in C60. This 

giant effect can be obtained at very small pressure changes thanks to the high sensitivity 

of the transition to the applied pressure. Furthermore, at moderate pressure changes, 

giant reversible barocaloric effects are obtained over a very wide temperature range, 

which indicates its great barocaloric tunability and thus expands the operational tem-

peratures around room temperature. 

 

4.1 Buckminsterfullerene C60 and its crystal form 

In 1985, the structure of C60 molecule was reported by Kroto and co-workers, who 

recognized it as a football-like structure or Buckminsterfullerene [89]. Accordingly, 
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the C60 molecule has a truncated icosahedral structure which shows a polyhedron with 

60 vertices and 32 faces, 12 of which are pentagonal and 20 hexagonal [see Figure 4.1 

(a)] [90]. Solid C60 with perfect quality can be prepared from C60 vapor by using a 

sublimation-condensation method [91]. After that, the bond lengths, crystal structure 

of solid C60 and its transition were intensively studied through the use of NMR [92], 

X-ray diffraction [93] and Raman spectroscopy [94]. It was known that solid C60 forms 

a face-centred-cubic (fcc) structure with a space group of 𝐹𝑚3̅𝑚 at room temperature 

[see Figure 4.1 (b)], in which the molecules are randomly rotating between various 

orientations, forming a “plastic crystal”. The successful synthesis and characterization 

of C60 and the family of fullerenes has stimulated a variety of studies on the fullerene-

based solids’ chemical and physical properties including, but not limited to the 

polymerization and dimerization of C60 [95], electric and magnetic properties [96], me-

chanical response [97], thermal conductivity [98] and superconductivity [99].  

 

 

Figure 4.1. The illustration of (a) the C60 buckminsterfullerene molecule and (b) the crystal 

structure of C60 solid at room temperature. (Reproduced from Ref. 90) 

(a) (b)
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    In addition, the vast majority of research on solid C60 has been done on the phase 

transition and its dynamic properties. For instance, Heiney and co-workers [100] 

demonstrated that the room temperature fcc structure undergoes a first order transition 

to a primitive cubic (sc) structure with a space group of 𝑃𝑎3̅ below 255 K by using 

synchrotron X-ray powder diffraction and differential scanning calorimetry measure-

ments. The latent heat of the phase transition is 6.7 J g-1. In the conventional unit cell 

of an fcc lattice, the interaction between neighbouring C60 molecules is dominated by 

the spherically symmetric component which reveals that the orientational dynamics of 

molecules have a pronounced effect on the dynamics of the crystal. Furthermore, Sa-

mara and co-workers investigated the influence of pressure on the phase transition and 

corresponding molecular orientational ordering properties in solid C60 [101]. They 

found that external pressure can greatly change the transition temperature which in-

creases with pressure at a rate of about 104 K GPa-1. Additionally, the applied pressure 

can make a more ordered low-temperature sc phase by reducing the orientational fluc-

tuations of C60 molecules (see Figure 4.2). Interestingly and importantly, their 

experimental results indicate that there are two ordering transitions near 249 K under 

higher pressure, which corresponds to two orientational configurations of the mole-

cules in the sc phase. Similarly but more obviously, in Fischer and co-workers’ research, 

they reported two ordering transitions in high-purity powder and single crystal C60 un-

der ambient pressure through the use of modulated differential scanning calorimetry. 

Also, the results show that the hysteresis and latent heat of the fcc-to-sc phase transition 

highly rely on the purity of the sample. In addition to the order-disorder phase transition 

occurring near 255 K, two extra interesting phase transitions have also been discovered 
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at around 90 K and 530 K [102, 103], However, there has been little work published 

on these transitions. 

 

 

Figure 4.2. Differential-thermal-analysis (heating) scans of solid C60 at different pressures 

showing the behaviour in the vicinity of the sc-fcc transition. (Reproduced from Ref. 101) 

 

    Overall, solid C60 and its phase transition properties has been widely studied by using 

various tools under both ambient and high pressures. It is known that the transition 

dynamics of the fcc-to-sc first-order phase transition are related to the orientational 

dynamics of the C60 molecules and there is a large latent heat of this phase transition 

which is sensitive to the purity of the sample and also the external pressure. 

 

4.2 Motivation 

Carbon materials such as graphite [104], diamond [105], graphene [106,107], carbon 

nanotubes [108,109] and fullerenes [110] have shown superior mechanical, electrical, 
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thermal and optical properties for practical applications. Interestingly, these materials 

have also been considered for caloric purposes. For example, theoretical studies have 

been performed on the electrocaloric (EC), elastocaloric (eC) and barocaloric (BC) ef-

fects in graphene [111-113], and the eC effect in carbon nanotubes [111]. However, 

experimental studies are still lacking for these compounds. Here, I selected fullerite 

C60, the molecular crystal of C60 (buckminsterfullerene) as a promising BC candidate 

because it undergoes an order–disorder transition towards a plastic crystal phase near 

room temperature. As mentioned in the introduction, materials undergoing transitions 

involving a strong order–disorder change are attracting increasing interest because the 

disordering process may lead to large entropy changes and therefore may show better 

BC performance.  

    In the fcc phase, the orientational disorder in C60 is prototypical because the quasi-

spherical molecular shape permits a quasi-free rotation as suggested by NMR [92] and 

X-ray [93] experiments and the unique excellent agreement with the Pauling–Fowler 

model [114]. At a temperature of T ∼ 257 K, fullerite C60 undergoes a first-order phase 

transition on cooling across which, in addition to a volume reduction, the molecular 

orientations order partially, reducing significantly the number of possible orienta-

tions. As a consequence, the four sites that are equivalent in the fcc phase become 

distinguishable in the low-temperature phase, reducing the fcc symmetry to a sc lat-

tice. This symmetry breaking can be seen in the unit cells for both sc and fcc phases. 

Interestingly, the orientational disordering across the phase transition is a source for a 

giant transition entropy change ΔSt of ∼25–50 J K−1 kg−1 [94,100-102,115-117]. This 
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value is lower than the colossal values reported for other plastic crystals because on the 

one hand the elemental rotating units are heavy rigid molecules and on the other hand 

in the sc phase the ordering is not complete. However, some research works demon-

strated that fullerite C60 shows a small transition hysteresis and a high sensitivity of the 

transition to the applied pressure which allows us to obtain giant reversible BC effects 

at very small pressure changes [100]. Therefore, I performed a detailed BC study on 

fullerite C60. 

 

4.3 Structural and thermodynamic properties of C60 at atmospheric 

pressure 

Crystalline powder of C60 (99.5 wt% purity) was purchased from Sigma-Aldrich and 

used as such. We studied the structural properties of C60 under different temperature at 

ambient pressure by using temperature-dependent X-ray powder diffraction (XRPD).  

    The results at atmospheric pressure confirmed the expected sc phase (𝑃𝑎3̅, with Z = 

4 formula units per unit cell) at low temperatures, which transforms to the fcc phase 

(𝐹𝑚3̅𝑚, Z = 4) around T ∼ 260 K [see Figure 4.3 (a) and (b)]. Figure 4.3 (c) shows the 

temperature evolution of the unit cell volume per formula unit V(T)/Z which is deter-

mined by means of Rietveld analysis according to the recorded XRPD patterns (see 

Figure A1 in Appendix A). The finite volume change at the first-order phase transition 

(indicated with a double arrow in the figure) corresponds to a large relative increase on 

heating of ΔVt/Vsc ∼ 1%. Both above and well below (T < 250 K) the transition, V(T) 

shows a linear behaviour as indicated by the red and blue linear fits, respectively, 
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whereas below but close to the first-order transition (250–260 K), V(T) shows a non-

linear behaviour as indicated by the second-order polynomial fit (green line). In view 

of previous studies [115-117], this nonlinear V(T) regime can be associated with a pre-

transitional regime. 

 

 

Figure 4.3. First-order phase transition in C60 at atmospheric pressure. (a) and (b) Unit cells of 

the low-temperature primitive cubic phase (𝑃𝑎3̅) and the high-temperature face-centred cubic 

phase (𝐹𝑚3̅𝑚) respectively, generated from literature data. (c) Temperature-dependent unit 

cell volume per formula unit on heating. Error bars are smaller than the symbol size. The finite 

volume change per formula unit across the phase transition, |ΔVt|/Z, is indicated with a double 

arrow. Red and blue lines are linear fits to V(T) data above and well below the transition, re-

spectively. The green line is a second-order polynomial fit to V(T) data at the pre-transitional 

regime.  
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    At atmospheric pressure, the heat flow dQ/|dT| converted from the differential scan-

ning calorimetry (DSC) curve reveals that C60 undergoes a phase transition at 259 K 

on heating and 256 K on cooling, respectively, exhibiting a small hysteresis of 3 K [see 

Figure 4.4 (a)]. Integration of the calorimetric peaks yields a large latent of ΔH(patm) = 

6.9 ± 0.5 J g−1 on heating and |ΔH(patm)| = 7.6 ± 0.5 J g−1 on cooling. In addition, inte-

gration of (1/T) (dQ/|dT|) allows the evaluation of entropy changes of this first-order 

phase transition, which are ΔSt(patm) = 26 ± 2 J K−1 kg−1 on heating and |ΔSt(patm)| = 27 

± 2 J K−1 kg−1 on cooling. These values are in overall agreement with previous values 

reported in the literature on powdered samples whereas single crystals usually give 

larger results, which are ascribed to the purity and crystallinity of the samples. On the 

other hand, in this compound the baseline chosen for integration in the low-temperature 

interval may be a source of significant uncertainty due to a smooth tail below the tran-

sition peak corresponding to the pre-transitional regime. In some studies, this tail is 

observed to extend more than 100 K below the first-order peak [115]. As our high-

pressure calorimetry does not capture such a pre-transitional tail, we can associate the 

integrated values entirely with the first-order transition. Importantly, two exothermic 

peaks were observed on cooling [see Figure 4.4(b)]. This behaviour has been previ-

ously reported in the literature [116] and has been ascribed to the likely existence in 

the sc phase of two quasidegenerate orientational configurations that originate due to 

lattice impurities. The fact that this feature is visible only on cooling is probably due 

to hysteresis. 
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Figure 4.4. (a) Heat flow dQ/|dT| after baseline subtraction, on heating and cooling across the 

first-order phase transition. (b) Resulting entropy change with respect to the low-temperature 

phase, revealing the entropy changes for the first-order transition. 
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account that the entropy S is related to the Helmholtz free energy F via the thermody-

namic relation S = −(∂F/∂T)V. Considering the high-temperature phase as the 
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where εii are the diagonal terms of the Lagrangian strain tensor, K = (C11+ 2C12)/3 is 

the bulk modulus, with Cij being the components of the stiffness tensor, ΔVt/V is the 

relative volume change at the transition and ρ is the density. Therefore, ΔSV can be ex-

pressed as 

∆𝑆𝑉 = −(
𝜕𝐹𝑉(𝑠𝑐)

𝜕𝑇
)
𝑉

= −
1

2𝜌
(
∆𝑉𝑡
𝑉
)
2

(
𝜕𝐾

𝜕𝑇
)
𝑉

 

Using (∂K/∂T)V = −0.04 ± 0.02 GPa K−1 from temperature-dependent elastic con-

stants available in the literature [118] and ρ = 1.70 × 103 kg m−3, we obtain ΔSV = 1.0 

± 0.5 J K−1 kg−1, which is much smaller than the total transition entropy change. Inter-

estingly, this indicates that the major contribution to the total transition entropy change 

comes from the partial ordering of molecular orientation, ΔSc ∼ 26 J K−1 kg−1. Then, 

we can estimate the ratio between the number of configurations achievable in the fcc 

phase (N1) and in the sc phase (N2) as N1/N2 = exp(MR−1ΔSc) ∼ 9.5. 

 

4.4 High-pressure thermodynamic properties and barocaloric ef-

fects  

Through the use of high-pressure differential thermal analysers, isobaric temperature-

dependent calorimetric signals under various pressures have been recorded. The raw 

experimental data along with the chosen baseline are shown in Figure B1 in Appendix 

B. Data including all the transition temperatures and entropy changes under various 

pressures are shown in Figure 4.5 (b) and (c). However, for better illustration, we only 

present and analyse part of the data for the BC study [see Figure 4.5 (a)]. 
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Figure 4.5. (a) Temperature-dependent isobaric heat flow dQ/|dT| at different pressures, after 

baseline subtraction. Selected curves shown below and above 0.3 GPa have been performed 

using calorimeters A and B, respectively. (b) Peak temperature and (c) entropy change across 

the phase transition ΔSt as a function of pressure determined from both heating and cooling 

heat flow curves shown in panel (a). Solid and empty symbols stand for values obtained using 

calorimeters A and B, respectively. The lines are linear fits to data. 
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qualitatively consistent with the positive ΔVt on heating as established by the Clausius–

Clapeyron equation dT/dp = ΔVt/ΔSt. Then we show the dependence of the peak tem-

peratures with pressure in Fig. 5b. C60 shows constant dT/dp = 167 ± 3 K GPa−1 on 

heating and dT/dp = 172 ± 2 K GPa−1 on cooling within the pressure range under study, 

which are in agreement with literature values [101]. It is worth mentioning that the use 

of He as a pressure-transmitting medium in some studies gave rise to a much smaller 

dT/dp , which was associated with the easy penetration of He into the lattice. The large 

values for dT/dp in C60 in our study anticipate a reversible BC effect under low pressure 

and a giant working temperature span for BC cooling. The details will be discussed in 

the following section. 

In Fig. 4.5 (c), we show the dependence of the entropy change with pressure from 

the integration of peaks in (1/T)(dQ/dT) at different pressures after baseline subtraction. 

We found that the transition entropy change decreases with pressure notably within the 

pressure range under study, as d|ΔSt|/dp = −30 ± 1 J K−1 kg−1 GPa−1, averaging over 

heating and cooling ramps. The reason for the decrease in entropy change with increas-

ing pressure can be understood as follows: by including the value of d|ΔSt|/dp in the 

Clausius–Clapeyron equation and taking into account that dT/dp does not depend on 

pressure, it can be derived that the first-order transition volume change also decreases 

with pressure as d|ΔVt|/dp = (dT/dp)(dΔSt/dp) = (−5.3 ± 1.0) × 10−6 m3 kg−1 GPa−1. The 

above results indicate a weakening of the first-order character of the transition when 

the pressure increases. This pressure-induced effect has also been observed and inves-

tigated by Lundin and co-workers [119]. Considering our results as well as those from 

previous work, it is worth mentioning here that C60 in our study does not undergo 
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polymerization nor amorphization processes. In present study, the temperature and 

pressure ranges used are much lower than the required temperature and pressure for the 

observation of the irreversible or polymerization processes in C60 solid. In addition, 

pressure values for our measurements have not been chosen to be monotonically in-

creasing but nearly random just to ensure that the observed transitions at different 

pressures are thermodynamically reversible and do not depend on history. 

    For the calculation of the BC effects, the quasi-direct method including the construc-

tion of pressure-dependent heat capacity and temperature-dependent entropy curves 

were used as described in the Experimental methods section in Chapter 3. Figure 4.6 

(a) shows the pressure-dependent heat capacity constructed from literature data at at-

mospheric pressure. The temperature-dependent isobaric entropy curves at different 

pressures are plotted in Figure 4.6 (b) and (c) for heating [SH(T, p)] and cooling 

[SC(T, p)], respectively, with respect to the reference entropy S(T0, patm). Here, T0 is 

selected as 150 K (see also in section 3.3, Chapter 3). 

 



64 

 

 

Figure 4.6. (a) Pressure-dependent heat capacity constructed from literature data at atmos-

pheric pressure. For more details see the text. (b and c) Temperature-dependent isobaric 

entropy curves at different pressures on (b) heating and (c) cooling. 
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transition ∆𝑆0(𝑝)  combines with the same-sign additional entropy change ∆𝑆+(𝑝) 

away from the transition, yielding total isothermal entropy change ∆𝑆.  

    We now proceed to calculate the BC effects from the entropy–temperature curves 

determined in Figure 4.6 (b) and (c). Isothermal entropy changes are computed by sub-

tracting S(T, p) curves at different pressures following isothermal paths: ΔS(T, pi → pf) 

= S(T, pf) − S(T, pi). Hereafter, the lower pressure is taken as atmospheric pressure pi 

and the higher pressure as pf, and therefore |Δp| = |pf − pi| ≃ |p| for the high pressure 

values used here. In turn, adiabatic temperature changes are computed by subtracting 

the entropy–temperature curves following adiabatic paths: ΔT(Ts, pi → pf) = T(S, pf) 

− T(S, pi), where ΔT is more appropriately plotted as a function of the starting temper-

ature Ts. Since for a material with dT/dp > 0 decompressions are endothermic processes 

and compressions are exothermic processes, changes on first decompression are com-

puted from entropy curves on heating whereas changes on first compression are 

computed from entropy curves on cooling. The corresponding results for ΔS and ΔT are 

shown in Figure 4.7 (a) and (b), respectively. It is worth pointing out here that from the 

entropy curves we can state that at low pressures the main contribution to ΔS originates 

from the transition entropy change ΔSt. At high pressures ΔSt decreases noticeably but 

additional entropy changes outside the transition ΔS+ become very significant, reaching 

about ∼50% of ΔS under a pressure change of p = 0.59 GPa. 
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Figure 4.7. Barocaloric effects obtained on first application or removal of pressure. (a) Isother-

mal entropy changes on decompression and compression as a function of temperature at 

different pressures. (b) Adiabatic temperature changes on decompression and compression as 

a function of the starting temperature at different pressures. 
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transition hysteresis, which establishes a lower threshold for the pressure change to 

obtain nonzero |ΔTrev|, i.e. p ≥ 𝑝rev
∆𝑇 . Nonetheless, it has been shown that a fraction of 

ΔS can be achieved reversibly (ΔSrev) at 𝑝rev
∆𝑆  < 𝑝rev

∆𝑇  due to the existence of minor loops 

allowed by partial transformation of the sample. Above this threshold pressure change, 

ΔSrev(T, patm ↔ p) is determined as the overlap between ΔS(T) on compression and 

ΔS(T) on decompression. Using the procedure described elsewhere we obtain that for 

fullerite C60 across its sc → fcc transition, 𝑝rev
∆𝑆 = 0 and 𝑝rev

∆𝑇 =  0.02 ±  0.01 GPa. 

 

 

Figure 4.8. Reversible barocaloric effects. (a) Reversible isothermal entropy changes on decom-

pression and compression as a function of temperature at different pressures. (b) Reversible 

adiabatic temperature changes on decompression and compression as a function of the starting 

temperature at different pressures. 
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Figure 4.9. Maximum (a) isothermal entropy changes and (b) adiabatic temperature changes as 

a function of pressure change, on first decompression (red), on first compression (blue) and 

reversible values (orange). (c) Refrigerant capacity (RC) as a function of pressure. 

 

    From Figure 4.7 and 4.8, the maximum values of |ΔS|, |ΔT|, |ΔSrev| and |ΔTrev| as a 

function of pressure change are determined and shown in Figure 4.9 (a) and (b). Very 

interestingly, it can be observed that |ΔSrev| > 0 is obtained at any pressure change, as 

anticipated previously, and |ΔSrev| = 25 ± 3 J K−1 kg−1 for p = 0.05 GPa and |ΔSrev| = 32 

± 3 J K−1 kg−1 for p = 0.1 GPa can be reached. Larger values can be obtained at higher 

pressures. The area below the |ΔSrev| vs. T curves gives an estimation of the Refrigerant 

Capacity (RC), which refers to the amount of heat that can be exchanged cyclically 

between hot and cold ends. Values for RC as a function of the pressure change are 

shown in Figure 4.9 (c). Under p ≈ 0.1 GPa, we obtained giant BC effects of |ΔSrev| ≈  

32 J K−1 kg−1 and |ΔTrev| ≈ 10 K, with a RC ≈ 500 J kg-1. These results suggest C60 as a 

very good BC cooling material. 
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Figure 4.10. Temperature span as a function of applied pressure change for which different 

intervals of (a) reversible isothermal entropy changes and (b) reversible adiabatic temperature 

changes are obtained. For more details see the text. 

 

    Importantly, giant and reversible BC effects in C60 are obtained over a large temper-

ature interval. In particular, Figure 4.10 shows the temperature span (Tspan) as a 

function of the pressure range where an interval of ΔSrev [panel (a)] and ΔTrev [panel 

(b)] values can be achieved. At a given pressure change, the upper bound for Tspan lim-

iting each colour band corresponds to the minimum values of the BC effects indicated 

in the legend so that larger BC effects are obtained in a narrower Tspan as expected. As 

examples, under a pressure change of p ≈ 0.1 GPa, we obtain |ΔSrev| ≈ 25 ± 3 J 

K−1 kg−1 and |ΔTrev| ≈ 5.0 ± 0.5 K in a temperature interval of 11 K, and under a pres-

sure change of p ≈ 0.41 GPa, we obtain |ΔSrev| ≈ 31 ± 3 J K−1 kg−1 and |ΔTrev| ≈ 11 ± 1 

K in a temperature interval of about 50 K. This excellent performance can be very 

useful in single-compound regenerative cooling methods, where heat sources and sinks 

are separated by large temperature spans by means of a regenerative heat exchanger.  
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4.5 Summary 

In this chapter, the barocaloric behaviour of a crystalline powder of C60 was investi-

gated by using isobaric calorimetry at high-pressure and X-ray diffraction 

measurements. The experimental results demonstrate giant isothermal entropy and ad-

iabatic temperature changes at low pressures. This is mainly due to the partial ordering 

of molecular orientations across the first-order phase transition from face-centred-cu-

bic to simple-cubic structure. In addition, the transition entropy change decreases with 

the increasing of pressure, but the isothermal entropy change still increases. This cor-

responds to the increase in additional changes arising outside the transition associated 

with the thermal expansion of each phase. Further, the obtained giant adiabatic temper-

ature changes originate from a large sensitivity of the transition to pressure. This has 

been explained by applying the Clausius–Clapeyron relation where a very large transi-

tion volume change and giant transition entropy change can lead to a large value of 

dT/dp. In practice, this research demonstrates that the small hysteresis in C60 yields 

giant barocaloric effects that can be driven reversibly with very low pressures. Finally, 

the giant barocaloric effects in C60 are obtained over a very large temperature range, 

which can be very useful in single-component cooling methods using regeneration. The 

outcomes in this chapter indicate that C60 can be a promising candidate to be employed 

in future barocaloric cooling devices. 
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Chapter 5 

 

Barocaloric effects in the layered hybrid perovskite 

(C10H21NH3)2MnCl4 

 

This chapter reports barocaloric effects in a layered hybrid organic-inorganic com-

pound, (C10H21NH3)2MnCl4, that are reversible and colossal under pressure changes 

below 0.1 GPa. This excellent barocaloric performance originates from a phase transi-

tion with a strong disordering of the organic chains and is unprecedented among solid-

state cooling materials. At the same time, thanks to a very large sensitivity of the tran-

sition temperature to pressure and a small transition hysteresis, this colossal effect can 

be reversibly driven by low pressure. The result demonstrates that colossal effects can 

be obtained in materials other than plastic crystals. In addition, our experiments also 

demonstrate the existence of a triple point in the temperature-pressure phase diagram 

indicating enantiotropy at high pressure. 

 

5.1 Layered hybrid organic-inorganic compounds 

Over the past few decades, hybrid organic-inorganic perovskites (HOIPs) have earned  
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their credits in emerging semiconductor materials, especially for their successful appli-

cation in photovoltaic cells [121]. In principle, HOIPs are identified as perovskites 

because these materials share similar structural features with the mineral CaTiO3 

named perovskite. A perovskite compound with general chemical formula ABX3 

shows a cubic structure with the B cation in 6-fold coordination, surrounded by an 

octahedron of anions, and the A cation in 12-fold cuboctahedral coordination (see Fig-

ure 5.1). It is to be noted that HOIPs perovskite structure with A = Cs+, CH3NH3
+, and 

[HC(NH2)2]
+ are generally three-dimensional (3D) materials. However, by introducing 

large organic cations, there would be a dimensional reduction in the 3D crystal lattice 

[121].  

 

 

Figure 5.1. A structural schematic of two-dimensional and three-dimensional hybrid perovskite 

with key chemical components. (Reproduced from Ref. 121) 

 

In fact, these reduced structures are recognized as 2-dimensional (2D) or layered 

HOIPs. In Figure 5.1, one can see that 2D HOIPs exhibit a perovskite-like structure 
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with reduced dimensionality where BX6 octahedra sharing their corners only between 

neighbours in the planes of inorganic layers. For a better description, we use 

(C10H21NH3)2MnCl4 as a case study.  In the layered structure, there are two chains of 

alkylammonium C10H21NH3
+ cations arranged along the c direction between the inor-

ganic planes. Importantly, large organic cations prevent the 3D corner-sharing along 

the c-axis between octahedra belonging to different inorganic layers, and therefore, the 

actual structure of true perovskites cannot be arranged [121,122]. At the end of these 

long organic chains, electrostatic force and hydrogen bonds between ammonium and 

MnCl6 make sure that the organic parts are stably aligned toward the inorganic octahe-

dra. On the other hand, the organic chain tails facing each other are stabilized by their 

van der Waals interactions [123,124]. 

    Thanks to their special structures, these materials always display abundant phases as 

a function of temperature at atmospheric pressure. For instance, DSC study has shown 

that these compounds normally exhibit a sequential order of two or more phase transi-

tions with one showing significantly larger latent heat than the others [125-127]. This 

phenomenon has been well investigated by using X-ray diffraction, Fourier-transform 

infrared and Raman spectroscopic techniques [126,128].  For the significant or major 

transition, the origin of large latent heat comes from the chain-melting process during 

the phase transition. During this melting process, the organic chains show conforma-

tional disorders on account of the energetic rotation of the alkyl bonds [128]. 

Meanwhile, the polar head group of the chain remains ionically bonded to the inorganic 

part. Therefore, this conformational disorder tends to reduce the length of the chains. 

However, this reduction is compensated for by increasing the distance between the ends 
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of the facing organic chains. As a result, a significant volume change is achieved during 

the chain-melting, and also a large latent heat. In contrast, the minor transition is an 

order-disorder one that corresponds to the chain orientation process. Specifically, the 

organic chains rotate around the longitudinal chain axis between two equivalent orien-

tations separated by 90°. At the same time, the neighbouring chains rotate in opposite 

directions. Although the entropy change that comes from this process is not huge, this 

value is still giant compared with most barocaloric materials.  

Another important feature of 2D HOIPs is that their properties can be modified by 

tuning the inorganic layers and the organic cations [129]. For example, one can easily 

modify the transition temperatures by increasing the chain length. In 

(CnH2n+1NH3)2MnCl4, the transition temperature varies from 287 K to 373 K when n = 

9 increases to n = 17. In addition, their mechanical properties can be modified by re-

placing the inorganic elements or increasing the layer numbers [121]. Therefore, these 

features can offer a range of mechanical soft materials with caloric effects near room 

temperature [130]. 

    Very recently, barocaloric studies on HOIPs [131] and spin-crossover compounds 

[132] have revealed large reversible effects at moderate pressures within large temper-

ature spans. Although a colossal effect in those materials has not been reported, their 

chemical flexibility and property tunability provide us with a chance to find candidates 

showing colossal effects. In particular, as a subfamily of HOIPs, layered perovskites 

with the chemical formula (CnH2n+1NH3)2MCl4 (with M being a divalent metal) have 

been widely investigated thanks to their rich composition and structural variety prop-

erties. In the 1970s, researchers investigated these compounds as phase change 
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materials for thermal energy storage applications [127]. As in the case of plastic crys-

tals [133], this functionality emerges due to the occurrence of highly energetic, fully 

reversible first-order phase transitions with suitable transition temperatures. This fea-

ture, along with a large transition volume change, suggests that these compounds could 

be very suitable as barocaloric agents, as plastic crystals have already shown. It is worth 

noting that compounds with M = Mn, Fe (and other very similar compounds), awak-

ened further interest due to their low-dimensional magnetic properties [134-136] 

whereas multicaloric effects are being investigated in magnetostructural materials 

showing similar properties [41,42]. 

In contrast to the orientational disorder facilitated by globular or small molecules in 

plastic crystals [24,25,137], (CnH2n+1NH3)2MCl4 compounds exhibit more complex 

structure and dynamical disorder. In this work, we choose the compound 

(C10H21NH3)2MnCl4 [n=10, bis(alkylammonium) tetrachloromanganate(II), C10Mn for 

short] because in this material the disorder fully develops across a single phase transi-

tion and near room temperature and therefore exhibits a larger transition entropy 

change than compounds with larger n values.  

 

5.2 Sample preparation and structural information 

The polycrystalline (C10H21NH3)2MnCl4 sample were synthesized through the follow-

ing reaction:  

2(C10H21NH2) + 2HCl + MnCl2 → (C10H21NH3)2MnCl4. 

Manganese(II) chloride tetrahydrate (MnCl2·4H2O, 99%, Sigma-Aldrich) was added  
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into hydrochloric acid (HCl, 36.5–38.0%, Baker Analyzed) with magnetic stirring until 

MnCl2·4H2O was fully dissolved. Then, n-decylamine (C10H21NH2, 99%, ACROS Or-

ganics) was added into this mixed solution with magnetic stirring for 3 hours. Then, 

(C10H21NH3)2MnCl4 powder was obtained by precipitation and washed with ethanol 

twice. The synthetic yield of the reaction is 90%. However, the as-prepared power sam-

ple needs to be washed and recrystallized from ethanol. After that we can get our 

polycrystalline samples. The yield of the recrystallizing step is 80% which depends on 

the cooling speed but controllable. Thus, if we consider the multi-step reaction, the 

total yield of the our compound is total yield (%) = (0.9*0.8)*100 = 72%. 

 

 

Figure 5.2. (a) Picture of the as prepared sample of (C10H21NH3)2MnCl4 showing pale pink 

colour. The crystal structure of the low-temperature phase P21/a (b) and high-temperature 

phase C2/m (c) projected on the (100) and (010) planes, respectively. Purple, green, grey, 

brown and white spheres stand for Cl, Mn, N, C and H atoms.  

     

    The as-prepared sample is shown in Figure 5.2 (a). The compound has shown to be 

thermally stable for several years after synthesis, being stored. The thermodynamic 

transition properties are not modified after thermal cycling across the first-order phase 
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transition at different pressures applied randomly. In this sense, our observations are 

fully consistent with the findings in Ref. 138 where the thermal stability of 

(C10H21NH3)2MnCl4 was specifically investigated. 

    The structure of C10Mn was characterized by using X-ray powder diffraction (XRPD) 

and Raman Spectroscopy measurements at atmospheric pressure and at temperatures 

around its solid-to-solid first-order phase transition. Raman spectra were obtained by 

using an IK Series Raman spectroscopy system. A 532 nm He–Cd laser was used for 

excitation. A calibrated Linkam heating–cooling stage was utilized to control sample 

temperature, via a thermocouple attached to the sample holder.  

    The diffraction patterns of the low-temperature phase at 295 K and of the high-tem-

perature phase at 330 K were refined by means of a Rietveld refinement procedure [139] 

using TOPAS-Academic v.7 [140]. At low temperatures, a P21/a (with Z = 2 formula 

units per unit cell) structure (cif number: CCDC 2096682) was obtained [see Figure 

5.2 (b)], consistent with that reported in ref. [141], and in disagreement with the ortho-

rhombic structure reported in ref. [123]. For the high-temperature phase, which was 

previously undetermined, a C2/m (with Z = 2 formula units per unit cell) structure [see 

Figure 5.2 (c)] was obtained (cif number: CCDC 2096683). From these refinements, 

pattern matching of the temperature dependent XRPD patterns was performed, to ob-

tain the unit cell volume as a function of temperature V(T). A thorough explanation of 

the refinement details, the crystallographic structures of the unit cell in the two phases 

and the dependence of the patterns and the lattice parameters on temperature can be 

found in Figure A2-A5 in Appendix A. 
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5.3 Thermodynamic properties of (C10H21NH3)2MnCl4 at atmos-

pheric pressure 

The results at atmospheric pressure confirmed the first-order phase transition at 

around T ∼ 309 K [see Figure 5.3 (a) and (b)]. The unit cell volume plot in Figure 5.3 

(a) revealed a very large increase in volume at the endothermic transition of Δ𝑉/𝑉II ≈ 

7%. Both above and well below (T < 309 K) the transition, V(T) shows a linear behav-

iour as indicated by the red linear fits, whereas below but close to the first-order 

transition (293–309 K), V(T) shows a nonlinear behaviour as indicated by the second-

order polynomial fit (green solid line). This nonlinear V(T) regime can be associated 

with a pre-transitional regime. 

    Isobaric temperature-dependent calorimetry at atmospheric pressure yielded positive 

and negative peaks in dQ/|dT| associated with endothermic and exothermic first-order 

phase transitions, respectively [see Figure 5.3 (b)]. The maxima of the peaks were ob-

tained at TII→I = 312 ± 1 K and TI→II = 303 ± 1 K, whereas the onsets of the peaks were 

obtained at TII→I = 309 ± 1 K and TI→II = 306 ± 1 K. These values indicate a hysteresis 

of 9 K as defined from the peak maxima, and 3 K as defined from the peak onsets, 

which are both small. 

    Integration over temperature of dQ/|dT| and (1/T)dQ/|dT| after baseline subtraction 

yielded transition enthalpy changes ΔHII→I = 76 ± 4 J g−1 and ΔHI→II = 79 ± 4 J g−1 and 

transition entropy changes ΔSII→I = 241 ± 12 J K−1 kg−1 and ΔSI→II = 261 ± 13 J K−1 

kg−1, in very good agreement with the literature [141,142]. The integrated curve for ΔSt 
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was used with the temperature-dependent heat capacity c obtained from modulated cal-

orimetry [see Figure 5.3 (c)] to calculate the temperature-dependent entropy with 

respect to a reference temperature T0 = 213 K (chosen arbitrarily below the transition) 

as 𝑆(𝑇, 𝑝𝑎𝑡𝑚) − 𝑆(𝑇0, 𝑝𝑎𝑡𝑚) = ∫
1

𝑇

𝑇

𝑇0
(𝐶𝑝 + 𝑑𝑄 𝑑𝑇⁄ )𝑑𝑇  [see Figure 5.3 (d)]. In this 

compound the baseline chosen for integration in the low-temperature interval may be 

a source of significant uncertainty due to a smooth tail below the transition peak corre-

sponding to the pre-transitional regime. However, it shows a short tail compared to that 

observed for C60. By using the methods in Chapter 3, we calculated and plotted the 

temperature- and pressure-dependent entropy. Again, as our high-pressure calorimetry 

does not capture such a pre-transitional tail, we can associate the integrated values en-

tirely with the first-order transition. 
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Figure 5.3. (a) Unit cell volume as a function of temperature at atmospheric pressure. Red lines 

are linear fits to V(T) data above and well below the transition, respectively. The green solid 

line is a second-order polynomial fit to V(T) data at the pre-transitional regime. (b) heat flow 

in temperature (exothermic down), (c) specific heat capacity, and (d) entropy as a function of 

temperature at atmospheric pressure. Red and blue curves correspond to data obtained on heat-

ing and on cooling, respectively. The heat capacity data with light colours corresponds to the 

pre-transitional regime. 
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Figure 5.4. (a–d) Temperature dependence of the Raman spectrum of (C10H21NH3)2MnCl4 at 

different wave number intervals. (e,f) Schematic diagram for the probable conformation of the 

decylammonium chain under low and high temperature respectively, along with Newman pro-

jections for trans (T) and gauche (G) conformations corresponding to the positions indicated 

by numbers 1 and 2. R1 stands for -CH2-CH2-CH2-CH2-CH2-CH2-CH3. R2 stands for -CH2-

CH2-CH2-CH2-CH2-CH2-NH3
+. R’ stands for -CH2-CH3. 
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    To understand the origin of such large entropy changes at the transition, we investi-

gated the molecular disordering process by temperature-dependent Raman scattering 

at both low and high wavenumbers. Previous Raman studies on organic chains have 

described a peak at low frequency as corresponding to an accordion-like longitudinal 

acoustic mode (LAM) [143-145]. In our measurements, such a peak is obtained in the 

low temperature phase near 235 cm-1 [see Figure 5.4 (a)]. In particular, this is higher 

than the value for all-trans (T) chain (209 cm-1) or for chains of the same length engaged 

in hydrogen bonds, such as n-decylamine (213 cm-1) or decylammonium chloride (217 

cm-1) [146], and corresponds to a conformational effect and the existence of a gauche 

(G) conformation near the NH3 polar head. In Figure 5.4 (b), the characteristic bands 

of the trans planar chains are observed at 1065, 1109, 1146 and 1174 cm-1. This indi-

cates that the most intense bands in the Raman spectrum of the long alkyl chains 

correspond to the limiting k = 0 modes of an infinite chain [147]. Figure 5.4 (c) and (d) 

shows the characteristic bands of the C–H twisting (1300 cm-1), bending (1420–1480 

cm-1) and stretching (2830–3000 cm-1) mode. It is worth noting that the scattering wing 

on the 2846 cm-1 line is due to intermolecular forces [147]. Moreover, the Mn–Cl 

stretching mode band can be found at 186 and 236 cm-1 (overlapped with LAM at 235 

cm-1) and wavenumbers 300, 1040, and 1080 cm-1 correspond to the NH3 torsional 

band (overlapped with the trans bond stretching at 300 cm-1) [148,149]. Overall, the 

low-temperature study of these spectral regions indicates a typical ordered state of the 

low-temperature phase and gives further evidence for the existence of inter- and intra-

molecular coupling in an almost completely extended chain.  

In the high-temperature phase, the Raman spectra indicate the emergence of disorder.  
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First, the LAM mode and the limiting k = 0 mode bands disappear and only a broad 

and weak band is observed near 247 cm−1, which means that the conformation of the 

long trans planar chains is changed. Further evidence of appearing of the gauche bond 

structure can be found in the decrease of the 1465 cm−1 shoulder, which is due to intra-

molecular coupling of trans structures [147,149]. In order to fully understand the 

structure of the organic part, we schematically show the probable conformation of the 

decylammonium chain as reported in the literature from infrared spectra [141] and in-

coherent neutron scattering [150]. In Figure 5.4 (e) and (f), we can see that the 

conformation for low temperature is T-G-T-T-T-T-T-T while the high temperature be-

comes T-T-T-T-G-T-G'-T. As discussed previously, it is believed that the reorientation 

of the whole chain and the disorder of the hydrocarbon parts come from the increase 

of the G and G’ conformations which is regarded as conformational disorder and con-

tributes a large latent heat in the order–disorder first-order phase transition. 

Furthermore, the C–H stretching mode bands at 2870, 2883, and 2930 cm-1 merge into 

a broad peak, indicating that the intermolecular forces are greatly changed. Finally, the 

Mn–Cl stretching mode bands become weak and broad at high temperature with the 

disappearing of the NH3 torsional mode band. This means a dramatic change for the 

layer, which is consistent with the increase of the c-axis length from the XRPD data. 

 

5.4 High-pressure thermodynamic properties and barocaloric ef-

fects 

Through the use of high-pressure differential thermal analysers, isobaric temperature- 
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dependent calorimetric signals under various pressures were recorded. The raw exper-

imental data along with the chosen baseline are shown in Figure B2 in Appendix B. 

Data including all the transition temperatures and entropy changes under various pres-

sures are shown in Figure 5.5 and 5.6. However, for better illustration, we only present 

and analyse part of the data for the BC study.  

Figure 5.5 shows the isobaric temperature-dependent heat flow dQ/|dT| data per-

formed at different pressures using Calorimeter A and Calorimeter B. As can be seen from 

Figure 5.5, the heat flow curves below 0.1 GPa reveal single peaks associated with the 

II↔I transition (see Figure 5.6) which shifts strongly to higher temperatures with in-

creasing pressure. Above 0.18 GPa, both exothermic and endothermic calorimetric 

signals clearly exhibit two consecutive peaks which indicate the appearance of a new 

phase (III) between the two peaks. The larger peak corresponds to the transition II→III 

and is followed by the smaller peak corresponding to the transition III→I. The exother-

mic transitions show peak splitting at lower pressures. Two possible causes are: i) the 

occurrence of transitions between equilibrium phases, I-III-II, but with different hyste-

resis (i.e., a larger thermal hysteresis of the transition III→II than that of the transition 

I→II), for which the peak splitting can be more easily identified in exothermic peaks 

than in endothermic peaks because in the latter the overlap of the very close peaks 

prevents distinguishing them; ii) the occurrence of a metastable phase transition from 

the equilibrium phase I to the metastable phase III at temperatures and pressures below 

the triple point in equilibrium, followed by a phase transition from the metastable phase 

III to the stable phase II. Or a combination of (i) and (ii) is possible. 
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Figure 5.5. Isobaric heat flow dQ/|dT| as a function of temperature at different applied pressures 

on heating (positive peaks) and on cooling (negative peaks). (a) for Calorimeter A and (b) for 

Calorimeter B. 
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Figure 5.6. Transition temperatures as a function of pressure determined as the maximum of 

the peaks. For the sake of clarity, endothermic (a) and exothermic (b) data are shown separately. 

Panel (c) shows the fits for both endothermic and exothermic transitions. Shadowed areas show 

the equilibrium region for phase III. d) Transition entropy change as a function of the applied 

pressure, for the endothermic (red) and exothermic (blue) transitions. Filled symbols, top-half 

filled symbols and bottom-half filled symbols stand for II↔I, III↔I and II↔III transitions, 

respectively. Lines are fits to data. 
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curves showing two peaks, the striking similarity between the d𝑇/d𝑝 values of the dif-

ferent coexistence lines (d𝑇II → III/d𝑝 = 180 ± 1 K GPa−1, d𝑇III → II/d𝑝 = 161 ± 2 K GPa−1, 

d𝑇III → I/d𝑝 = 170 ± 2 K GPa−1, d𝑇I → III/d𝑝 = 160 ± 3 K GPa−1) makes it even more 

difficult to determine the actual cause. Moreover, this behaviour prevents an accurate 

determination of the coordinates of the triple point where phases I, II, and III coexist 

in equilibrium, (Ttp, ptp), as cause (i) would lead the triple point to be at (~330 K, ~0.12 

GPa) whereas cause (ii) would lead the triple point to be closer to (~337 K, ~0.14 GPa). 

On the other hand, notice that at the highest applied pressure p = 0.36 GPa the exother-

mic peaks are observed in the reverse order, with first the larger peak followed by the 

smaller peak. This behaviour can only be explained if part of the material undergoes a 

phase transition from stable phase I towards a metastable phase II, which on further 

cooling becomes stable, while the rest of the material undergoes the transition sequence 

between stable phases I→III→II. 

    Integration of the peaks in (1/T)(dQ/|dT|) at different pressures reveals that the tran-

sition entropy change decays significantly with increasing pressure, at a rate of ~−1.1 

× 103 J K−1 kg−1 GPa−1 [see Figure 5.6 (d)]. Close to the triple point (p ~0.15 GPa), we 

obtained ΔSII→I = 144 ± 14 J K−1 kg−1, ΔSII→III = 102 ± 10 J K−1 kg−1 and ΔSIII→I = 32 

± 4 J K−1 kg−1. For the exothermic transitions we obtained ΔSII→I = 196 ± 20 J K−1 kg−1, 

ΔSII→III = 134 ± 14 J K−1 kg−1 and ΔSIII→I = 60 ± 6 J K−1 kg−1. Notice that these values 

are consistent with the thermodynamic requirement at the triple point 

ΔSII→I ≈ ΔSII→III + ΔSIII→I. By comparison with the transition sequence exhibited by 

other compounds of the same family at atmospheric pressure [125-127], and given that 
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ΔSII→III is significantly larger than ΔSIII→I, we expect that above the triple point the 

II→III transition is the major transition involving the chain melting whereas the III→I 

transition corresponds to the minor transition of the order–disorder type. On the other 

hand, given the inverse transition order obtained on cooling in a very few cases, to 

avoid any inconsistency in the determination of ΔSI→III and ΔSIII→II, we have omitted 

the integration values at high pressure when performing the fits to the data displayed 

in Figure 5.6 (d) and when determining the BC effects. Also, it is worth noticing that 

the joint integration of the two peaks shows a smooth and monotonic behaviour regard-

less of the transition order. This strongly indicates that the transitions order does not 

affect the thermodynamic properties associated with the overall transition path I→II. 

To calculate the barocaloric effect via the quasi-direct method, the isobaric entropy 

as a function of temperature and for different pressures, S(T, p) was obtained with re-

spect to a reference taken at temperature T0 and atmospheric pressure including the 

construction of pressure-dependent heat capacity and temperature-dependent entropy 

curves have been explained in the Experimental methods section in Chapter 3. It is to 

be noted that the temperature dependence of c in the transition temperature interval was 

estimated as a weighted average of the two phases I and II, that is 𝑐(𝑇′, 𝑝)  =  (1 −

𝑥)𝑐II(𝑇′, p) + 𝑥𝑐I(𝑇′, 𝑝), where x(T, p) is the fraction of the system in phase I and is 

computed using the normalized cumulative integral for the transition entropy change. 

The former expression is also used for pressures above the triple point, where the c of 

phase III is experimentally inaccessible. However, given the very narrow temperature 

range of stability of this phase, the error introduced in the entropy due to this approxim- 
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ation is expected to be insignificant. 

 

 

Figure 5.7. Heat capacity as a function of temperature at different pressures for heating (a) and 

cooling (b), constructed from heat capacity at atmospheric pressure shown in Figure 5.3 (c) 

and volume-temperature data as explained in the manuscript. 
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of pressure in these temperature intervals. Recent XRPD measurements performed dur-

ing isobaric cooling in C10Mn have directly confirmed this independent behaviour by 

showing temperature dependence of specific volume across the transition [151]. Details 

have been discussed in Chapter 3. Instead, V(T) is nonlinear in the temperature interval 

from 295 to 310 K [see green line in Figure 5.3 (a)], indicating a pressure dependence 

of c in this temperature interval [see lines with light colours in Figure 5.3 (c)]. Moreo-

ver, as the transition temperature increases with pressure, these c features must be 

translated to higher temperatures with increasing pressure by an amount 

(dT/dp)(p − patm). Calculated c(T, p) curves are shown in Figure 5.7. A detailed expla-

nation of the procedure for the construction of the Cp(T, p) curves can be found in 

Chapter 3.  

Based on the temperature- and pressure-dependent heat capacity and pressure-de-

pendent heat flow curves, the temperature- and pressure-dependent S(T, p) curves were 

constructed. The resulting functions S(T, p) − S(T0, patm) are shown in Figure 5.8 (a) 

and (b) for selected pressures. Notice that ∆𝑆+(𝑝) was evaluated below the transition 

temperature at atmospheric pressure to avoid the forbidden possibility of the transition 

temperature rising to the temperature at which ∆𝑆+(𝑝) was evaluated at high pressure. 

The calculated ∆𝑆+(𝑝) in our testing range is relatively small which corresponds to the 

very small  (
𝜕𝑉

𝜕𝑇
)
𝑝atm

 value obtained from the V(T) curves as shown in Figure 5.3 (a). 

From Figure 5.8 (a) and (b), one can see that the entropy change associated with the 

transition combines with the same-sign additional entropy change ∆𝑆+(𝑝) away from 

the transition, yielding a total entropy change ∆𝑆(𝑝). Due to the rapid decrease of the 
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transition entropy under higher pressure, the constructed curves show a gap at high 

temperature. We carefully include error in the following discussion. 

 

 

Figure 5.8. Isobaric entropy as a function of temperature for different values of applied pressure, 

a) on heating and b) on cooling. c) Isothermal entropy changes as a function of temperature 

and d) adiabatic temperature changes as a function of the starting temperature, for different 

values of pressure changes on first compression and on first decompression. 
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As shown in Chapter 3, the BC effects can be obtained from the entropy–temperature 

curves determined in Figure 5.8 (a) and (b). The calculated ΔS and ΔT are displayed in 

Figure 5.8 (c) and (d). Under p ≈ 0.1 GPa, we obtain colossal BC effects of ΔS ≈ 250 

± 20 J K−1 kg−1 and ΔT ≈ 20 K, which have never been reported in other materials. For 

higher pressure (p ≈ 0.25 GPa), the achieved ΔT is about 35 K. 

    To verify the pressure-driven reversibility effect in C10Mn, reversible BC effects are 

plotted in Figure 5.9 (a) and (b). The obtained results reveal reversible values for ΔSrev 

that exceed 100 J K−1 kg−1 under pressure changes as low as 0.03 GPa, and are colossal 

(≈ 230 ± 20 J K−1 kg−1) under p ≈ 0.05 GPa. As discussed in Chapter 4, the pressure 

change for nonzero |ΔSrev| is lower than the pressure change to obtain nonzero |ΔTrev|. 

In Figure 5.9 (a) and (b), we obtain that for C10Mn across its phase transition, 𝑝rev
∆𝑆 ≈

0.03 GPa, and 𝑝rev
∆𝑇 ≈  0.05 GPa. 

    The area below the |ΔSrev| vs. T curves gives an estimation of the Refrigerant Capac-

ity (RC), which refers to the amount of heat that can be exchanged cyclically between 

hot and cold ends. Values for RC as a function of the pressure change are shown in Fig-

ure 5.9 (c). Under p ≈ 0.1 GPa, we obtain colossal BC effects of ΔSrev ≈ 250 ± 20 J K−1 

kg−1 and ΔTrev ≈ 12 K, with a refrigerant capacity RC ≈ 3.5 kJ kg−1. RC values under 

such low pressure have never been reported before. For a higher pressure change of ≈ 

0.25 GPa, we have colossal BC effects of ΔSrev ≈ 250 ± 20 J K−1 kg−1 and ΔTrev ≈ 30 

K, with a refrigerant capacity RC ≈ 9 kJ kg−1. All these features suggest that C10Mn 

could be a good BC cooling candidate.  
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Figure 5.9. Reversible a) isothermal entropy changes and b) adiabatic temperature changes 

upon application and removal of pressure changes from or to atmospheric pressure, as a func-

tion of temperature. c) Reversible refrigerant capacity as a function of pressure change. 
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Figure 5.10. Temperature span where a range of (a) isothermal entropy changes and (b) adia-

batic temperature changes take place, as a function of the required pressure change. 

 

The temperature span where these effects occur near room temperature are plotted 
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results show an isothermal entropy change of 240 J K−1 kg−1 and reversible adiabatic 

temperature change of 10 K can be achieved under pressure changes of 0.08 GPa near 

room temperature. I have demonstrated that the origin of this extremely good response 

comes from the following features: a very large increase in entropy and volume asso-

ciated with the melting of the organic chain across, a sharp and low-hysteresis first-

order solid–solid phase transition. This research not only widens the horizons for co-

lossal barocaloric materials to include other compounds beyond the canonical plastic 

crystals but it also expands the limits for the barocaloric performance in solid-state 

materials. 
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Chapter 6 

 

Comparison and future prospects 

 

In this chapter, I summarize and compare the barocaloric properties of different com-

pounds by introducing the Coefficient of Refrigeration Performance. The results 

indicate that (C10H21NH3)2MnCl4 exhibits the largest CRP value among the materials 

studied, showing colossal barocaloric effects. The colossal effects and large CRP val-

ues suggest that layered (C10H21NH3)2MnCl4 compound could be a good barocaloric 

cooling candidate. We then introduce the possible ways to find excellent barocaloric 

effects in similar layered materials. 

 

6.1 Barocaloric performances 

A comparison of the BC performance between different compounds by computing the 

Coefficient of Refrigeration Performance (CRP) is shown in Table 6.1 and Figure 6.1. 

It can be seen that the largest CRP value so far has only been reported in materials 

showing giant BC effects. The largest CRP value has been reported in [TPrA]Mn[dca]3, 

which is about 3.51 under a relatively low pressure change of 0.007 GPa. However, the 
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operation temperature span at this pressure is about 1 K which is too small for practical 

application. For (NH4)2SO4, the CRP value at 0.1 GPa is about 3.31 which is among 

the best values. However, materials showing a colossal BC effect always display low 

CRP values. For instance, the largest value obtained in 1-Cl-ada is about 1.4 which is 

much lower than the value in (NH4)2SO4. In our study, the CRP value for C60 is about 

1.35 under a pressure change of 0.1 GPa. This value is larger than in the plastic crystals 

and most BC materials. Moreover, CRP values for (C10H21NH3)2MnCl4 under different 

pressures are comparable to or better than the best reversible BC effects reported so far 

(e.g., 1-Br-ada and 1-Cl-ada) [9, 137]. These excellent values obtained under low pres-

sure bring BC materials closer to real applications.  

 

Table 6.1 Coefficient of Refrigeration Performance and associated quantities in giant baro-

caloric materials 

Materials Tt 

(K) 

ΔTrev 

(K) 

ΔS 

(J K-1 kg-1) 

ΔV 

10-6 m3 kg-1 

Δp 

(GPa) 

CRP Refs. 

MnCoGeB0.03 286 10 30 5.0 0.17 0.71 120 

Ni50Mn31.5Ti18.5 

BaTiO3 

243 

400 

7.3 

5 

74 

1.6 

1.9 

0.19 

0.40 

0.1 

0.96 

0.67 

58 

73 

(NH4)2SO4 219 8 60 2.9 0.10 3.31 17 

AgI 

Fe3(bntrz)6(tcnset)6 

390 

316  

18 

35  

60 

120  

7.4 

20.5 

0.25 

0.26  

1.17 

1.6  

20 

59  
[TPrA]Mn[dca]3 330 4.1 30 10.0 0.007 3.51 23 

[TPrA]Cd[dca]3  385  1.4  11.5  5.3 0.007  0.87  21  
(CH3)2C(CH2OH)2 

(CH3)C(CH2OH)3 

(CH3)3C(CH2OH) 

1-Cl-ada1 

1-Br-ada2 

C60 

(C10H21NH3)2MnCl4 

(C10H21NH3)2MnCl4 

315 

354 

235 

254 

316 

257 

306 

306 

6 

10 

16 

15 

20 

9.7 

10 

27 

450 

490 

320 

160 

130 

32 

249 

249 

46 

38 

45.5 

47 

40 

4.6 

36 

36 

0.20 

0.24 

0.26 

0.10 

0.10 

0.10 

0.08 

0.19 

0.59 

1.07 

0.87 

1.4 

1.2 

1.35 

2.17 

2.47 

24, 25 

27 

27 

137 

137 

This work 

This work 

This work  
1 1-chloroadamantane (C10H15Cl); 2 1-bromoadamantane (C10H15Br). 
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Figure 6.1. Coefficient of refrigerant performance (CRP), reversible adiabatic temperature 

changes (ΔT), and reversible isothermal entropy changes (ΔS) for different materials reported 

in the literature. [9] Label 1 corresponds to MnCoGeB0.03, 2 to Co50Fe2.5V31.5Ga16, 3 to Fe49Rh51, 

4 to Ni35.5Co14.5Mn35Ti15, and 5 to MnNiSi0.61FeCoGe0.39. Colour bars stand for different types 

of transitions: Black refer to ferromagnetic or metamagnetic systems, cyan to spin-crossover 

compounds, magenta to superionic conductors, red to ferroelectric inorganic salts, blue to plas-

tic crystals, green to HIOPs and orange to the hybrid compound studied in this work. *The 

value of ΔT used for (CH3)2NH2Mg(HCOO)3 is irreversible. 
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6.2 Barocaloric effect in other layered materials 

Since colossal BC effects have been successfully demonstrated in (C10H21NH3)2MnCl4, 

we now pay attention to other materials showing similar structure as discussed in the 

Motivation section. Figure 6.2 summarizes 2D HOIPs showing solid-solid phase tran-

sitions with different chemical components from Refs. 151 to 155. In addition, a series 

of dialkyl ammonium salts (CnH2n+1NH3)2W (n=1, 2, 3…) with W = Cl, Br, I, ClO3 and 

NO3 is included, which also shows a layered structure but not based on the perovskite 

structure. These salts exhibit a bilayer structure like 2D HOIPs but with long alkyl 

chains and ionic layers with the orientation of the alkyl chains is vertical or more or 

less inclined to the ionic layer. Phase transition properties associated with these salts 

highly rely on the ionic layer and the long organic chains just like 2D HOIPs. Therefore, 

an extensive review on those layered materials is meaningful. 

In Figure 6.2 (a), one can see that the phase transition entropy changes show en-

hancement with the increasing of n. Meanwhile, as it has been shown in Figure 6.2 (b), 

the phase transition temperature is increased too. Generally, the entropy changes for 

(CnH2n+1NH3)2MCl4 are about 200 J K-1 kg-1 for transitions near room temperature. 

However, as we have discussed before, most of the samples show two or more phase 

transitions and these transitions shows a large temperature gap. Thus, one can only 

choose to use the major phase transition for BC study even if the minor transition is 

associated with a giant entropy change.  
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Figure 6.2.  Summary of the solid-solid phase transitions in layered materials with dialkyl am-

monium structure. (a) The transition entropy changes as a function of n, where n is the number 

of carbons in organic cations. (b) The transition entropy changes as a function of phase transi-

tion temperatures. Notice that some materials show two or more phase transitions, which 

normally include a major transition and a minor transition. Here, for better illustration, the 

transition temperature for major transition is used in this plot. The half-filled circle stands for 

(C10H21NH3)2(Mn0.5Cu0.5)Cl4 that was prepared and characterized in the lab. 
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For (CnH2n+1NH3)2W, the values for entropy change are about two times those in 2D 

HOIPs. In particular, materials with chlorate or nitrate anions exhibit larger entropy 

changes than those with halide ions. However, a larger entropy change is always ac-

companied by an increased transition temperature. Therefore, to find a promising 

candidate, one needs to modify the phase transition properties by adjusting the organic 

cations and anions. It is also worth noting that the thermal hysteresis in 

(CnH2n+1NH3)2W is larger than in (CnH2n+1NH3)2MCl4.  

Considering the above discussions, some optimization methods for these materials 

are considered and discussed below.  

 

Materials preparation: 

Sample preparation for these materials is quite simple as we have shown in section 

5.3. Polycrystalline samples used for our BC study were quickly recrystallized from 

the hot solution. However, we noticed that one can prepare single crystals or sample 

with good qualities by cooling the hot solution very slowly. In this way, layered sam-

ples will show high alignment properties (or single crystals) which have been 

confirmed by our XRPD data (see Figure A6 in Appendix A). Here, based on our 

XRPD data, we can absolutely conclude that the slowly prepared materials show high 

alignment properties. However, we cannot confirm that they are single crystals because 

we did not do the single-crystal X-Ray diffraction.  

Then we measured the phase transition properties through DSC (see Figure 6.3). The 

corresponding results show a smaller transition hysteresis of 4.5 K as defined from the 
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peak maxima, and 1.5 K as defined from the peak onsets respectively. Values for pol-

ycrystalline power samples are 9 K, and 3 K respectively. At the same time, the entropy 

change for this transition is not changed (~240 J K-1 kg-1). Therefore, one possible way 

to get perfect BC materials in layered materials is by preparing single crystals rather 

than polycrystalline materials. Actually, this has been confirmed and well investigated 

in a recent work on a BC study of (C10H21NH3)2MnCl4. 

 

 

Figure 6.3. Heat flow curve of (C10H21NH3)2MnCl4 samples [highly aligned in (001)] in tem-

perature. 
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Figure 6.4. The heat flow curve of (C10H21NH3)2(Mn0.5Cu0.5)Cl4. The inset shows the heat flow 

curve of (C10H21NH3)2CuCl4 where the heat flow value is not presented in the original paper 

(reproduced from Ref. 155).  
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and one minor phase transition. This will enlarge the transition width and require a 
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one single phase transition at room temperature. (C10H21NH3)2CuCl4 exhibits two room 

temperature transitions with two exothermic and two endothermic peaks [155]. We 
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99%, Sigma-Aldrich) and copper(II) chloride dihydrate (CuCl2·2H2O, 99%, Sigma-

Aldrich) were added into hydrochloric acid (HCl, 36.5–38.0%, Baker Analyzed) with 

magnetic stirring until the MnCl2·4H2O and CuCl2·2H2O were fully dissolved. Then, 

n-decylamine (C10H21NH2, 99%, ACROS Organics) was added into this mixed solution 

with magnetic stirring for 3 hours. Then, (C10H21NH3)2(Mn0.5Cu0.5)Cl4 powder was ob-

tained by precipitation and washed with ethanol twice. 

Then we measured the phase transition properties through DSC (see figure 6.4). The 

result shows one exothermic peak across the phase transition at 310 K with an entropy 

change of 230 J K-1 kg-1 which shows no reduction (see Figure 6.2). However, a more 

systemic characterization is needed on the new sample and combined with a thorough 

analysis. For example, the heating rate we used here was 10 K/min which is larger than 

the 2 K/min in the literature report for (C10H21NH3)2CuCl4. DSC runs with more heat-

ing rates are needed. Furthermore, a full structure characterization should be performed 

to study the influence of doping. Finally, one may also need to test the phase transition 

properties under high pressure cycles to confirm this single peak under higher pressure.  

 

Dialkyl ammonium salts: 

    As we can see from Figure 6.2, dialkyl ammonium salts display larger entropy 

changes than 2D HOIPs. However, further BC study on these materials has never been 

reported. Here, I study the phase transition properties of (C8H17NH3)2Cl at low pressure 

using DSC from Setaram, KEP Technologies. Here, nitrogen gas is used to maintain 

the pressure. Heat flow curves under a pressure range from 0 to 0.02 GPa are shown in 
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Figure 6.5 (a). Unlike the heating curve, there is a minor transition seen during cooling. 

This minor phase transition is very sensitive to the external pressure as the 𝑑𝑇/𝑑𝑝 ≈ 

1000 K GPa−1. As one can see from Figure 6.5 (b), this minor peak disappeared under 

a pressure change of 0.014 GPa. While more high-pressure data cannot be achieved 

through this set-up, one still can obtain some useful data for BC study. For example, 

the calculated results show a smaller transition hysteresis of 6.5 K as defined from the 

peak maxima, and 3 K as defined from the peak onsets. The 𝑑𝑇/𝑑𝑝 for heating and 

cooling in this compound is about 210 and 160 K GPa−1 respectively. These data 

demonstrate that this material is very good for low-pressure driven BC cooling. More-

over, the transition entropy change in (C8H17NH3)2Cl is about 370 J K kg−1 which is 

comparable with the entropy change in the best BC materials reported so far. Combin-

ing the low thermal hysteresis, large 𝑑𝑇/𝑑𝑝 and colossal transition entropy change, this 

material is a very good candidate for BC cooling study. 

        Overall, I have summarized the layered materials with colossal entropy change 

across first-order phase transitions. With an expectation of finding excellent BC effect 

in 2D HOIPs or layered materials, I have introduced two possible methods to modify 

the phase transition properties. I have also predicted a colossal BC effect under low 

pressure change in (C8H17NH3)2Cl. 
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Figure 6.5. Phase transition properties of (C8H17NH3)2Cl under pressure. (a) Heat flow curves 

in temperature. (b) Phase transition temperature as a function of pressure. (c) The entropy of 

phase transition under atmospheric pressure and high pressure. 
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6.3 Summary 

Finally, I have summarized the layered materials with colossal entropy change across 

first-order phase transition. Based on preliminary results, proposed methods in finding 

excellent barocaloric materials are presented. Our study paves the way for finding co-

lossal BC effects in compounds beyond plastic crystals, thus widening the range of 

suitable materials and stimulating the research in similar compounds. This is especially 

appealing in this family of compounds because material properties can be sensitively 

tuned to match desired features by changing the chain length and/or by chemical sub-

stitution of the cation.  
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Chapter 7 

 

The effect of anisotropy on caloric properties in two-dimen-

sional hybrid organic-inorganic perovskite 

 

In this chapter, I investigated the lattice deformation behaviour during first-order phase 

transition in two-dimensional hybrid organic-inorganic perovskites, in particular 

(C10H21NH3)2MnCl4. A very strong anisotropic effect in lattice deformation was found 

in the c-axis which is about one order of magnitude larger than the value for the a-axis 

and the b-axis. Thermodynamically, I obtained a colossal elastocaloric effect under 

relatively low uniaxial stress which was applied along the direction of the c-axis. This 

colossal elastocaloric effect originates from the mechanical flexibility of hybrid perov-

skites and stress-induced lattice formation in specific direction. Regarding this finding, 

I have proposed a direct observation of elastocaloric effects in two-dimensional perov-

skites by using an infrared camera. This work provides a way of finding elastocaloric 

effects in two-dimensional materials other than shape-memory alloys and polymers in 

recent research focus. 
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7.1 Motivation  

Mechanocaloric (mC) effects have been mainly studied as barocaloric (BC) and elas-

tocaloric (eC) effects in a wide range of materials [7]. In Chapter 2, I analysed the BC 

effect from the point of view of thermodynamics in Section 2.2. Here, I will briefly 

introduce the thermodynamics of the eC effect. 

    For the eC effect, the differential change of Gibbs free energy associated with dif-

ferential changes of temperature T and stress σ are given by 

                                                 𝑑𝐺 = −𝑆𝑑𝑇 − 𝜀𝑑𝜎,                                                 (7.1) 

and, the entropy S and strain ε are expressed as 

                                                    𝑆 = −(
𝜕𝐺

𝜕𝑇
)
𝜎

,                                                         (7.2) 

                                                    𝜀 = −(
𝜕𝐺

𝜕𝜎
)
𝜎

.                                                         (7.3) 

    Then, using Equations (7.2) and (7.3), the Maxwell relation can be derived in terms 

of (S, T) and (ε, σ) as follows 

                                       −(
𝜕2𝐺

𝜕𝜎𝜕𝑇
)
𝜎
= (

𝜕𝜀

𝜕𝑇
)
𝜎
= (

𝜕𝑆

𝜕𝜎
)
𝑇
= 𝛼.                                    (7.4) 

    For eC effects, ΔS and ΔT are expressed as 

                         ∆𝑆(𝑇, 0 → 𝜎) = 𝑆(𝑇, 𝜎) − 𝑆(𝑇, 0) = ∫ (
𝜕𝜀

𝜕𝑇
)
𝜎
𝑑𝜎

𝜎

0
,                        (7.5) 

and 

                        ∆𝑇(0 → 𝜎) = 𝑇(𝑆, 𝜎) − 𝑇(𝑆, 0) = −∫
𝑇

𝐶
(
𝜕𝜀

𝜕𝑇
)
𝜎
𝑑𝜎

𝜎

0
.                      (7.6) 

    From Equations (7.5) and (7.6), we can see that an enhanced eC effect can be found 

in materials with a strong temperature induced length (in a specific direction) change. 
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Actually, Equation (7.4) reveals that solid materials showing large linear thermal ex-

pansion coefficients α, may theoretically exhibit excellent eC effects.  

    In our two-dimensional (2D) perovskites (C10H21NH3)2MnCl4 (C10Mn), we noticed 

that the lattice deformation in the c-axis, which occurred during heating, is about ~ 

−7.7% which is extremely large when compared with the value in the a-axis (~ 

−0.64%) and the b-axis (~ 0.3%) (see Figure 7.1). This anomalous change across the 

phase transition comes from the conformational change of the organic chain which was 

explained in Chapter 5. We understand that this anisotropic effect may have less impact 

on BC property because hydrostatic pressure is applied from all directions. However, 

according to Equations (7.4) and (7.5), this strong temperature-induced lattice defor-

mation in the c-axis indicates a strong eC response if there is a uniaxial compressive 

stress applied along the direction of the c-axis. 

The anisotropic effect on eC properties has been studied in (NH4)2NbOF5 [156], 

(NH4)2SO4 [157] and NH2CH2COOH)3·H2SO4 [158] single crystals. Mikhaleva and 

co-workers found a large eC effect under uniaxial compression along the b-axis in sin-

gle crystal NH4HSO4, which is two times larger than the values obtained from the other 

axes [159]. Interestingly, under uniaxial compression, an inverse effect in the c-axis 

was observed. They also proposed a cooling cycle with enhanced thermodynamic effi-

ciency by alternate using uniaxial compression along the a-axis and the c-axis. 

However, the obtained eC effects were small due to the low lattice deformation in spe-

cific axes and weak anisotropic effects in these three-dimensional crystals. 

Thanks to the 2D structure of C10Mn, we found a strong anisotropic effect in the c- 
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axis with a large lattice deformation in this direction. Therefore, we expected to find 

an eC effect in this strongly anisotropic material. 

 

 

Figure 7.1. Temperature dependencies of (a-c) a-, b-, and c-axis lattice parameters, and (d) unit 

cell volume per formular unit of (C10H21NH3)2MnCl4 as determined from data shown in Figure 

A5 in Appendix A. Red and blue symbols correspond to high-temperature phase (C2/m) and 

low-temperature phase (P21/a), respectively. (e) and (f) show the unit cell of high-temperature 

phase and low-temperature phase respectively. 
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7.2 Structure and phase diagram 

For eC calculations based on the quasidirect method, one needs to measure the heat 

capacity data at atmospheric pressure, the specific volume data at atmospheric pressure 

and heat flow at constant external fields to construct the entropy change curves (see 

Section 3.4.1). The data at atmospheric pressure have been systematically studied and 

presented in Chapter 5. The core part of this method is the heat flow measured at con-

stant external fields. Although we have no heat flow data at higher stress, we assumed 

that the heat capacity and the phase transition entropy under high stress within our 

studied range is constant. Therefore, we have 𝑐(𝑇′, 𝜎atm) and (𝑑𝑄 𝑑𝑇⁄ )𝜎atm  at con-

stant uniaxial stress. Then, the entropy change curves S(T, σ) can be expressed 

mathematically as: 

              𝑆(𝑇, 𝜎) = 𝑆(𝑇0, 𝜎atm) + ∫
1

𝑇′

𝑇

𝑇0
(𝑐(𝑇′, 𝜎atm) +

𝑑𝑄

𝑑𝑇′
(𝑇′, 𝜎atm)) 𝑑𝑇

′.          (7.7) 

    Here, the contribution of the lattice entropy change under uniaxial stress is not in-

cluded. The last step is the shifting of the phase transition temperature or entropy curves 

under high stress which can be been calculated from the Clausius-Clapeyron equation. 

For the eC effect, the Clausius-Clapeyron equation is expressed as follows 

                                                     
𝑑𝑇

𝑑𝜎
= −

Δ𝜀

Δ𝑆t
𝑉0,                                                  (7.8) 

where Δ𝜀 is the transformation strain during the phase transition and V0 is the volume 

of the high-temperature phase (C2/m) (see Figure 7.1). One can calculate the dT/dσ 

value (shift of transition temperature) using the strain change and entropy change 

across phase transition at ambient pressure. 
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Table 7.1. Lattice deformation and the shift of the phase transition temperatures of C10Mn 

under uniaxial compressive stress (0 - 150 MPa) and hydrostatic pressure (0 - 150 MPa). 

 Δ𝑖

𝑖
 (
Δ𝑉

𝑉
) 

(%) 

dT

d𝜎i
 (
d𝑇

d𝑝
) 

(×10-3 K·MPa-1) 

a −0.64 ± 0.06 19 ± 1 

b 0.30 ± 0.03 −9 ± 1 

c −7.66 ± 0.7 225 ± 20 

 

Vcal
1 −8 ± 0.8 235 ± 20 

Vexp
2 −7.52 ± 0.7 250 ± 20 

1 Vcal obtained from the summation of (∆𝑖 𝑖⁄ ), i refers to the a-, b-, and c- axes. 2 Vexp is the experimental 

data shown in Chapter 5. 

 

    We firstly consider the σ-T diagram. Normally, the σ-T diagram is experimentally 

constructed by measuring the heat flow at constant pressure. However, the dT/dσ pre-

dicted from Equation (7.8) agreed very well with experimental results in many research 

works [55,160-162]. This allows us to construct the σ-T diagram through Equation (7.8) 

by using data at atmospheric pressure. Table 7.1 shows the lattice deformation in dif-

ferent axes. Strain change is calculated as ∆𝜀 = (∆𝑖 𝑖⁄ ), i is the lattice data of the a-, b-, 

and c-axes respectively. It can be seen that the Δε for the c-axis is about one order of 

magnitude larger than the value for the a-axis and the b-axis. In addition, by using 

Equation (7.8), we also present the dT/dσ values in Table 7.1. The large dT/dσ value in 

the c-axis indicates that the uniaxial stress along the direction of the c-axis can greatly 

change the phase transition temperature. All these data demonstrate the fact that the 

anisotropic effect in the c-axis is very strong. While we cannot examine our data 

through experiments, the relations between Δε and ΔVt (
Δ𝑉𝑡

𝑉
= ∑

∆𝑖

𝑖𝑖=𝑎,𝑏,𝑐 ) provide us a 
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chance to compare experimental dT/dp with the data based on our dT/dσ. We can see 

that the calculated data and the experimental data shows a good agreement. In this way, 

we carefully state that this method in predicting the dT/dσ is reasonable. Furthermore, 

by comparing the dT/dp with the dT/dσ in c-axis, one can find that this colossal caloric 

effect achieved through hydrostatic pressure can also be induced by a uniaxial stress 

along c-direction thanks to the strong anisotropic effect. Based on the above calcula-

tions and discussion, we then plot the σ-T diagram in Figure 7.2. 

    During the construction of the σ-T diagram (under compressive stress), we only plot 

a stress range from atmospheric pressure to 150 MPa for two reasons. On the one hand, 

a new phase (phase III in Chapter 5) appeared when applied hydrostatic pressure is 

larger than 150 MPa. This critical behaviour has a strong influence on the entropy 

change and dT/dp. It is strongly believed that this new phase can be observed under a 

large uniaxial stress. Therefore, we intend to study the eC effect at low stress and avoid 

this critical point to make a more convincing prediction. On the other hand, in the BC 

study, the entropy change of the phase transition shows a reduction with the increase 

of the pressure. This decrease implies a pressure-induced decreasing of |∆V0 | via the 

Clausius-Clapeyron equation. Under a uniaxial stress, the volume decrease may not be 

as strong as hydrostatic pressure. Actually, it has been experimentally shown that the 

uniaxial stress has less impact on the entropy change of the phase transition in shape-

memory alloys [162-164] with applied stress below 150 MPa. Therefore, a small uni-

axial stress under 150 MPa is reasonable and preferred in this study. 

In the phase diagram, one can see that the phase transition temperature is very sen-

sitive to the mechanical stress along the direction of the c-axis within our studied stress 
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range. An orange line for the hydrostatic pressure-induced transition is plotted for bet-

ter illustration. For compression stress along the b-axis, the phase transition 

temperature shows decrease with increasing stress. This indicates that both conven-

tional and inverse eC effects can be realized within compression stress applied along 

different directions. 

 

 

Figure 7.2. The σ-T phase diagram of (C10H21NH3)2MnCl4 under applied uniaxial compressive 

stress in different directions (0 - 150 MPa). The orange dashed line indicates the pressure-

induced temperature change. 
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7.3 Caloric responses under uniaxial stress 

Through the use of the above method, we finally construct the S(T, σ) curves with 

applied stress along the direction of the a-, b- and c-axes respectively. The S(T, σ) 

curves with applied stress along the direction of the a- and b-axes are shown in Figure 

7.3 (a) and 7.4(a). Caloric effects were calculated from σ to zero stress so that stress 

changes will be approximated to |Δ σ| ≈ σ. For phase transitions with dT/dσ > 0, transi-

tions on uniaxial compression are exothermic and therefore ΔS and ΔT on first 

compression must be computed from isoelastic entropy functions on cooling, [SC(T, 

σ)]), as displayed in Figure 7.3 (c) and (d). For phase transitions with dT/dσ < 0, tran-

sitions on uniaxial compression are endothermic and therefore ΔS and ΔT on first 

compression must be computed from isoelastic entropy functions on heating, [SH(T, 

σ)]), as displayed in Figure 7.4 (c) and (d). It can be seen that the uniaxial stress applied 

along a- and b-axis can induce a giant isothermal entropy change of 160 and 80 J K-1 

kg-1 at 150 MPa respectively. However, the adiabatic temperature change and the tem-

perature span for ΔS and ΔT are relatively small owing to the low dT/dσ value. 

Obviously, the applied 150 MPa uniaxial stress is too low to drive a full phase transition. 
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Figure 7.3. Temperature dependencies of (a) isoelastic entropy, (b) isothermal entropy changes 

and (c) adiabatic temperature changes for different values of applied uniaxial compressive 

stress in the a-axis direction. 
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Figure 7.4. Temperature dependencies of (a) isoelastic entropy, (b) isothermal entropy changes 

and (c) adiabatic temperature changes for different values of applied uniaxial compressive 

stress in the b-axis direction. 

298 301 304 307 310

-1.2

-0.9

-0.6

-0.3

0.0


T

 (
K

)

T
s
 (K)

298 301 304 307 310

0

30

60

90


S

 (
J
 K

-1
 k

g
-1
)

T (K)

298 301 304 307 310

600

700

800

900

S
 
(J

 K
-1
 k

g
-1
)

T (K)

   (MPa)

 0

 25

 50

 75

 100

 125

 150

(a)

(b)

(c)



119 

 

    In Figure 7.5, we show the obtained eC effects along c-axis. There is a colossal en-

tropy change of |∆𝑆| ≈ 250 J K-1 kg-1 under such a small change of |∆𝜎| ≈ 25 MPa, 

such a large eC effect has never been reported before. It is to be noted that a theoretical 

work has predicted a colossal eC effect with an entropy change of 200 in J K-1 kg-1 in 

the so called fast ion conductor, CaF2 crystal [165]. However, despite the fact that its 

phase transition temperature is 163 K, the required stress is 5000 MPa which is a huge 

value when compared with the stress value in the present work.     

    The largest value of |∆𝑆| ≈ 260 J K-1 kg-1 was achieved under |∆𝑝| ≈ 50 MPa. Im-

portantly, the large stress-induced shift of transition temperature (Figure 7.2) permits 

large entropy changes to be driven over a wide range of temperatures. For example, 

values of |∆𝑆| ≈ 260 J K-1 kg-1 can be driven in a temperature range of 25 K using |∆𝜎| 

≈ 150 MPa [Figure 7.5 (b)]. In addition, a large |∆T| ≈30 K can be achieved under a 

stress change of |∆𝜎| ≈ 150 MPa [Figure 7.5 (c)]. The eC effects under such low stress 

that we report here compare favourably to the best caloric effects that have been 

achieved in solid-state caloric materials near room temperature [24, 25, 55]. 
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Figure 7.5. Temperature dependencies of (a) isoelastic entropy, (b) isothermal entropy changes 

and (c) adiabatic temperature changes for different values of applied uniaxial compressive 

stress in the c-axis direction. 
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7.4 Evaluation and experimental design 

We first pay attention to the reversibility of the eC effect reported here. As our method 

only predicts the isothermal entropy and adiabatic temperature changes under first ap-

plication of the stress, we cannot obtain the reversible data and then confidently 

compare our finding with other materials. However, C10Mn single crystal shows a hys-

teresis of 4.5 K as defined from the peak maxima, and 1.5 K as defined from the peak 

onsets, which are both very small. Considering a 30 K adiabatic temperature change 

achieved under stress change of 150 MPa along the c-axis, we believed that such stress 

is strong enough to drive a full reversible phase transition. 

    The physical origin of the colossal eC effect in (C10H21NH3)2MnCl4 or 2D hybrid 

perovskites needs to be investigated through experimental or theoretical methods. Re-

cently, the eC effect of CH3NH3PbI3 has been studied with molecular dynamics 

simulations [166]. In this work, Liu and co-workers predicted a giant room-temperature 

|∆T| of 10.7 K for a uniaxial stress change of 550MPa. Such a giant effect can be at-

tributed to the molecular rotations that tend to be stable or ordered under increasing 

stress. Specifically, the CH3NH3
+ cations are likely to align with the direction of the 

applied uniaxial stress, thus limiting their rotation, which considerably reduces the en-

tropy of the crystal.  

Since colossal eC effects have been predicted in 2D hybrid perovskites, direct eC 

characterizations on these materials are highly desirable for revealing their real cooling 

potential. In practice, most eC materials undergo strong mechanical fatigue and fracture 

after intensive stretching or compression across their first-order phase transitions. For 



122 

 

2D hybrid materials, Spanopoulos and co-workers investigated out-of-plane mechani-

cal properties by performing nanoindentation measurements [167]. The results 

demonstrated that their soft and flexible nature can be compared to current commer-

cially available polymer substrates, PMMA for example. This means those materials 

can be stretched and compressed significantly even with moderate stresses. More im-

portantly, their mechanical properties can be modified by changing the chemical 

composition. Recently, Xiao and co-workers directly found a reversible ferroelastic 

domain switching in layered perovskite (CH3(CH2)3NH3)2(CH3N-H3)Pb2I7 single crys-

tals through bending and unbending [168]. Their finding revealed the fact that 2D 

materials are sensitive to uniaxial stress and those materials show good flexibility.  

    Based on our evaluation, we proposed a possible direct eC measurement on 2D hy-

brid materials as shown in Figure 7.6. Normally, single crystal samples are slowly 

grown in a chemical solution or on a substrate. One can transfer the as-grown crystal 

to a soft substrate through the use of a hydrophilic polydimethylsiloxane (PDMS) for 

example. This technique has been widely reported and the details can be found in Refs. 

168 and 169. Since the substrate is soft, the uniaxial stress on the crystal can be realized 

by bending and unbending the PDMS substrate. An infrared camera is proposed to 

record the surface temperature change of the crystal during loading and unloading. IR 

cameras can provide fast and precise temperature responses without touching the sam-

ple. Hopefully, this proposal can inspire the developments of the direct eC 

measurements in organic-inorganic hybrid materials. 
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Figure 7.6. (a) Scheme of transferring layered perovskite crystals to soft substrate and applying 

external stress on crystal, and (b) direct elastocaloric effect measurement through infrared (IR) 

camera. 

 

7.5 Summary 

In this chapter, I have demonstrated colossal elastocaloric effects in the two-dimen-

sional hybrid organic–inorganic perovskites. In particular, (C10H21NH3)2MnCl4 

undergoes predicted isothermal entropy changes of 260 J K−1 kg−1 and adiabatic tem-

perature changes of 30 K near room temperature under low uniaxial compressive stress 

changes of 150 MPa along the c-axis direction, which are outstanding compared to 

other solid-state materials. The origin of this extremely good response is the strong 

anisotropic effect of lattice deformation in the c-axis across a sharp and low-hysteresis 

first-order solid–solid phase transition. This compound not only widens the horizons 

for colossal elastocaloric materials to include other compounds beyond the sharp-

memory alloys and polymers, but it also expands the limits for the elastocaloric perfor-

mance in solid-state materials. I also proposed a further direct experiment on this 

colossal elastocaloric effect. 

Glass

Hydrophilic PDMS

As-grown crystal

IR camera

BendingUnbending

(a) (b)
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Chapter 8 

 

Conclusion and Perspectives 

 

Research works within the thesis have successfully answered the initial research ques-

tion about finding barocaloric effects in molecular crystals with small hysteresis and 

colossal effects in materials other than plastic crystals. Using pressure-dependent cal-

orimetry, we firstly demonstrate that the molecular crystal C60 exhibits outstanding 

barocaloric properties thanks to its large transition entropy change, small transition 

hysteresis and high sensitivity of the transition to the applied pressure. Moreover, at 

moderate pressure changes, giant reversible BC effects are obtained over a very wide 

temperature range, which expands the operational temperatures around room tempera-

ture and suggests its use in regenerative cooling cycles. Then we demonstrate not only 

that colossal barocaloric effects can be obtained in compounds other than plastic crys-

tals, such as layered hybrid organic-inorganic perovskites, but also that an improved 

barocaloric performance can be obtained at lower pressure than those reported so far 

in plastic crystals, due to a very small hysteresis and a very large sensitivity of the 

transition temperature to pressure. Raman spectroscopy experiments explored changes 

in structure and dynamics across the transition. Finally, we theoretically found a coloss-
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al elastocaloric effect in two-dimensional hybrid perovskites owing to a large aniso-

tropic effect in lattice deformation in the c-axis. This predicated colossal elastocaloric 

effect could elevate the research interests in low-dimensional materials which exhibit 

anisotropy naturally. Thanks to the mechanical softness of these materials, we proposed 

a direct method to test the elasocaloric effect. Hopefully, this work can widen the ho-

rizons for elastocaloric materials since this area has been dominated by shape-memory 

alloys for many years. 

    Ideal barocaloric materials do not exist and an optimal solution is needed. Although 

we have discovered colossal barocaloric effects under low pressure changes, practical 

applications may require more. For example, materials with high thermal conductivi-

ties are preferred because this could help the cooling devices transfer the heat 

efficiently. As far as I know, materials with colossal effects always show low thermal 

conductivities [< 1 W/(m⋅K)] compared to barocaloric alloys [> 10 W/(m⋅K)]. As we 

are looking for economical and environmentally friendly refrigeration methods, the 

materials themselves should be harmless and economically accessible. Another key 

problem is the development of cooling prototypes based on barocaloric effects. This is 

crucial to any cooling techniques because prototypes can truly examine their real capa-

bilities of cooling things down. 

    For future investigations, further studies on two-dimensional hybrid materials are 

highly recommended as this family has already shown excellent barocaloric and elas-

tocaloric properties. One can easily modify their chemical composition through a 

general design principle that has been displayed in our work. In addition, research work 

on thermal conductivities is also recommended. 
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Appendix A  

 

X-ray powder diffraction patterns and structure information 

 

The X-ray powder diffraction data were performed and analysed by pattern matching 

by Dr. María Barrio at Universitat Politècnica de Catalunya.  

Dr. Anthony Phillips and Dr. Richard Dixey in the Centre for Condensed Matter and 

Materials Physics at Queen Mary University of London performed Rietveld Refine-

ment in the X-ray data analysis. 

 

Figure A1: X-ray powder diffraction data of C60. 

Figure A2-A6: X-ray powder diffraction data of (C10H21NH3)2MnCl4. 

Data in Figure A6 was collected and analysed by myself. 
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X-Ray Diffraction: 

X-ray diffraction patterns were obtained using two diffractometers. A Siemens D5000 

X-ray powder diffractometer operating in transmission mode, with monochromatic Cu-

Kα1 radiation was employed to check the purity of the synthesized samples because 

impurities had been reported to modify thermodynamic transition data.[22] An INEL 

X-ray powder diffractometer operating in transmission mode, with Cu-Kα1 = 1.5406 

Å radiation, a curved position-sensitive detector (CPS120), a 0.5-mm-diameter Linde-

mann capillary and a 700 series Oxford Cryostream Cooler to control the temperature 

were used to perform temperature-dependent high-resolution X-ray powder diffraction 

measurements at atmospheric pressure and different temperatures. 
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Figure A1. (a and b) X-ray powder diffraction patterns recorded at 300 K and 150 K, corre-

sponding to the fcc and sc phases, respectively, in the interval 2θ = (10, 45)°. Black symbols 

correspond to experimental data, red lines are calculated patterns via a pattern matching fitting 

procedure and green lines indicate the position of the Bragg peaks, whose (hkl) Miller indices 

are indicated on top of each panel. (c) Temperature evolution of the (331) and (420) Bragg 

peaks well above, across, and well below the phase transition. 

 

(a)

(c)

(b)
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Figure A2. X-ray powder diffraction patterns obtained at (a) T = 330 K (high- temperature 

phase C2/m) and (b) T = 295 K (low-temperature phase P21/a). Black symbols correspond to 

experimental data, red lines correspond to calculated patterns via pattern matching, blue lines 

correspond to the difference between experimental and calculated patterns and green symbols 

correspond to the positions of Bragg peaks. 

 

Notes for structure analysis: 

We refined models of the low- and high-temperature phases using TOPAS-Academic 

v.7. In the low-temperature phase, we refined a model based on the reported structure 

in space group P21/a. The decylammonium ion was modelled as a rigid body in which 

all C-C bond lengths and C-C-C bond angles were refined, while the C-C-C-C torsion 
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angles refined freely. H atoms were placed by geometry. The positions of the Cl atoms 

were restrained so that the Mn-Cl bond lengths had approximately their reported values 

of 2.485 and 2.584 A and the Cl-Mn-Cl angles were approximately 90%. The Mn atom 

sits on the center of symmetry at the origin and has no translational degrees of freedom. 

Isotropic atomic displacement parameters (ADPs) were refined for all atoms, with the 

Cl atoms and, separately, the C and N atoms constrained to have the same value. A 

spherical harmonic correction for preferred orientation was used, refining terms up to 

eighth order. This gave good agreement with the experimental data [Figure A2 (b)].  

    To our knowledge, no structural model of the high-temperature phase has previously 

been reported. Since the transition is first-order, the space group of this phase is not 

required to be a supergroup of that of the low-temperature phase. However, for sim-

plicity, and by analogy with the related Cd-containing material, we began by 

considering possible space groups among the minimal supergroups of P21/a. These can 

be divided into two categories: the translationengleiche supergroups, which have or-

thorhombic symmetry; and the klassengleiche supergroups, which have a new 

translational symmetry element.  

    Considering the first possibility, we searched for a possible orthorhombic cell, using 

simulated annealing to refine the cell parameters in a Pawley fit. It quickly became 

clear that the experimental pattern could not be reproduced by an orthorhombic cell 

with the same volume, ruling out the possibility of describing it in a transla-

tionengleiche supergroup. On the other hand, a monoclinic cell described it well.  

    Turning to the second possibility, the obvious potential new translational symmetry 

element is along the vector (1/2, 1/2, 0), connecting the two Mn atoms. This is easily 
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described by a C-centered cell. There are now only two possible space groups, C2/m 

and C2/c. By inspection, of these only C2/m is compatible with the observed structure 

(with cell vectors remaining the same as P21/a).   

    As a final alternative, we also considered a non-supergroup structure in Pbca, in 

which the unit cell doubles along the c axis. This structure occurs in the Pb analogue 

of this material. Considering only the peak positions in a Pawley fit showed that this is 

indeed a plausible unit cell. However, in Rietveld refinement the structural model gave 

very poor agreement with the data. We did not, therefore, pursue it further.  

    We concluded therefore that the best description of these data is given by a C2/m 

model. In this space group, the Mn and one Cl atom must sit on special positions, and 

have no translational degrees of freedom in Rietveld refinement. The other Cl atom and 

the decylammonium ion sit on, or are disordered about, the mirror plane. QENS meas-

urements suggest that the dominant conformation in the HT phase is TTTTGTG'T, 

where each letter represents a torsion angle along the N-C10 chain: T for a trans con-

formation, G and G' for gauche conformations with opposite torsion angles. 

Accordingly, we modelled the decylammonium ion as a rigid body with ideal 180o and 

60o torsion angles, this time also fixing the bond lengths and angles. The N atom and 

free Cl atom were fixed on the plane, while all other atoms were modelled as split sites 

above and below the plane. Isotropic ADPs were refined for all atoms, with those of N 

and all C atoms constrained to be the same. Again, H atoms were placed by geometry, 

and a spherical harmonic correction for preferred orientation was used, refining terms 

up to eighth order. This model gave excellent agreement with the data.  
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    As a check, we also considered the low-temperature conformation TGTTTTTT and 

the all-trans possibility TTTTTTTT. These gave poorer fits to the data, although they 

were individually plausible, indicating the limited sensitivity of powder X-ray diffrac-

tion data to the precise conformation of the alkyl chains. For this reason, we made no 

attempt to model any conformational disorder. However, the rather large ADPs suggest 

that a more sophisticated disorder model might be preferable if more data were availa-

ble: for instance, from single-crystal measurements. 
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Figure A3. Unit cell structure of the low-temperature phase P21/a projected on the (100) and 

(010). Purple, green, grey, brown and white spheres stand for Cl, Mn, N, C and H atoms.  
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Figure A4. Unit cell structure of the high-temperature phase C2/m projected on the (100) and 

(010) planes. Purple, green, grey, brown and white spheres stand for Cl, Mn, N, C and H atoms. 

In the C2/m phase, half-filled brown spheres stand for disordered C atoms with half occupation. 
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Figure A5. Temperature evolution of X-ray powder diffraction patterns recorded across the 

phase transition for (C10H21NH3)2MnCl4. 
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Figure A6. X-ray powder diffraction data for polycrystalline powder sample and highly layered 

sample. Data in blue colour are calculated data from crystal structure. 
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Appendix B  

 

High-pressure calorimeters A and B signals 

 

High-pressure experiments were performed in Departament de Física i Enginyeria Nu-

clear at Universitat Politècnica de Catalunya under the supervision of Dr. Pol Llovereas.  

I collected, analysed and plotted all the related data with the help of Dr. Pol Lloveras.  

 

Figure B1-B2: High-pressure calorimetric signals of C60. 

Figure B3-B4: High-pressure calorimetric signals of (C10H21NH3)2MnCl4. 
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Figure B1. Heat flow data of C60 under pressure. Calorimeter A: The calorimetric signals, Vdiff 

in temperature with baseline fitted. (a) heating and (b) cooling. 
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Figure B2. Heat flow data of C60 under pressure. Calorimeter B: The calorimetric signals, Vdiff 

in temperature with baseline fitted. (a) heating and (b) cooling. 
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Figure B3. Heat flow data of (C10H21NH3)2MnCl4 under pressure. Calorimeter A: The calori-

metric signals, Vdiff in temperature with baseline fitted. (a) heating and (b) cooling. 
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Figure B4. Heat flow data of (C10H21NH3)2MnCl4 under pressure. Calorimeter B: The calori-

metric signals, Vdiff in temperature with baseline fitted. (a) heating and (b) cooling. 
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