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Abstract

This thesis studies whether and how information about the popularity of political

candidates and parties, such as the results of opinion polls, influences what people

think is going to happen at elections and how they intend to vote. It focuses on

the ‘bandwagon effect’ – the idea that people will vote for candidates or parties

because they are popular. This effect is consequential for debates about the regula-

tion of opinion polls, as well as campaign strategy and the discipline of election

forecasting. The thesis comes at this question theoretically, by rigorously defining

and classifying the bandwagon effect and sketching a causal model of how it comes

about. It also addresses methodological points related to the bandwagon effect,

making the case for major improvements in how it is measured. Finally, it does

significant empirical work, providing substantial new evidence on how popularity

information affects people’s attitudes and behaviours. Specifically, the key findings

of this research suggest that voters who saw polls suggesting Biden was in the

lead in their state in the 2020 US presidential election became less likely to vote

for him, that people think parties that are growing in the polls are more likely

to win elections even when they are not in the lead, and that voters in the 2017

UK general election who saw polls suggesting the Labour Party’s vote share was
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growing became more likely to vote Labour. In order to make these findings, I

contribute new theoretical arguments and methodological approaches that show

how to rigorously study the bandwagon effect. I conclude by clearly stating the

scientific and political implications of my research and setting out fruitful avenues

available to researchers for future study.
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Chapter 1

Introduction

Brian: Look. You’ve got it all wrong. You don’t need to follow me.

You don’t need to follow anybody! You’ve got to think for yourselves.

You’re all individuals!

Followers: Yes, we’re all individuals!

Brian: You’re all different!

Followers: Yes, we are all different!

Dennis: I’m not.

Arthur: Shhhh.

Followers: Shh. Shhhh. Shhh.

Monty Python’s The Life of Brian

17



Chapter 1

In the 1979 film Life of Brian, the eponymous hero acquires a large, unwanted

following overnight. Following a badly delivered, unfinished, misunderstood

speech about jobless lilies and birds that he only makes as a way of evading

his Roman pursuers, Brian’s (non-existent) cause comes to inspire the masses.

Espoused by some and followed soon after by those who latch onto its growing

popularity, the message that Brian is the ultimate saviour causes his newfound

devotees to take leave of their senses, in great number and with great enthusiasm.

The very reason Brian was even thought to be worthy of such devotion – which, he

insists, he never was – is lost as his popularity becomes simply self-perpetuating.

Brian’s predicament is a caricature of what is referred to in political science and

social psychology as the bandwagon effect. Broadly defined, this refers to a

situation in which people do something because lots of other people are doing

that thing. In political science, and therefore this thesis, it is mostly thought of

as what happens when people vote for candidates or parties because many, or

increasingly many, others are doing so. This thesis tackles the key questions of

what the bandwagon effect is, how to study it, and whether there is evidence of it

in the real political world.

Concretely, the thesis studies how ‘popularity information’ about support for parties

or candidates – conveyed most prominently by the polls – influences what people

think is going to happen at elections and how they intend to vote. It comes at

the question theoretically, by rigorously defining and classifying the bandwagon

effect and sketching a causal model of how it comes about. This discussion draws

on a comprehensive review of existing literature on the bandwagon effect and on

18



Chapter 1

insights from political psychology. It also reflects the emphasis this thesis puts on

causal inference; this is a thesis about questions of causality. On this basis, the

thesis also addresses methodological points about the bandwagon effect, making

the case for major improvements in how it is measured as a causal effect. In doing

so, it makes innovations in both experimental and observational methods. Finally,

it does significant empirical work, providing three main new pieces of evidence on

how popularity information affects people’s attitudes and behaviours. First, that

voters who saw polls suggesting Biden was in the lead in their state in the 2020 U.S.

presidential election became less likely to vote for him. Second, that people think

parties are more likely to win elections when they are growing in the polls, even

when those parties are not in the lead. Third, that voters in the 2017 UK general

election who received information suggesting the Labour Party’s vote share was

growing became more likely to vote Labour.

How This Thesis Thinks About the Bandwagon Effect

While for Brian the bandwagon effect is an inconvenience, it would be a dream

scenario for a candidate vying for election. One ill-prepared speech given to a small

audience sets the bandwagon rolling apace, and within a matter of hours a huge

following has accrued as more and more people jump on board, for no apparent

reason. Politics does not really look anything like this, but this has not stopped

social scientists and political commentators from thinking that the so-called ‘social

influence’ that we do observe in the real world is grounded in the kind of behaviour

Brian suffers, and deriding the electorate for this. As Diana Mutz explains,
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Chapter 1

There is a strong derogatory tone in most research on the influence

of perceptions of mass opinion. Responding to perceptions of mass

opinion is usually implied to be to the detriment of democracy; it is

equated with sheeplike behaviour and blindly following a crowd (1998,

206).

Seeing social influence this way comes from thinking about it in terms of a desire

to ‘take a position that will lead others to have positive feelings toward a person’

(Deutsch and Gerard 1955). Essentially, the thought is that the opinions of others

tell people what they ought to think in order to be like those other people, because

being like those other people will lead to things that feel good. This is called

normative social influence. This view sits well with the historical thinking that

voters are incapable of making choices that are guided by more relevant information.

As Bowler and Donovan put it, many political scientists

Have not been sympathetic to the idea that voters have the interest, so-

phistication, or information required to make policy-oriented decisions

in highly visible, partisan elections (1998, 21).

In contrast to this is informational social influence, which involves a tendency to

‘accept information obtained from another as evidence about reality’ (Deutsch and

Gerard 1955; Mutz 1998, 271). The idea here is that the opinions of others provide

new information that people process like any other information, and this might end

up with them adopting the same stance. This sits better with the view, now more

commonly held amongst political scientists, that ‘voters are able to reason and

therefore are able to decide which side of an issue they support based on readily

available information’ (Bowler and Donovan 1998, 21).
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Chapter 1

In this thesis, I take an informational approach. There are three reasons for this

choice. First, because the evidence for the informational perspective is stronger

(Bowler and Donovan 1998; Key 1966; Mutz 1998; Page and Shapiro 1992).

Second, because the informational approach provides clear ways to link the band-

wagon effect to existing knowledge of how voters think (Lau and Redlawsk 2006;

Lodge and Taber 2013). Chapter 2 explains both of these justifications further,

while noting that although voters make choices based on information, they are

nonetheless cognitively limited in how they do this.

But, third, I also take an informational approach because it makes sense from a

historical perspective, when thinking about how the concepts at the heart of this

thesis have developed over time. I briefly address this claim here, early, because it

is useful not only in broadly justifying what is to come throughout the rest of this

thesis (and this chapter), but also in situating this research in a longer-term view of

politics, public opinion, and social psychology.

In Brian’s day, polls did not exist. Instead, as shown in earlier scenes, ‘oratory’

and conversation – for example, in marketplaces – was the dominant mode of

expressing opinion (Bauer 1930, 671). It was all about talking, meeting with

others, listening to speeches, all together, as a crowd. Exposure to public opinion

necessarily involved discussion, and being an active part of the creation and spread

of that opinion. So-called ‘crowd psychology’ therefore mattered (Glynn et al.

2004). People in crowds are close to one another, and have ‘shared emotions’ (Price

1992). Gustave Le Bon (1948; see also Freud 1922) famously argued that crowds

are ‘suggestible’ and ideas within them become ‘contagious.’ This is exactly what

we see Brian’s crowd doing. Once some of them are, quite easily, convinced he is

somehow special (suggestibility), this opinion spreads rapidly through the crowd
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Chapter 1

(contagion). This is normative social influence. Members of the crowd want to

be part of what that crowd is experiencing together, and gain its approval – not

become pariahs with different views. When the dominant way in which public

opinion is created and expressed involves crowds, this means that to the extent that

people come to hold the political beliefs that lots of other people do, there is highly

likely to be a normative aspect to why this happens, which makes for irrational

opinion formation and decision-making.

The modern context considered in research on the bandwagon effect looks nothing

like this. In terms of the expression and diffusion of popular sentiment, the ‘crowd’

has largely been replaced by a ‘public’ – and ‘crowd psychology’ by ‘public

opinion’ (Eisenstein 1979). Herbst (2021) argues that the 1930s represent a key

turning point in this process, as ‘the diffusion of radio, the devastating impact of the

economic collapse on so many people, the appearance of professional pollsters’ all

spawned the idea that ‘there was a public – whose opinions mattered.’ Elsewhere,

Herbst (1993, 51) also explains that ‘in a public, compared to a crowd, individuals

are connected through the communication of ideas and not by physical proximity.’

The opinions of this public are measured through ‘aggregation’; elections and

polls count up opinions and take their sum as popular sentiment. The individuals

constituting this public opinion are atomised and anonymous. There is no need

for them to be actively involved in the creation of public opinion in order to learn

about it. Even when their opinion is taken and added to the pile, this is essentially

done privately, by filling out a web survey or casting a secret ballot. In this context,

public opinion becomes a form of information, presented to individuals as a sum

of expressions from mostly unknown others – or ‘numbered voices’ (Herbst 1993).

This context is far less conducive to normative social influence – why care about
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the approval of others, most of whom will never meet you, nor be aware of your

existence, nor ever know what your opinion is? To the extent that social influence

takes place in this context, it is much more likely to be informational.1

This distinction matters enormously for research on the bandwagon effect, because

whether the effect is of a normative or informational form significantly changes

what its implications are. Mutz explains that

While social influence of either variety has the capacity to corrupt indi-

vidual decision making and constrain individual judgment, the nature

of the processes underlying informational social influence makes them

infinitely preferable. Rather than adopting others’ views as a means of

obtaining approval, people conforming on an informational basis are

doing so for largely rational reasons (1998, 290).

When people undergo normative social influence, they are not reflecting rationally

in making their political decisions. They are going with the crowd for the sake of

it, or because it feels good somehow. When people undergo informational social

influence, they are just using a particular type of information – which I will come

to call ‘popularity information’ – about the levels of popular support for parties or

candidates, as part of their reflection when making their political decisions. The

latter is much more consistent with democratic ideals about how voters should

behave, because it is fundamentally about making good decisions. The purpose of

informational social influence is to improve decision-making. It represents rational

behaviour, in which the decision-making process is not derailed by a desire to

1 This does not necessarily apply to situations where people are influenced in close social
settings, such as in protests or rallies, or even in family discussions, but these are not contexts that
research on the bandwagon effect has taken any interest in. The bandwagon effect is instead about
what Mutz (1998) calls processes of ‘impersonal influence.’
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conform to the crowd, but simply incorporates popularity information.

I leave a discussion of precisely what this decision-making process is for Chapter

2. The key point is that the bandwagon effect is not necessarily people making

political decisions in apolitical or irrational ways, as is often thought (e.g. Bartels

1987, 19). Bandwagon effects are the result of people using a specific type of

information to arrive at a vote decision. Like Brian, the observer of bandwagon

effects who responds by imploring people to be individuals, to be different, and

to think for themselves, does so in vain. But unlike Brian, it is not because the

members of the public are already too blinded by their irrational devotion to heed

such pleas that this response is so futile; it is because they already are thinking for

themselves.

Why the Bandwagon Effect Matters

Taking the informational approach, though, means that it is less clear why research

on the bandwagon effect, and thereby this thesis, matters. If bandwagon effects

represented mass normative social influence, then given the prevailing belief that

such irrational political behaviour is bad for politics and society (e.g. Achen

and Bartels 2015), studying the effect would clearly be important as a way of

establishing the severity of the problem. The informational approach suggests

that such concerns might not be justified, so the importance of researching the

bandwagon effect might have to come from elsewhere – but where? The answer to

this is that the bandwagon effect is important because it has a meaningful impact

on real-world debates about regulating opinion polls, on political and campaign
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strategy, and on electoral forecasting.

Bandwagon Effects and Regulation of Opinion Polling

There is a long-standing debate, in many democracies, about whether the publica-

tion of vote intention polls should be banned, restricted, or otherwise subject to

tighter regulation. A recent report on polling regulations, spanning countries from

every continent, found that polls are restricted before elections in around half of the

countries covered, and that it is usually the government itself that enforces these

restrictions (Frankovic, Johnson, and Stavrakantonaki 2018). Pre-election polling

‘embargoes’ or ‘blackouts’ ranged from one day (Norway, Portugal, Poland, Singa-

pore) to over two weeks (Argentina, Greece, South Korea) – or, in the extreme case

of Honduras, up to 45 days. By and large, policy-makers and regulating bodies

implement restrictions of this sort because they believe polls influence the vote

(Donsbach and Hartung 2008).

Likewise, calls for the implementation of restrictions tend to bring up the idea that

polls influence voters. Danish political actors made such calls following the leading

broadcasting service’s publication of an exit poll, before polling stations closed, that

‘substantially underestimated the Social Democrats’ share of the vote’ (Dahlgaard

et al. 2017, 2). Social Democrat spokesperson Mogens Jensen claimed that there

was ‘no doubt that these polls can help to move and influence voters. . . either

people react by not wanting to be on a losing team, or it has the opposite effect. . .

voters must be able to decide without this massive media influence’ (Albrechsten

2013). Importantly, the Danish Folketing were ‘unanimous’ in supporting the

proposal to prevent media outlets publishing poll results from the time the polling
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stations open until they close (Albrechsten 2013). A similar situation sparked a

similar reaction in Germany, in 2009 (Kirschbaum 2009). In Sweden, the Centre

Party has frequently proposed legislation prohibiting the publication of poll results

immediately before elections (Dahlgaard et al. 2017, 2), based on the idea that they

might influence voters (Hernadi 2010).

Though not quite such an all-out call for greater regulation, a 2018 report by

the United Kingdom House of Lords Select Committee on Political Polling and

Digital Media expressed a ‘central concern’ that, given polls have been somewhat

inaccurate in recent elections, ‘there is a significant risk that future elections will be

affected by misleading information, potentially distorting the democratic process’

(2018, 3). The report notes that ‘there are a number of theories about how polls

influence voters. These include the “bandwagon” effect, where it is suggested that

information from polls can influence people to alter their opinion to accord with

the majority view’ (2018, 72).

Indeed, calls for increased regulation of polls on the basis of their purported

influence date back much further than these recent examples might suggest. As

early as the 1930s, Representative from Oregon Walter M. Pierce railed against the

use of early forms of polling, writing in a letter that

It is my belief that much misinformation is carried to the public in

so-called straw ballots. My objection is that they create a belief in

the public that a certain issue or candidate is going to win. I am

firmly convinced that the biggest single argument that can be made in

a campaign is “you are going to win” (quoted in Allard 1941, 208).

Based on these concerns, Pierce made multiple attempts to curb straw polls, intro-
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ducing bills to restrict and investigate their practice. He wrote about his thoughts

on straw polls, and his travails attempting to legislate against them, in an article

titled ‘Climbing on the Bandwagon’ (Pierce 1940).

These debates are also not new in the UK. In the Bermondsey by-election of 1982,

many believed the polls played a large part in making people switch from the

Labour candidate to the Liberal candidate in the week leading up to the election.

As a result, Douglas Hoyle MP sponsored a bill to ban polling in pre-election

periods (Marsh 1985, 72).

To some extent, such debates hinge on the normative/informational distinction

above. Marsh explains that

Hoyle and his supporters argued that poll results have a normative

effect, placing pressure on people directly. The pundits. . . while

agreeing that bandwagon effects occurred, viewed them as having an

informational effect, allowing people to revise their view of majority

opinion and so cast their vote more effectively (1985, 72).

Similarly, in Canada, the 2000 Canada Elections Act abolished previous legislation

prohibiting the publication of poll results during the final three days of an election

campaign, following a Supreme Court decision in the ‘Thomson Newspapers

case.’ Bale (2002, 16) explains that ‘the majority judgement, arguing that voters

should be credited with both maturity and intelligence, held that the ban was a

serious invasion of freedom of expression.’ This could be read as a rejection of

the idea of problematic normative social influence. Furthermore, in order to allay

concerns about the influence of polls, academic contributors to the House of Lords

report mentioned above explicitly noted that any influence of polls is likely to be
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informational (Select Committee on Political Polling and Digital Media 2018, 74).

Yet, whether the effect is normative or informational does not fully resolve the

debate. This is because the polls can be wrong. Note that a large part of the outrage

in the Danish case above comes down to the inaccuracy of the leaked poll. In

the UK case, the House of Lords report is framed in terms of a concern about

inaccurate polling. Walter M. Pierce saw straw polls as problematic because of the

‘misinformation’ they carried. Even if the influence polls might have on voters is

informational, and grounded in rational responses, it is problematic if voters are

basing their decisions on inaccurate information. Though there is little reason to

think that polls are facing any crisis of inaccuracy (Jennings and Wlezien 2018;

Prosser and Mellon 2018), uncertainty is built into their methodology. They can

be wrong – in some elections more than others (Tudor and Wall 2021). As well

as needing to establish how and why polls may fail to measure electoral support

accurately, it is also important to know to what extent they affect voters. Indeed, the

possibility that they are inaccurate makes the latter question all the more pressing.

This is central to the case explored in Chapter 3.

Evidence suggesting polls induce major bandwagon effects in elections could be

used to justify increased restrictions on their publication, or even an outright ban

during certain periods. Given voters’ appetite for polling as a substantial part of

their information diet, such regulation could have a significant impact on what

voters learn and how they think at election time (Iyengar, Norpoth, and Hahn 2004).

It is therefore essential that the bandwagon effect is studied rigorously and with

appropriate methods and measures. This thesis makes major advances on these

points.
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Bandwagon Effects and Political Strategy

Bandwagon effects also influence political strategy. As bandwagon-sceptic pollster

George Gallup and Canadian diplomat Saul Rae lamented the best part of a century

ago,

Some politicians have spent so much effort in trying to swing doubtful

voters to their side by prophesying ultimate victory that they have

convinced themselves of the effectiveness under all conditions of

appealing to the “bandwagon” psychology of the average voter. This

is the background of the indictment that pre-election polls tend to

handicap the “losing” side by influencing doubtful voters to vote for

the “winning” candidate (1940, 244).

Politicians and political parties try to make themselves look like they have a

good chance of winning elections, based on a belief in the bandwagon effect.

Examples of this abound in political discourse. Donald Trump insisted that he

would win the 2020 U.S. presidential election and ‘four more years’ as president

– and perhaps even ‘another four years’ (Schwartz 2020). Marine Le Pen stated

clearly in televised interviews that she would win the 2017 French presidential

election (franceinfo 2017). In the 2019 Conservative Party leadership contest in the

UK, various candidates went to great lengths to make themselves seem popular and

viable, all while one candidate clearly dominated. Both Rory Stewart and Dominic

Raab saw fit to highlight how the polls could be interpreted as showing them to

be the only challenger to eventual landslide winner Boris Johnson. Raab (see

Figure 1.1) put it that he was ‘the main challenger to Boris with our members’ so

they should be given ‘a real choice, and the contest they want.’ Stewart, similarly,
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claimed that ‘in message and in polling’ it was ‘[him] or PM Boris’ (see Figure

1.2). None of these candidates actually won the elections in question, so this is

clearly not a matter of them just stating the obvious. It is likely, instead, that they

saw it as a persuasive claim.

Figure 1.1: Tweet by @DominicRaab.

Research on the bandwagon effect matters because it serves to show whether or not

this belief in the value of being seen as a winner – or, at least, a serious contender –

has any basis in reality. Should research start to demonstrate clearly that there is no

such thing as a bandwagon effect, for example, then this could permeate through

into parties’ campaign strategies. Again, this means that the bandwagon effect

needs to be taken seriously and treated rigorously in research. Attention to the

contributions of this thesis will help political scientists to do this well.
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Figure 1.2: Tweet by @RoryStewartUK.

Bandwagon Effects and Election Forecasting

Finally, the bandwagon effect has implications for electoral forecasting. Not

only do the predictions that forecasters generate have the potential to produce

bandwagon effects, but (in doing so) they might also become invalid as a result of

bandwagon effects. For example, if a forecast predicts that a candidate will win the

election by three percentage points, this forecast might falsify itself by producing

a bandwagon effect that leads the candidate to win by six points. In this case the

main outcome – who wins – would still be called correctly, but this will not hold

true in every case. Consider that in multiparty systems a bandwagon effect could

change how many seats each party gains, and therefore determine its position in

terms of coalition formation, leading to completely different governments. It is

also possible for a second-placed candidate to benefit from a bandwagon effect
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(Lanoue and Bowler 1998), which could tip her over the edge into first place. This

is not to mention the possibility of ‘dynamic bandwagon effects,’ introduced in

depth in Chapter 2 and demonstrated empirically in Chapter 5, which could benefit

any party regardless of its current ranking in the polls, and thereby change that

ranking. In sum, bandwagon effects imply that electoral forecasting is an attempt

to predict an outcome it plays a part in producing (Henshel 1982; Simon 1954).

Forecasters may therefore do a better job of predicting election results if they are

aware of the extent to which, and circumstances under which, bandwagon effects

take place. Simon (1954, 248) claims that if bandwagon effects are large, it may

be that the only way for election forecasts to be accurate is if forecasters privately

adjust their results to account for the discrepancy. This would represent a major

change in forecasting methodology. It could also have effects, downstream, on

election betting markets and campaign donations.

Increasingly, political scientists propose that it could be more effective to forecast

elections by asking the electorate who they think is going to win and aggregating

these predictions, rather than just polling vote intention (e.g. Graefe 2014; Murr

2011; 2016; Murr, Stegmaier, and Lewis-Beck 2019b). The bandwagon effect also

matters to such ‘citizen forecasting,’ which could begin to become more prominent

beyond academia if it continues to prove an effective way of predicting election

outcomes (though see Ganser and Riordan 2015). One important reason for this is

that people strongly believe in the bandwagon effect on other people, even though

they do not think they themselves are prone to it (Chung, Heo, and Moon 2018;

Lang and Lang 1984). This implies that the individual predictions they give might

include the sorts of ‘private adjustment’ recommended above by Simon (1954,

248); they might believe too strongly that a leading candidate is going to win,
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because they believe that leading candidate will benefit from a bandwagon effect

amongst other voters. Beyond this, as I will draw out in Chapter 2, research on the

bandwagon effect and knowledge about voters’ electoral expectations are closely

related and interlinked. In attempting to address the bandwagon effect, this thesis –

in Chapters 4 and 5 – therefore ends up shedding new light on these expectations,

which form the basis of citizen forecasts.

Bandwagons in the Real World

Beyond these specific real-world implications of the bandwagon effect, there are

also more general examples of elections where it appears that the popularity of

a candidate or party has influenced the course of the contest. The fact that these

cases exist provides further reason to study the bandwagon effect, given that it

is one explanation of how such influence could operate. I discuss a few of these

examples here. Though not all of the examples strictly conform to a bandwagon

effect as I will come to conceptualise it in Chapter 2, they all suggest that candidate

or party’s popularity plays a central role not only as a measure of their success, but

also in altering these fortunes.

A ‘Primary’ Example

Arguably, presidential nomination contests in the USA are ripe for bandwagon

effects (Abramowitz 1987, 50). A clear example is the case of Gary Hart, in 1984.

Presidential nomination contests are sequential. Rather than voting all at the same

time, voters in different states vote days, weeks, or even months apart. This means
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that voters in states that come later, such as California, have information about

how likely candidates are to win and who is generally popular that those in earlier

states, such as Iowa, do not have. Recognising this, Gary Hart made efforts to

canvass early in New Hampshire. The so-called ‘Granite State’ is the second state

to vote, but the first that does so through a ‘primary’ – a regular election in which

individuals cast votes privately in polling places – rather than ‘caucuses’ – more

communal decisions in which local people gather to discuss the candidates and

cast a vote as a group. This early campaigning appeared to make no real impact

on how Hart was polling nationally. He had still ‘barely registered in the polls’

(Bartels 1987, 2) and trailed far behind the leader Walter Mondale, prior to the

Iowa caucuses, which are the first stage in the contest.

This changed dramatically when Hart first secured a surprisingly large share of

the vote in Iowa, then won the New Hampshire primary. Following this, his

performance in weekly voter surveys skyrocketed, ‘with Hart emerging as the front-

runner and Mondale suddenly a distant second’ (Bartels 1987, 2). Super Tuesday –

when multiple states all vote on the same day – reversed these fortunes again, as

former Vice President Mondale won a series of states, regaining the lead in vote

intentions, and eventually securing the Democratic nomination despite winning

fewer contests overall than Gary Hart. Although Hart lost, his early performance

appears to have given him a better chance than he could have hoped for had he not

had good results in Iowa and New Hampshire, and he was not the first to benefit

from this. As Bartels explains,

Like George McGovern, Jimmy Carter, George Bush, and John Ander-

son before him, Hart capitalized on better-than-expected performances

early in the caucus and primary season to break out of the pack, at-
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tracting remarkably broad support from an electorate that had barely

recognised his name a few months earlier (1985, 804).

This image of going from zero to hero through the nomination campaign seems

to have stuck with Gary Hart. He acquired a reputation as someone who was

surprisingly successful, but about whom nobody knew anything. This popularity

itself made journalists and the public want to find out more about him during his

subsequent 1988 campaign. A New York Times Magazine article later referred to

him as the ‘elusive front-runner’ (see Figure 1.3), claiming that

He has been forced to reveal more about himself in the last four years

than most politicians do in a lifetime. Yet many in politics and the

press still insist that they don’t know him. . . In just 12 years, from

1972 to 1984, he went from being George McGovern’s campaign

manager to a Presidential candidate who challenged almost everyone’s

political calculations. He nearly took the Democratic nomination away

from Walter F. Mondale, the man whom all the smart folks said could

not be touched in his party (Dionne Jr 1987).

Unfortunately for Hart, when people did learn a lot about him, they discovered

he was having an extramarital affair, a revelation that derailed his second attempt

at securing the Democratic nomination in the 1988 primaries. His rise and fall

inspired the 2018 film The Front Runner. It could be that, were it not for this

scandal, Hart would have become president in 1988. Arguably, had he done so, he

would have partly owed that victory to the bandwagon effect he experienced four

years earlier.

This pattern, in which candidates seem to achieve broader support when they have
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Figure 1.3: Cover of New York Times Magazine declaring Gary Hart the elusive
frontrunner for the 1988 Democratic presidential nomination contest.

recently won contests, leads political scientists to think of presidential nomination

campaigns as ‘dynamic’ (Abramowitz 1987; Bartels 1987, 1985; Callander 2007).

The sequential nature of the election allows voters to use information about some-

thing they seem to care about: viability (Utych and Kam 2014). They learn, from

recent results in other states, which candidates seem to have a chance of winning.

They then become more likely to intend to vote for those candidates who have a

better chance. In Chapter 2, I will argue that this is one key way a bandwagon

effect can come about, in certain electoral contexts.

Yet, if bandwagon effects are so important here, why did Hart not go on to stand for

president in 1984? Once he had momentum, why did it not carry him through to
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secure the Democratic nomination? Quite simply, because bandwagon effects do

not tell the whole story. The first thing to notice here is that the ‘momentum’ itself

does not drop out of the sky, or emerge from thin air. Hart probably did well in

New Hampshire because he put so much effort into campaigning there, speaking to

voters, paying the state attention. This victory, though, consolidated his popularity

and served as a signal of his viability, showing he was popular and might be able

to win elsewhere. This gave voters in other states pause for thought about whether,

maybe, they might want to jump on the bandwagon too. But equally, these voters

in other states also have other reasons to vote for certain candidates. This can

interrupt the momentum and shift the dynamics of the contest. This means that,

even in contexts such as presidential primaries that are seen as so conducive to

bandwagon effects, it is difficult to disentangle the extent to which one took place,

or observe clear evidence of it.

Oh, Jeremy Corbyn!

The case of Jeremy Corbyn and the Labour Party, in the United Kingdom, reinforces

these points. Consider, first, Corbyn’s election to the leadership of the party.

Following Labour’s disappointing performance in the 2015 general election, its

leader Ed Miliband stood down, triggering an election. As candidates threw

their hats in the ring, ‘veteran’ Corbyn put himself forward, arguing that the pool

including fairly established party figures such as Yvette Cooper and Andy Burnham

did not ‘give Labour Party members a voice’ (BBC 2015b). Pollsters expressed

surprise as surveys conducted during the campaign began to suggest that Corbyn

had the lead (Kellner 2015) and later extended it to over 50% of the vote (Dahlgreen
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2015).

Some non-Labour supporters paid a small fee to have the right to vote in the

election, precisely because Corbyn had a good level of support and they wanted

to make sure he won as he seemed so clearly unelectable – with him at the helm,

Labour would lose the next general election. In a sense, then, Corbyn’s popularity

concretely gained him more support, by bringing on board disingenuous voters.

We could loosely construe this as a very unique and contingent sort of bandwagon

effect. Some people even suspected that such an effect was the reason he was

polling so well: those who had signed up to vote in order to doom the party at the

next general election saw that Corbyn had a reasonable chance of doing well in the

leadership contest, and inflated his vote share artificially. But the fact that Corbyn

led in the polls not only among these ‘£3 sign-ups,’ but also among trade unionists

and regular members, went some way to refuting this view (Dahlgreen 2015).

Beyond this growth of disingenuous support, it is not enough to observe that Corbyn

polled surprisingly well to assert that there was a bandwagon effect taking place. It

is possible Corbyn’s policies just appealed to a broad section of Labour members,

so they voted for him. This is not a bandwagon effect. It is just people voting for the

candidate whose policies they like best. Political commentator Owen Jones (2015)

claimed, during the campaign, that Corbyn was ‘making astounding headway –

against the odds – because [he] offers a coherent, inspiring and, crucially, a hopeful

vision.’ Post-hoc explanations of Corbyn’s victory also emphasised that his politics

were well-aligned with the increasingly left-leaning membership of the Labour

Party (BBC 2015a).

Yet, there appears to be more going on here. For one thing, the kinds of claims that
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the likes of Owen Jones made were only made because Corbyn was popular. It is

unlikely that, as a fringe candidate, he would have had any meaningful impact on

discussion about the campaign. This discussion gives people information about

Corbyn which may then influence their vote decision, when they realise they like

his politics. But it is only because he is a popular, seemingly viable candidate that

this had the opportunity to happen. Beyond this, Corbyn’s popularity influenced

the behaviour of other actors in the party. For example, several MPs responded

to a poll showing Corbyn leading on 53% of the vote by imploring former leader

Gordon Brown to intervene to persuade members away from voting for him – to

‘halt Jeremy Corbyn[’s] bandwagon’ (Stacey 2015). Supporters of other candidates

even rejected the idea of uniting behind one candidate, having the others drop out

of the race, because ‘it could just make Jeremy look stronger’ (Stacey 2015). It

is also worth noting that of the two widely available polls of eligible voters in the

election, Corbyn first polled at 43%, then at 53%. It is not possible to assert from

this that the first poll had an effect on the second, but this would be consistent with

his surprisingly strong performance gaining him increased support. Voters, still

doubtful that his apparent rise to prominence represented a real growth in support

rather than just a media buzz, may have seen Corbyn’s runaway lead in the first

poll and realised that it was worth paying attention to him, and ended up voting for

him as a result.

Corbyn also surprised many observers in 2017, when he led the Labour Party in

his first UK general election (see Allen 2020). First of all, it is worth noting that in

large part, how likely people thought it was that an election would be held, and how

loudly Conservatives called for one, was due to popularity information. According

to Cowley and Kavanagh,
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As the Conservative lead in the opinion polls grew throughout late

2016 and early 2017, so did the calls for an early poll. In February

2017, the Conservatives won the Copeland by-election, taking the seat

from Labour, the first time a governing party had gained a seat in a

by-election since 1982 and increasing the pressure on May to call an

early election yet further. . . in early April, some of the party’s private

polling. . . was reported as finding that the Liberal Democrats could

make gains from the Conservatives. . . This was widely interpreted as

yet more evidence that there would be no early election (2018, 4–5).

When Theresa May eventually did call an early election in 2017, the Conservative

Party’s lead over Labour in publicly available nationwide polling was substantial

(Cowley and Kavanagh 2018, 15) – the polls ‘predicted a Conservative landslide’

(Strong 2018, 467). To many, the result looked like a ‘foregone conclusion’ (Ford

2017). Yet, in the event, the Conservative Party failed to secure an overall majority

in the House of Commons. The polls, throughout the campaign, showed Labour

doing better and better, steadily increasing its vote share, until eventually it received

over 40% of the vote to the Conservatives’ 42%.

One popular, but very contentious explanation of this was that there was a

‘youthquake’ in the 2017 election as the Labour Party benefited from an unforeseen

rise in support from young people (Ehsan, Sloam, and Henn 2018; Prosser et al.

2020; Stewart et al. 2018; Whiteley and Clarke 2017). This was, after all, the

election campaign during which the ‘oh, Jeremy Corbyn’ chant was popularised at

mass events – culminating, after the election, in the famous events at Glastonbury

festival where thousands of Stormzy fans sang the chant.2 Explanations like this

2 It is worth acknowledging that events like this might have involved the ‘normative social
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do not imply that a bandwagon effect necessarily took place. Rather, the focus

here is on the idea that the election campaign gave Corbyn’s message a chance to

reach and appeal to a wider audience.

As I will demonstrate in Chapter 5 though, there is likely to have been a bandwagon

effect here as well. The polls increasingly showed Labour gaining ground on the

Conservatives throughout the campaign, and this information made a difference

to those who saw it, making them more likely to go on to vote Labour. Rather

than representing a distinct way in which people came to support Corbyn’s Labour,

this is likely to be related, as Chapter 2 will make clear, to the idea that Corbyn

did increasingly well because his message was reaching more and more people.

The very fact of becoming more popular puts political parties’ messages on more

people’s radar. Popularity makes people pay attention. In 2017, Labour’s ‘surge’

(Ford 2017) in popularity was uniquely evident. The context was conducive to a

bandwagon effect, so the results of Chapter 5 may come as no surprise.

Dewey Defeats Truman

Back across the pond, though, it appears that sometimes, popularity might not

do electoral candidates such favours. An infamous media debacle of the 1940s

led some to believe that being too popular might jeopardise a candidate’s chances.

On the morning after the 1948 presidential election, the Chicago Daily Tribune

ran the headline ‘Dewey defeats Truman’ (see Figure 1.4). Complications with

the printing process at the Tribune meant that the newspaper had to commit to a

influence’ discussed above. The point is that this is unlikely to explain a growth in support at the
national level, even if it can happen at isolated events.
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headline earlier than most, so its editors assumed Dewey would win based on a

combination of conventional wisdom and the polls. The headline was incorrect;

Harry Truman won the election. This was a major upset considering that polls had

suggested, quite convincingly, that Dewey would win.

As intimated above, polls, nowadays, seem to be known largely for the fact that

they get things wrong. This is the case despite the fact that research suggests there

is no major problem or crisis in polling (Jennings and Wlezien 2018). What’s more,

1948 was relatively early days for polling. The kinds of ‘scientific’ approaches

we think of as how polls are done only came to the fore in the 1930s. It is quite

possible that the Dewey defeats Truman debacle is simply one more case of the

polls missing the mark.

Some have cast doubt on this explanation, offering an alternative version of events.

Burns Roper, son of pioneering pollster Elmo Roper, put it that

The labor vote was energized as Democrats worried about Dewey’s

strength in pre-election polls while Republicans felt their candidate

would win so they played golf that day. . . the polls were not wrong

in terms of measuring national sentiment although they clearly were

wrong in determining the election. I think the 1948 polls were more

accurate than the 1948 election (quoted in Goeree and Großer 2007,

52).

This implies, then, that it was actually detrimental to Dewey that he was so con-

vincingly in the lead in the polls. Instead of a bandwagon effect in which people

flocked to support him because he was clearly the winner, his dominance created

complacency in his support base. Polls, on this view, can become ‘self-defeating’
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Figure 1.4: Victorious Democratic candidate Harry Truman holds up a copy of
Chicago Daily Tribune incorrectly proclaiming his opponent, Thomas Dewey,
victorious in the 1948 presidential election.

(Henshel 1982). They may measure vote intention accurately when they are con-

ducted, but they alter those intentions by the very fact of being conducted and

published.

But as Niall Ferguson has argued, there was more to this case than the fact that

Dewey was the clear favourite, and that

What should have worried Dewey was that his lead in the Gallup

poll shrank from 12 points in late August to 9 points by mid-October.

Gallup’s final voter survey a fortnight before the election showed him

ahead by just 6 points. Yet contemporaries still assumed that was a
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sufficient margin to assure him of victory. Dewey had summed up the

prevailing view in 1944: “Never argue with the Gallup Poll. It has

never been wrong and I very much doubt that it will ever be” (Ferguson

2020).

In other words, it looks like Dewey was in the lead, but Truman was gaining ground.

Truman had some momentum going into polling day. Notice that this dynamic idea

of momentum has come through in earlier examples too. It is used to describe what

happens in presidential primaries, and is a good description of what happened for

Labour in 2017, and even reflects some of the media coverage in the Conservative

leadership contest mentioned earlier. It seems like the popularity people care about

when making their vote decisions might be not only of a static form, but also a

dynamic form. This is a crucial distinction that I draw out in the thesis. Here, it

demonstrates that even in real-world cases that essentially look like the opposite

of a bandwagon effect, considering different aspects of popularity information

reveals that bandwagon effects still might have taken place. These bandwagon

effects might just be based on the dynamic trends in, rather than the static state of,

popularity.

Ferguson’s (2020) argument above was also part of a broader discussion about how

Joe Biden might suffer a similar fate in the 2020 presidential election to Thomas

Dewey in 1948. Both candidates were in a similar position. They both stood

against a widely derided incumbent and were quite clearly dominant in the polls.

What if, like Truman, Trump had a resurgence and Biden’s voters, like Dewey’s,

were confidently complacent in the knowledge of his inevitable victory? Biden

went on to win, but his lead over Trump was not quite as convincing as many

observers expected it to be. In Chapter 3, I will demonstrate that, consistent with
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Ferguson’s and Roper’s concerns, this might have been because of his popularity

conveyed by the polls going into the election.

Time Zones and Late Voters

Beyond just pre-election polls, there has been some concern that U.S. presidential

elections could also be affected by exit polls – surveys of voters after casting their

ballots, asking how they just voted. Unlike the Danish case mentioned above,

this is not because of pernicious leaks, but simply a matter of the timing of votes.

Because the USA spans multiple time zones, exit polls from a state on the East

Coast, where polls close earlier, could affect voting behaviour in a state on the

West Coast, where people are yet to vote. Sudman imagines that

A Californian plans to vote after work in what she believes to be

a close presidential election. (She has little interest in the race for

congressman for her district, although it is closer.) The day is rainy

and as she approaches the polling place she sees a long line. On the

radio she hears that one presidential candidate has a substantial lead in

other states. She says why bother and turns her car around and drives

home (1986, 332).

Sudman (1986, 332–33) adds that people have almost certainly behaved this way

many times, notably in the 1980 election ‘when a close race was expected. . . but

the exit polls showed a Reagan sweep’ (see Delli Carpini 1984; Jackson 1983)

and likewise in 1960 ‘where the early returns from the East Coast gave President

Kennedy a substantial lead.’
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More recently, similar dynamics may have affected the 2000 election, contested

between George W. Bush and incumbent Vice President Al Gore. On election

night, as results came in, the electoral college count across the country was so close

that it was apparent that whichever candidate won in Florida would win overall.

Indeed, the contest was just as close in Florida itself. Relatively early though, it

was reported that Al Gore had won the state of Florida. But after a drawn-out,

36-day process of recounts, it was confirmed that Bush had in fact won the state by

a mere 537 votes – and with it, the election (Elving 2018).

Crucially, the timing of the initial, incorrect announcement – given that it was about

Florida, one of the first states to close its polling places given its location on the

East Coast – meant that people who had not yet voted were under the impression

Gore had won. Bale (2002, 15) notes that, as a result of this, many were ‘convinced

that the major networks’ exit poll predictions of a Gore win in Florida prior to the

close of voting may have robbed Bush of votes’. Even some parts of Florida itself

were yet to vote. As a report commissioned in the wake of the election explains,

CNN projected Gore as the winner 10 minutes before polls closed

in [Florida]’s western panhandle, which contains 5 per cent of the

population and where, as in most polling places, voters in line at poll

closing time may still cast their ballots. Viewers were not told that

those polls still were open. . . Whether, and how much, such calls affect

intrastate voter turnout in the remaining minutes is not known. . . But

presidential elections are too sacred a part of our democratic system to

take such a risk. And as Florida showed, a few votes can mean a great

deal (Konner, Risser, and Wattenburg 2001, 3).
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The USA is not the only country where time differences can matter in this way.

Many French voters in the country’s overseas territories are, indeed, much further

away from the country’s mainland than those on the USA’s two coasts are from each

other. In the past, this had similar implications. Voters in, for example, Martinique

and French Guyana used to vote after those in mainland France, knowing how the

candidates had performed there. In most cases, this was inconsequential, because

the difference between the two candidates was already larger than the 1.5% of the

voting population that OST voters represent (Morton et al. 2015, 70). However, in

1995 and 2002, it was mathematically plausible that voters in OSTs could sway the

election outcome.

French constitutional law changed in 2005, such that western OSTs now vote on

the day before the mainland, removing the possibility of exposure to mainland

results before voting. Morton and colleagues (2015) show that this change lowered

turnout significantly in these OSTs, resulting in larger margins of victory for leading

candidates.3 Even in elections since this change, many French voters have found

ways to learn the election result before the polls have closed. In 2007, several Swiss

and Belgian newspapers published exit polls for the French election, avoiding the

legal restrictions imposed on this within France itself. Their websites crashed when

they were overwhelmed by French voters seeking out this information. Similarly,

in 2012, French election results were online while voting was still in progress

(Sayare 2012). Popularity information, in the form of exit polls, matters in French

presidential elections.

In the 2018 Brazilian election, rather than simply because of where they lived, many

3 In Chapter 2 I explain why this is insufficient evidence to claim that a bandwagon effect took
place.
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voters went to the polls after election results became public due to an administrative

error. The error, this time, was in the technology used for voting. As Araújo and

Gatto explain,

In 2018, for the first time in Brazilian history, fingerprints were used

as the main form of identification for 73.6 million voters—more than

half of the electorate of 147.3 million people. Technical glitches

associated with the use of the newly introduced biometric identification

technology caused delays in voting processes, leading some voters to

cast ballots after the release of the first official vote tallies (2021, 3).

Again here, the leading candidate did significantly better among voters who cast

their ballots after the result was known; Jair Bolsonaro’s vote share was, on

average, approximately 14% larger in voting machines that suffered delays owing

to technical glitches (Araújo and Gatto 2021, 23). It appears that knowing how the

election is likely to pan out makes a difference to how people vote, across a range

of different geographical and electoral contexts.

Causal Inference and the Bandwagon Effect

These examples all serve to demonstrate the relevance of key questions in research

on the bandwagon effect: does the bandwagon effect come about as a result of

viability? How does information about popularity relate to other information about

candidates when people make their vote choices? Does momentum matter, beyond

simply who is in the lead? Is it good to be seen as a winner? These are all questions

that I deal with in this thesis. The examples hint that there might be something to

48



Chapter 1

these questions, but alone they cannot answer any of them.

This is because it is difficult – if not impossible – just by observing these cases, to

assert that people’s votes were influenced by popularity information such as the

results of polls or the results of earlier rounds of an election. It might seem like

there is something going on that a bandwagon or related effect helps to explain, but

it is not possible to assess this claim or measure it without something more. This

also means, as I will address further in Chapter 2, that there are potentially many

cases where bandwagon effects have occurred but where it is not clear, just from

observing the events of the election, that this is the case. This is where ‘causal

inference’ comes in.

In this thesis, I focus on causal relationships. I try to find causal effects of

popularity information on people’s attitudes and behaviours. This kind of evidence

is by far the most useful for the purposes to which research on the bandwagon

effect is applied. Debates around the regulation of opinion polls need to know

what the effects of those polls are. Only this can reveal what happens when you let

people see a poll versus what happens when you restrict its publication. Campaign

strategists only learn whether it is useful to be seen as a winner, or as having

momentum, through knowledge of what the effect of that information is on the

vote. Electoral forecasters need to know if their forecasts will affect the outcome

they are trying to predict. Research on the bandwagon effect is useful insofar as it

can inform these concerns, so it is useful when it is causal.

This thesis presents evidence both from experimental and observational research.

Rather than having one consistent methodological approach throughout, I use a

range of methods that are united by this central focus on causal inference. In other
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words, the methods are tools to explore aspects of the theoretical causal model that I

propose. This model is developed in Chapter 2, where I use ‘directed acyclic graphs’

(Pearl 2000) – causal diagrams – to present my assumptions transparently. Every

empirical analysis carried out in the thesis, though differing in statistical method or

research design, captures a part of this model. I choose methods themselves more

pragmatically, and discuss and justify them in the relevant chapters. I also opt to

use both experimental and observational approaches precisely in order to make

improvements on how they have been used in the past, based on the lessons of my

causal model.

In causal diagrams, researchers set out transparent assumptions about what causes

what, based on theory. These are expressed in the form of a ‘graph,’ which is

a series of nodes representing concepts, constructs or phenomena, connected to

each other by arrows that point in one direction (‘directed’). The arrows represent

the flow from cause to effect, so cannot loop back on themselves to indicate ‘re-

verse causality’ because causality flows forwards in time (‘acyclic’). Then, the

assumptions captured by the diagram make it possible to establish whether or not

a causal relationship between two phenomena or concepts can be measured, in

principle, and what this would require the researcher to do in the analysis. If the

researcher does those things and finds a relationship between the two phenom-

ena, then within the causal model’s assumptions – which readers may, of course,

challenge theoretically – the effect can be interpreted as causal (Pearl 2000).

As an example, consider the ‘toy model’ (Pearl and MacKenzie 2018) in Figure 1.5,

taken from Rohrer (2018, 29). Here, the aim is to establish whether educational

attainment – doing well at school – makes you likely to earn more money in the

future. However, more intelligent people do better at school, and are also more
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likely to earn more money in the future, for reasons unrelated to their educational

attainment. This means that if we take a survey asking people how well they did at

school and how much money they earn, then put the two into a statistical model,

the resulting association will be larger than the real causal effect of educational

attainment on income. It will also capture the extra association brought about by

the ‘confounding’ effect of intelligence.

Educational Attainment Income

Intelligence

Figure 1.5: Example causal model extending on Rohrer (2018, p.29).

Focusing on causal inference highlights such problems, but also allows researchers

to be pragmatic in how they resolve them. An experiment would deal with the

problem in Figure 1.5 by randomly assigning people a level of educational attain-

ment. By doing this, it would no longer be the case that more intelligent people

have better educational attainment, because attainment was assigned completely

randomly. This removes the arrow from intelligence to educational attainment,

resolving the confounding problem. But of course, it is impractical, unethical, and

probably impossible to randomly assign educational attainment. This would in-

volve, for example, giving students random grades that do not actually reflect their

performance in their exams. So instead of removing the confounding experimen-

tally, it needs to be done statistically. For example, by taking the survey mentioned

above and also measuring people’s intelligence, these intelligence levels can be

held constant in a statistical model, leaving the remaining association between
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educational attainment and income to capture the causal effect. Causal inferential

considerations, combined with pragmatism about feasible research design and

available data, drive the choice of method.

Such pragmatism is also particularly necessary in the case of this thesis because

appropriate data to study the bandwagon effect are hard to come by. This is, indeed,

why so many scholars have resorted to experimental approaches – in which they

effectively create appropriate data themselves (Grillo 2017, 466) – as I also do

in Chapters 3 and 4. As I demonstrate in Chapter 5, a commonly used form of

observational data does not fit the bill. Rather, to study the bandwagon effect

outside of experiments, it will typically be necessary to use longitudinal panel data,

unless suitable natural or quasi-experiments become available (e.g. Araújo and

Gatto 2021; Kiss and Simonovits 2014; Morton et al. 2015). But longitudinal

panel datasets are somewhat rare because they are expensive to collect. Those

that do exist rarely ask the right kinds of questions at frequent enough intervals to

have any hope of identifying a bandwagon effect. This means that doing research

on the bandwagon effect that is appropriately focused on causal inference is not

always straightforward. This thesis makes multiple attempts to overcome this, but

it remains a challenge for the field.

Chapter Overview and Research Questions

The aim of this introduction has been to establish, in broad terms, what this thesis

is about, why that subject matters in the real world, and how I approach it. The

following four chapters put this into practice. Over the course of these chapters, I
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address several key research questions, here denoted RQ1-5.

Chapter 2 provides a concrete conceptual, theoretical and methodological frame-

work for the thesis. It takes the view that ideally, prior to studying the bandwagon

effect, we should establish what it is. As such, it asks the fundamental question:

what do we mean when we talk about a bandwagon effect?

RQ1: What is the bandwagon effect?

To answer this question, Chapter 2 uses conceptual analysis, defining the effect by

establishing what its necessary and sufficient conditions are and how these make

it distinct from other phenomena, while accounting for how existing research has

used the term. I define the bandwagon effect as

A positive individual-level change in vote choice or turnout decision

towards a more popular or an increasingly popular candidate or party,

motivated initially by this popularity.

This definition leaves some leeway, along two dimensions: the effect can be

based on which parties are more popular than others right now (static popularity

information), or on which parties are becoming increasingly popular (dynamic

popularity information); it can be expressed through a change in vote choice

between available options (conversion), or through a change in intention to turn

out to vote (mobilisation). As such, I propose a typology of bandwagon effects

around these distinctions. This means that, in practice, there are four ideal-types

of bandwagon effects, rather than one simple effect: static conversion effects,

dynamic conversion effects, static mobilisation effects, and dynamic mobilisation

effects. I show that some of these have received much more attention in research

than others. This part of the chapter has been published in Political Studies Review
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(Barnfield 2019). Following this, subsequent research on the bandwagon effect has

employed the definition and typology (Araújo and Gatto 2021; Larsen and Fazekas

2021; Volckart 2021).

With the key concepts established, the chapter then asks how the bandwagon effect

is likely to come about. This involves situating the bandwagon effect in broader,

but also more detailed, theoretical terms.

RQ2: Why should the bandwagon effect happen, theoretically?

Here, the informational approach previewed above comes to the fore, as I com-

bine the four types of effect with theories of political psychology, and existing

knowledge of how voters decide, to build a causal model of the bandwagon effect.

Consistent with this work, I argue that the way the bandwagon effect comes about

is likely to be a function both of the electoral context and individual characteristics.

These combine to determine how ‘difficult’ the vote decision is (Lau and Redlawsk

2006). When they make it difficult – for instance, when there are lots of candidates

and voters do not have well-established, strong predispositions towards these candi-

dates – the bandwagon effect can come about, as alluded to in the examples above,

by pushing voters towards ‘viable’ candidates (Utych and Kam 2014). When things

are easier – for instance, when there are only a few different parties and voters

know which party they like – voters do not need these ‘viability’ cues so much,

but they might still be subject to a bandwagon effect because the popularity of a

party will motivate them to try to understand this popularity by reflecting on why

other people like the party. These reasons may then convince them to support it

too, in what is known as a ‘cognitive response’ (Mutz 1997). This is similar to

how other types of information influence voters (Lodge and Taber 2013), thereby

54



Chapter 1

showing how thinking about the bandwagon effect in terms of information draws

out links to broader political psychology. Importantly, and consistent with this

broader theory, this makes people’s preferences or predispositions very important

in how we understand the bandwagon effect.

The last section of the chapter asks, with these theoretical points and the focus

on causal inference in mind, how can we think about the ways in which the

bandwagon effect has been measured in research? A key part of this discussion

involves establishing where ‘electoral expectations’ – how well people think a

party is going to perform at an election – fit into the bandwagon effect, because

they are so commonly used as a way of studying the effect. Because expectations

are opinions, I point out that they are based on (popularity) information: people

think that the parties that information, such as the polls, suggests are popular, are

likely to do better at elections. I note, here, that it is plausible that the relevant

information here is again not only which parties are more popular than others right

now, but also how the popularity of a party is changing over time. Opinions are

also based on people’s predispositions: people think that the parties they like are

likely to do better at elections. This means that expectations, like voting behaviour

according to the bandwagon effect, can be driven by popularity information and

people’s preferences or predispositions. This discussion feeds into RQ4 and RQ5,

which I return to below.

Chapter 3 takes the main arguments from Chapter 2 and considers how they can be

implemented empirically, to study the bandwagon effect directly.

RQ3: How can the concept and theory of the bandwagon effect be put

into practice empirically?
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This chapter recognises that no existing work has studied all four of the potential

types of bandwagon effects together at once, nor has any existing work studied

bandwagon effects in the case of state polls in presidential elections. It asks,

theoretically, would it make sense for voters in US presidential elections to be

influenced by the results of polls in their state? For example, would we expect

the decision of a voter in Georgia potentially to be affected by how well the

presidential candidates are polling among voters from Georgia? I argue that when

considering both the viability and cognitive response explored in Chapter 2, it

makes (potentially, especial) sense for state polls to produce bandwagon effects.

But the conceptual arguments of Chapter 2 also show that the study should allow

different types of bandwagon effects to emerge. I apply this thinking to the case of

state polls in the 2020 US presidential election. Specifically, I randomly expose

voters to information about the static and dynamic popularity of Trump and Biden

in potential swing states (Georgia, North Carolina, Ohio, and Texas) in the lead

up to the 2020 U.S. presidential election. Respondents have the choice to vote for

a candidate or abstain. The results of this experiment are not promising for the

bandwagon effect. They suggest that being portrayed as the leading candidate in a

state poll tended to decrease Biden’s support in that state, especially among those

who did not already identify with the Democrats.

As well as providing important insights into the effects of state polls, and demon-

strating how the typology in Chapter 2 can be applied to understand the role of

polls in a given election, the findings of this study have implications for considering

how these polls overstated Biden’s dominance in 2020. Forecasters claim that a

major reason things looked rosier than reality for the Democrats in the lead up

to the election was that the polls in many states overestimated Biden’s vote share
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(Kurtzleben 2020). If Biden lost support when he was seen to be in the lead in

state polls, then it could be that rather than simply over-estimating Biden’s share,

they may have partly caused it to decrease. While these effects are quite small, and

therefore extremely unlikely to be the sole reason for the discrepancy between the

polls and the outcome, this nonetheless suggests that the polls might not have been

as wide of the mark as they appear to have been.

While hapter 3 therefore provides an example of how experimental research on

the bandwagon effect could move towards more comprehensive, nuanced, and

ethical measurement of the effect, this is of limited use when scholars are unable

to, or do not wish to, conduct an experiment. It also does little to shed light on the

complexities of the causal model set out in Chapter 2. Recognising this, Chapter

4 moves beyond simply looking for direct bandwagon effects of polls on voting

behaviour experimentally, to think about other claims made by the theoretical

model in Chapter 2. Although Chapter 4 itself continues with the experimental

approach, it represents a step in the direction of asking whether and how the

bandwagon effect can be studied outside of the experimental context. This is

because the chapter considers an overlooked feature of the kinds of voter opinions

scholars use to study the bandwagon effect in survey data. Specifically, it asks

whether electoral expectations are affected by dynamic popularity information.

RQ4: Does dynamic popularity information affect electoral expecta-

tions?

My focus is specifically on dynamic effects because extensive research has already

demonstrated that people’s electoral expectations are affected by static popularity

(e.g. Blais and Bodet 2006; Irwin 2002). Chapter 2 makes the claim that expec-
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tations should be responsive to both, but this goes untested until Chapter 4. This

chapter carries out two studies designed to test the claim. As well as validating

part of the causal model in general, this is useful because this claim has major

implications for how justifiable it is to use data on people’s expectations as a way

of measuring the bandwagon effect.

Chapter 4 notes that when people answer questions about their electoral expecta-

tions, the election in question takes place, by definition, in the future. This means

that people need to work out how the popularity of the parties might evolve between

now and then. How popular the parties are right now is a good starting point, and

should be increasingly accurate as the election draws near, but it is imperfect. In

a sense, people need to mentally map this current, static popularity of the parties

forwards in time, to work out how popular they will become. This makes ‘dynamic

popularity information’ – change in popularity over time – relevant. If there is

evidence that a party’s share of vote intentions is currently growing, or has been

growing, then this might make people think it is going to continue to grow and

improve the party’s eventual vote share, and thereby boost its chances of winning

the election. Not only is this consistent with theory and evidence from social

psychology, but also people think about ‘momentum’ in this way when predicting

the outcomes of other contests, such as sports matches, so it could apply to political

contests too.

The chapter presents experimental evidence of this effect in action. Across two

studies with representative samples of UK respondents, Chapter 4 shows that

people with information indicating that a second-placed party has recently gained

ground in the polls think that this party has a better chance of winning, compared

to those who just know that it is in second place. The greater this momentum, the
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larger the effect. The findings also suggest that in real-world contexts, depending

on levels of information and the strength of voters’ preferences about the outcome,

the effect is reduced, but still significant overall.

These findings are important to Chapter 5, the final piece of the empirical puzzle

in this thesis. The experimental approach demonstrated in Chapters 3 and 4 only

goes so far. Scholars often want to, or can only, rely on survey data from the real

world, rather than artificial contexts controlled by the researcher. In the case of

the bandwagon effect, this usually involves taking data on people’s expectations

and relating it to questions about their vote choice, which raises the question of

whether this approach works for making causal inferences.

RQ5: Can electoral expectations be used to study the bandwagon

effect?

By scrutinising the causal model established in Chapter 2 and used throughout the

thesis, Chapter 5 shows that what I call the ‘expectations approach’ typically sets

itself up to fail. Essentially, this approach involves looking for associations between

people’s electoral expectations and their voting behaviour, in order to estimate the

effect of the popularity information contained within those expectations on the

vote – the bandwagon effect. In doing so, it has to deal with the fact that these

expectations are also based on voters’ predispositions – they will say the parties

they like have a better chance, even beyond whether the information suggests

this, because of ‘wishful thinking.’ It addresses this problem by controlling for

measures of voters’ partisan preferences in the analysis. But by doing so, the

approach prevents the bandwagon effect from passing through these preferences.

It assumes that people who undergo a bandwagon effect never start to like the
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parties that end up getting their vote more, along the way. This directly contravenes

the model presented in Chapter 2, and goes against prominent literature on the

bandwagon effect. It is wishful thinking to expect this approach to address the

problem of wishful thinking. I take to calling the paradox at the heart of this

chapter ‘double confounding.’

Moreover, the findings from Chapter 4 signal a different problem: with data on

electoral expectations, there is no way to distinguish between static and dynamic

popularity information. So, in principle, the expectations approach cannot claim

to measure either static or dynamic bandwagon effects. More problematic than

this though, it means that in situations where static and dynamic information might

be at odds with each other (such as when Dewey was in the lead but Truman was

gaining ground) the approach might rule out bandwagon effects where it should

find them.

Chapter 5 resolves these problems by introducing time into the analysis. I demon-

strate a method that uses longitudinal data on electoral expectations to study the

bandwagon effect. This approach is based on recent recommendations for study-

ing causal relationships through ‘general cross-lagged models’ (GCLM) (Zyphur,

Allison, et al. 2019; Zyphur, Voelkle, et al. 2019). I explain the logic behind this

method, and how this fits with bandwagon research, noting that drawing out the

causal process over time means that the model’s more natural interpretation is as a

measure of dynamic bandwagon effects. I apply the approach to three consecutive

waves of the British Election Study Internet Panel (BESIP). The analysis finds

evidence of a small dynamic bandwagon conversion effect in the Labour Party vote

in the run up to the 2017 UK general election.
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The conclusion, in Chapter 6, brings the work of these four chapters together to

clarify and restate what they have to say about the research questions, and what

their immediate implications are for debates about opinion polls, political and

campaign strategy, and electoral forecasting. Following this, I move on to the

question of what future research on the bandwagon effect and related questions

could and should address.

Summary

Though at times it is critical of how things have been done in research on the

bandwagon effect, my intention is that this thesis recognises the value of existing

contributions and builds on them positively. With a combination of experimental

and observational evidence, I try to demonstrate that much of what has been

learned about the bandwagon effect so far can be adapted and reapplied to further

our understanding. In order to do this, it is necessary first to go back to basics and

more clearly establish what the bandwagon effect is, and why we should expect it

to come about in the first place. This is the task to which I turn in Chapter 2.
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Think Twice Before Jumping on the

Bandwagon: Concepts, Theory and

Measurement

Much of the content of this chapter has been published as a peer-reviewed journal

article in Political Studies Review (Barnfield 2019). The article focuses primarily

on, and extends, the discussion presented here under ‘A Definition of the Banwagon

Effect’ and ‘A Typology of the Bandwagon Effect.’

Introduction

When studying the bandwagon effect, it is useful to know what exactly this term

means and why we would expect the effect to happen. The existing literature is
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surprisingly inconsistent on these points. There is a wealth of insightful research on

the bandwagon effect, but a lack of conceptual and theoretical consensus makes it

difficult for these studies to speak to each other and build towards a coherent body

of knowledge (Glynn and Mcleod 1985, 64). In this chapter, I lay the groundwork

for my study of the bandwagon effect by attempting to address such conceptual and

theoretical points. The chapter goes from conceptual analysis of the bandwagon

effect, to a theoretical model, to finally introducing questions of measurement that

are fleshed out in the empirical chapters. In doing so, the chapter addresses RQ1

and RQ2, as set out in Chapter 1:

RQ1: What is the bandwagon effect?

RQ2: Why should the bandwagon effect happen, theoretically?

The first section provides a definition and typology of bandwagon effects, in

response to RQ1. This discussion draws on principles of ‘conceptual analysis’ (see

Dowding 2017, 1–5): it defines and delineates the bandwagon effect by establishing

what its necessary and sufficient conditions are and how these make it distinct from

other phenomena, while accounting for how existing research has used the term.

Based on a review of 68 peer-reviewed journal articles, I define the bandwagon

effect as: a positive individual-level change in vote choice or turnout decision

towards a more popular or an increasingly popular candidate or party, motivated

initially by this popularity.

This definition is the most succinct and coherent way of reconciling the existing

evidence without being excessively proscriptive, while also clearly distinguishing

the bandwagon effect from other phenomena with which it is often conflated. That

is, it is an attempt to draw out as much consensus from the literature as possible
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while avoiding inconsistencies and confusion with other established concepts, such

as strategic voting. New research on the bandwagon effect is beginning to adopt

this definition (e.g. Volckart 2021).

This section also proposes a typology of bandwagon effects, drawing on distinctions

made in this literature between ‘static’ and ‘dynamic’ popularity information, and

between ‘conversion’ and ‘mobilisation’ as outcomes. I make the case for why

these distinctions are useful and use this typology to frame existing research,

considering and proposing explanations for the imbalance of conceptions of the

bandwagon effect, while drawing on the definition set out in the first section. In

doing so, I show that bandwagon research has focused heavily on ‘static bandwagon

conversion effects’ (switching to support a leading candidate). This typology has

informed new research on the bandwagon effect (e.g. Araújo and Gatto 2021;

Larsen and Fazekas 2021).

The second section of the chapter then builds a theoretical model from this defini-

tion and typology, in response to RQ2. The model formalises the proposal that the

bandwagon effect is an effect of popularity on voting behaviours. However, this

section also delves into why theoretically this effect might come about. I draw on

existing knowledge and theory about how voters engage with and use information,

both in general and in the specific case of what I call ‘popularity information’ –

usually thought of as the results of opinion polls, but essentially any information

about how much support electoral candidates or parties have and how this is devel-

oping. The consistency of these arguments with broader and deeper political and

social psychology demonstrates that they represent a principled theoretical starting

point.
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Finally, the chapter discusses how these conceptual and theoretical points translate

into measurement. I note that two approaches dominate the existing empirical

literature – one observational and one experimental. The observational approach,

based on measuring relationships between people’s electoral expectations and their

vote choice, creates the need to consider where expectations fit into a theoretical

model of the bandwagon effect, in order to assess the validity and value of the

approach. Incorporating expectations into the model presents challenges that are

tackled later in the thesis. First, it raises the untested question of whether people’s

electoral expectations are responsive to what I will term ‘dynamic popularity

information’ – information about how a party/candidate’s popularity has changed

over time. Second, it raises questions about the validity of using expectations data

to study the bandwagon effect.

The second, experimental approach allows researchers to control directly what

popularity information voters are exposed to, and assesses the differences between

those who see that a candidate or party is popular and those who do not. While

this guarantees internally valid causal inferences, the typology presented here

demonstrates that the approach could be used to offer greater, more nuanced insight

into the bandwagon effect than it has done so far.

A Definition of the Bandwagon Effect

The bandwagon effect refers to a positive individual-level change in vote choice

or turnout decision towards a more or increasingly popular candidate or party,

motivated initially by this popularity. This definition relies on three key features:
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i that it is an individual-level phenomenon ii involving a positive change in vote

choice or turnout decision towards the most, or increasingly, popular candidate, iii

motivated at root by this popularity.

i The distinction between aggregate- and individual-level study of the bandwagon

effect is stated clearly by Kiss and Simonovits, who explain that

The individual-level bandwagon effect is the notion that some vot-

ers convert to become supporters of the leading candidate. . . The

aggregate-level bandwagon effect is the notion that the leading candi-

date derives an electoral advantage of being perceived by voters to be

in the lead (2014, 328).

The authors go on to adopt the latter approach on the basis that they are using

aggregate data. They also argue that this makes sense because aggregate bandwagon

effects are more consequential for policy debates. They admit, however, that an

aggregate effect is consistent with ‘many micro-level processes.’ A simple reason

why this is problematic is put forward by Chung, Heo, and Moon (2018, 422;

see also Morwitz and Pluzinski 1996, 54): null effects at an aggregate level ‘can

either result from the null effect of the poll publications or from the simultaneous

occurrence of both a bandwagon and an underdog effect.’1 To the extent that

it is safe to assume that individuals may be affected differently by information

about popularity, it seems possible that one effect might simply cancel another out.

1 The underdog effect can be seen as the exact opposite of the bandwagon effect, occurring when
there is an equivalent individual-level change towards favouring the least popular, or increasingly
unpopular, candidate. There is little evidence for the existence of such an effect and it is often only
deemed a possible explanation for null results in studies of the bandwagon effect. This is especially
true in aggregate contexts where it has been noted that candidates’ leads tend to shrink as election
day approaches (e.g. Gallup and Rae 1940).
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While evidence of so-called underdog effects seems to appear very infrequently

(Hardmeier 2008), it is possible to imagine a scenario in which both effects occur

in tandem and produce no evidence of an overall aggregate effect. The aggregate

approach has nonetheless been adopted in much scholarship, particularly earlier

work (e.g. Beniger 1976; Gallup and Rae 1940), but also more recently in otherwise

novel approaches relying on aggregate data (e.g. Hodgson and Maloney 2013; Kiss

and Simonovits 2014; Morton et al. 2015).

Essentially then, it is not necessary for a bandwagon effect to result in a discernible

aggregate-level increase in support for any popular candidate, because a bandwagon

effect can still be occurring for some non-trivial number of individuals without any

observable aggregate shift (Chung, Heo, and Moon 2018). Perhaps unsurprisingly,

aggregate-level study has historically found little evidence of an effect (e.g. Gallup

and Rae 1940; Mendelsohn and Crespi 1970). It is possible that in some of these

cases bandwagon effects have been incorrectly ruled out on the basis of aggregate-

level evidence – although a meaningful individual-level effect has nonetheless

occurred – owing to the presence of countervailing effects. Where aggregate-level

study has found effects, it has been difficult for scholars to determine the nature of

these (e.g. Morton et al. 2015).

It is possible that such countervailing effects might mask the presence of band-

wagon effects even in individual-level analyses. This is because, typically, scholars

are interested to measure average effects. These averages might account for both

bandwagon and underdog behaviours, which again cancel each other out. Crucially

though, individual-level analysis is the only approach that enables researchers

both to check whether this is the case, if necessary (see, e.g., Nadeau, Cloutier,

and Guay 1993), and to link any ‘net’ average effect directly to the presence or
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absence of favourable popularity information through a causal model. That is, the

individual-level approach facilitates causal inferences about individual voters.

ii Related to the point made by Kiss and Simonovits (2014) that aggregate appear-

ance of a bandwagon effect is ‘consistent with many micro-level processes,’ the

effect can also ostensibly occur in aggregate contexts without the individual-level

characteristics of bandwagoning taking place. For this reason, the definition posits

that a bandwagon effect has not occurred in those situations where there is no

positive change of preference or turnout decision in favour of the most popular or

an increasingly popular candidate – such that this candidate will a larger number

of votes, ceteris paribus. As Hodgson and Maloney explain,

If we see a leading party extending its lead during an election, or

an election campaign, it does not necessarily mean that electors are

flocking to the leading side because it is winning. Quite apart from

the influence of events since the election began, it could be that the

winning party’s (presumably more convincing) message has had more

time to get through (2013, 79).

Henshel and Johnston (1987, 494) put it simply that ‘it is essential. . . that candi-

dates gain or lose votes not merely after a poll but because of the poll.’ Clearly,

it is important to distinguish a specific phenomenon like the bandwagon effect

from general changes in support, which could stem from a vast range of voter

considerations. It is not enough to claim every voter gained by more popular

parties is the result of a bandwagon effect. The bandwagon effect only happens

when they gain these voters as a result of this popularity. The need to identify this

clarifies further why aggregate approaches fall short. Parties that appear to derive
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an electoral advantage from their perceived popularity may in fact be gaining voters

for any number of reasons.

This is different from saying the bandwagon effect occurs when a more popular

party or candidate benefits from other, less popular options losing support for their

relative unpopularity. Aggregate-level study allows these to be conflated, because

the effect on vote shares can be the same, but the individual-level process differs

importantly. If a loyal Labour voter in the 2017 UK General Election decided not

to bother voting because the polls told her Labour was not going to win, this would

have increased the Conservative vote share without signalling a bandwagon effect.

This voter has not made a positive switch towards another party, nor a positive

decision to turn out, and the party her decision benefits only increases – through

this behaviour alone – its relative share of the vote, and not overall number of

votes. In other words, mass behaviour of this nature would give the illusion of a

bandwagon effect at the aggregate level, but does not involve anyone jumping on

another party’s bandwagon.

A particularly clear example of this can be found in Kiss and Simonovits (2014,

339), who note that at least part of their effect comes from districts in which

‘parties under-performed relative to what could be expected based on the first-round

result, but the party expected to lose under-performed by 1 to 1.5 percentage points

more.’ In other words, the party for whom their conclusions suggest there was a

bandwagon effect was in many cases losing votes, just at a (marginally) lesser rate

than its opponent. Claiming that this party benefited from a bandwagon effect quite

clearly misrepresents the evidence. This general point is made more important by

the fact that scholars – and, indeed, journalists – often speak about bandwagon

effects directionally, as occurring for or in favour of a party or candidate.
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iii A subtly different point is that a bandwagon effect requires this change to be

motivated initially by the popularity of the candidate or party. To repeat what was

said above, it is not enough to claim every voter gained by more popular parties is

the result of a bandwagon effect. This becomes increasingly complicated, though,

when noting that voters can be motivated to support more popular candidates

ostensibly for their popularity, in a decision that is entirely strategic. Yet strategic

votes do not inherently go towards such candidates, whereas bandwagon effects do.

This creates a problem.

Intuitively, the idea that the bandwagon effect and strategic voting are different is

quite clear. Strategic voting is defined by Bartels (1987, 21) as an ‘attempt’ by a

voter to ‘maximize their favourable impact upon the outcome of the election, if

necessary by voting for a second-best candidate in order to forestall the election

of a less-attractive alternative’ (see also Alvarez, Boehmke, and Nagler 2006;

Blais, Gidengil, and Nevitte 2006; Blais and Nadeau 1996; Evrenk and Sher 2015;

Fisher 2014, 2004). These specific requirements are obviously not the same as the

broader meaning of the bandwagon effect. Yet, finding a clear conceptual point of

distinction without inconsistencies arising is somewhat challenging.

In attempting to make such a distinction, Evrenk and Sher (2015, 406) focus

on whether the voter believes ‘his [sic] vote will be decisive’; only if this is

the case has strategic voting occurred, otherwise a ‘misaligned vote’ might be a

bandwagon effect. Blais et al. (2006, 270) claim that strategic voting has taken

place when a voter switches to support an expected winner without their evaluations

of the parties/candidates changing, whereas when these change as well this is a

bandwagon – or ‘contagion,’ see below – effect. There is a conflict between these

two interpretations, in that the former deems the bandwagon effect another type
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of ‘misaligned’ voting alongside strategic behaviour, whereas the latter appears

to distinguish between the two along the lines of whether or not they constitute a

misaligned vote. That is, for Blais and colleagues, strategic voting is misaligned

with preferences, whereas the bandwagon effect supposedly involves realigning

these preferences themselves. This misalignment/realignment contradiction speaks

not only to the difficulty in distinguishing the bandwagon effect from strategic

voting, but also arguably to the fact that neither of these are appropriate ways of

doing so.

Neither distinction appears to hold water when properly scrutinised. Regardless of

the vanishingly small probability of any individual vote being ‘decisive,’ it seems

entirely possible that a bandwagon voter could perceive her vote as such, without

her vote therefore becoming strategic. There are also doubtless many strategic

voters who think their strategic behaviour is unlikely to make any difference but

engage in it anyway, simply because voting for their preferred party makes even less

sense, in ‘purposive’ terms (Alvarez, Beohmke, and Nagler 2006). Distinguishing

by whether party evaluations change is equally questionable – though, as discussed

further below, this is theoretically likely to happen in the bandwagon effect. It

contradicts the assumption many make, that bandwagon effects can come about

when people dispassionately back winners – as Lazarsfeld, Berelson, and Gaudet’s

(1948) respondent put it: ‘Didn’t make any difference to me who won, but I wanted

to vote for the winner.’ The requirement of an adjustment of party evaluations is also

absent from the literature in general. That is, much of what Blais and colleagues

claim to be strategic voting might actually be considered bandwagon effects in

other studies where expectations determining vote choice is deemed sufficient

for a bandwagon effect (e.g. Granberg and Brent 1983; Kiss and Simonovits

71



Chapter 2

2014; McAllister and Studlar 1991). The existing literature seems to suggest that

bandwagon effects can be both a matter of misaligned voting (e.g. Evrenk and

Sher 2015; Lanoue and Bowler 1998) and a matter of realignment of preferences

(Blais, Gidengil, and Nevitte 2006; Goidel and Shields 1994). Arguably, defining

the bandwagon effect in either of these contradictory ways would be unhelpful

because it would mean arbitrarily discarding the insights of one side in favour of

the other. The definition proposed here instead accepts both as valid.

I propose that the distinction between strategic voting and the bandwagon effect –

where the two are otherwise ‘observationally equivalent’ (Araújo and Gatto 2021;

Little 2021) – lies in the initial motivation. The bandwagon effect occurs when a

more or increasingly popular option is favoured because of its popularity, as the

primary factor. This comes very close to a distinction made by Lanoue and Bowler

(1998, 373). It distinguishes the bandwagon effect from strategic voting because

the latter is initially motivated by the relative unpopularity of the initial preference

– voters try to avoid ‘wasting’ their vote (Alvarez, Boehmke, and Nagler 2006).

If preferences align with popularity, then this vote-wasting logic need not lead

to strategic voting – although some argue that strategic and sincere votes can be

aligned (Riambau 2016). If they do not align, then voters might use the information

available to them to attempt to affect the election in a favourable way, and this can

mean voting for a more popular party or candidate. The distinction made here cuts

off this channel by stating that a bandwagon effect has to be initially motivated by

the popularity of the vote beneficiary.2

2 First-past-the-post systems with single member districts, as in the UK, complicate this slightly.
Strategic voting is typically construed, in such contexts, as being based on the inability of a given
candidate to win in the constituency, and thereby provide constituents a means of influencing
the election outcome at the national level. There are therefore two levels to consider: party and
candidate. In such cases, it might make sense to assume the popularity on which a bandwagon

72



Chapter 2

It could be argued, of course, that distinguishing between strategic voting and

the bandwagon effect is unnecessary. Some research has explicitly stated that

strategic voting is a type of bandwagon effect (Kenney and Rice 1994). As

intimated above, a simple reason this distinction is necessary is that strategic

voting does not necessarily benefit more popular candidates or parties – especially

in proportional representation systems where strategic voters might flock towards

smaller parties who are likely to be included in a victorious coalition (Gschwend

2007; Riambau 2015, 2016) – whereas bandwagoning does necessarily benefit

more, or increasingly, popular options.3 Smaller parties might also benefit from

strategic voting in first-past-the-post single member district systems, because a

given candidate has a good chance of winning a seat.

effect is based is that of the party whereas strategic voting is primarily based on the (un)popularity
of the candidate. This is another reason why the effects are not to be conflated. Quite feasibly,
constituency-level bandwagon effects could occur, although these would seem less likely. In this
case Lanoue and Bowler’s (1998, 373) simple distinction would essentially apply, in that strategic
voting would be triggered by candidate unpopularity and a bandwagon effect by their popularity.
Both of these cases still fit with the popularity criterion proposed here.

3 In such cases, it might not be true that strategic voting is motivated by how unpopular one’s
preferred party is, because voters might even forgo voting for a leading party in order to vote for
a smaller party in a ‘coalition insurance strategy’ (Gschwend 2007). However, this is of little
consequence here because this kind of strategic voting does not risk confusion with bandwagon
voting. My claim is that considering what the initial motivation is allows for a clear distinction
between these behaviours where they might otherwise be confused, and not that strategic voting is
always of the ‘wasted vote’ form. In precise terms, as already noted, my distinction applies when
bandwagon effects and strategic voting are ‘observationally equivalent’ (Araújo and Gatto 2021;
Little 2021). In coalition insurance strategies, or ‘rental voting’ (Gschwend, Stoetzer, and Zittlau
2016), this is not the case.
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A Typology of the Bandwagon Effect

The bandwagon effect can be motivated by how popular an option is relative to

other options, or how that option’s popularity has changed over time – in other

words, it is either static or dynamic (Irwin and Van Holsteyn 2000; Marsh 1985;

Stolwijk, Schuck, and de Vreese 2017; van der Meer, Hakhverdian, and Aaldering

2016). The effect can be felt through a positive change towards a new candidate,

or towards turning out to support the already-preferred candidate – it is either

a conversion or a mobilisation effect (Agranov et al. 2018; Ansolabehere and

Iyengar 1994; de Bock 1976; Morton et al. 2015; Moy and Rinke 2012). Table 2.1

summarises a typology of bandwagon effects around these distinctions.4

This typology provides a way of classifying existing research. Table 2.2 is an

attempt to do this, placing each study in the cell to which its conception of the

bandwagon effect seems to conform best. Some studies appear twice, because

they have explicitly considered different types of bandwagon effect. In total, 68

peer-reviewed journal articles from English-language publications are classified

here, selected by consulting a previous review, for older literature (Irwin and Van

Holsteyn 2000), and a Web of Science search with snowball sampling, for more

4 Consistent with the thesis, this typology is framed in electoral terms. This also matches the
focus on voting behaviour within the literature and notes that it is in this context that the risk of
conflating different effects seems high. It is nonetheless possible to adapt this typology to other
public opinion contexts. The static/dynamic dimension would remain, referring to bandwagon
effects towards adopting the majority opinion, or an increasingly popular opinion, respectively (see
Marsh 1985). Bandwagon conversion would become simply about switching from one opinion
to another, based on either static or dynamic popularity of that opinion. Bandwagon mobilisation
would become about expressing or mobilising in support of an unchanging opinion, where one
wouldn’t have done so before (spiral of silence theory would likely be relevant here: Noelle-
Neumann 1977). Recognising that this translation is quite straightforward, I classify studies on
issue opinions in the typology.
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Table 2.1: A typology of bandwagon effects.

Static Dynamic

Conversion Switching to vote for a
candidate or party on the
basis of their/its popularity at
a given time, relative to the
popularity of other options.

Switching to vote for a
candidate or party on the
basis of their/its growth in
popularity over time.

Mobilisation Turning out to vote for an
already-preferred candidate or
party on the basis of their/its
popularity at a given time,
relative to the popularity of
other options.

Turning out to vote for an
already-preferred candidate or
party on the basis of their/its
growth in popularity over
time.

recent studies.

Bandwagon Conversion and Mobilisation Effects

A bandwagon effect is possible both when an individual switches to vote for a more

or increasingly popular candidate and when she decides to turn out to vote for that

candidate, having not previously intended to do so.5 This is widely asserted (e.g.

Agranov et al. 2018; Ansolabehere and Iyengar 1994; de Bock 1976; Morton et

al. 2015; Moy and Rinke 2012), but not always clearly expressed. In their natural

5 There are certain possible scenarios that do not seem to fit this binary distinction. To clarify
these, a non-voter without a preference undergoes a bandwagon effect and votes for a candidate,
this could still a bandwagon conversion effect. If this non-voter has a preference and then such
information leads them to vote for a candidate other than the original preference, this also is a
bandwagon conversion effect. A bandwagon mobilisation effect only occurs when the preference is
constant, but the new information leads to a positive decision to turn out to vote in accordance with
this preference. Whenever the preference itself changes, even when this change is from ‘none of
the above’ to a substantive option, this is a bandwagon conversion effect.
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experiment, Morton et al. argue that

Individuals may receive utility from voting for the winner such that

they disregard their private information or preferences and vote for the

candidate who feel ex ante and has more support [sic] (bandwagon

vote switching effect) or (2) individuals receive utility from voting for

the winner such that they are [more] willing to turn out to vote for their

most preferred candidate when he or she is expected to win than when

he or she is expected to lose (bandwagon turnout effect) (Morton et al.

2015, 76).

However, implicitly, this explanation allows for the possibility that deciding not

to turn out when one’s party is expected to lose constitutes a bandwagon effect,

which it does not, because there is no movement towards another candidate. In

other words, the leading candidate will not receive a greater number, as opposed

to just a larger share, of votes as a result of this behaviour. The bandwagon effect

is not to be confused, as this implies and was noted above, with what has been

dubbed a ‘Titanic effect’: instances of individuals abandoning a ‘sinking ship’

by deciding not to turn out to vote because their party has no chance of winning

(Irwin and Van Holsteyn 2000, 16–17). This confusion is common, however, with

similar studies that allow the bandwagon effect to be about mobilisation frequently

blurring this distinction (e.g. Grillo 2017; Hodgson and Maloney 2013; Kiss and

Simonovits 2014). This is reflected in a related study which turns to calling the

effect ‘bandwagon abstention’ (Morton and Ou 2015). Großer and Schram explain

that

If a poll indicates that a vast majority of the electorate supports either
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of the two candidates, some voters may assume that the outcome of the

election is obvious with or without their vote and choose to abstain. . .

Other voters who support the strong candidate may decide to jump on

the bandwagon and vote where they would otherwise have abstained

(2010, 700).

The precise terms adopted here – conversion (over ‘vote switching’) and mobilisa-

tion (over ‘turnout’) -– not only better avoid this confusion, but also fit better with

broader literatures on persuasion effects in public opinion (e.g. Dilliplane 2013,

2011; Kaplan, Park, and Gelman 2012) and allow easier adaptation of the concepts

to non-electoral contexts.

To clarify this distinction with an example, take the case of the 2017 French

Presidential Election and Emmanuel Macron’s En Marche! movement. Someone

in late 2016 might have wanted to vote for Macron above all the other options, but

had no intention to bother turning out because it was overall not a very popular

option.6 Another individual might have been intending to vote for the then more

popular Republican candidate, François Fillon. If the later popularity of Macron

led these people to vote for him, then the first person underwent a bandwagon

mobilisation effect, and the second a bandwagon conversion effect. One was

mobilised by Macron’s popularity, the other was converted.

The relevance of this distinction stems largely from how it enables the bandwagon

effect to speak to broader trends in political behaviour. If it appears that popularity

has the potential to mobilise but not to convert, this potentially demonstrates

6 Macron polled well through most of 2016, but dipped to around 11% in November of that year
(https://pollofpolls.eu/FR/25/presidential-election-2017-1st-round). His percentage of projected
vote share had doubled by March 2017.
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Table 2.2: Situating the literature in the typology.

Static Dynamic

Conversion Abramowitz (1989); Allard (1941);
Ansolabehere and Iyengar (1994);
Cook and Welch (1940); Dizney and
Roskens (1962); Areni, Ferrell, and
Wilcox (1998); Arnesen et al.
(2017); Atkin (1969); Beniger
(1976); Bischoff and Egbert (2013);
Ceci and Kain (1982); Cloutier,
Nadeau, and Guay (1989); Faas,
Mackenrodt, and Schmitt-Beck
(2008); Farjam (2020); Gallup and
Rae (1940); Glynn and Mcleod
(1985); Goidel and Shields (1994);
Granberg (1983); Grillo (2017);
Henshel and Johnston (1987);
Hodgson and Maloney (2013); Hong
and Konrad (1998); Kiss and
Simonovits (2014); Lanoue and
Bowler (1998); Lee (2011);
McAllister and Studlar (1991);
Meffert et al. (2011); Mehrabian
(1998); Morton and Ou (2015);
Morton et al. (2015); Morwitz and
Pluzinski (1996); Mutz (1992);
Myers, Wojcicki, and Aardema
(1977); Nadeau, Cloutier, and Guay
(1993); Nadeau, Niemi, and Amato
(1994); Navazio (1977); Obermaier,
Koch, and Baden (2015); Riambau
(2015); Riambau (2016); Rothschild
and Malhotra (2014); Roy et al.
(2015); Schmitt-Beck (1996); Simon
(1954); Skalaban (1988); Straffin
(1977); Supadhiloke (2015); Toff
(2018); Waddell (2017); West
(1991); Zech (1975)

Bartels (1987); Bartels (1985);
Baumol (1957); Callander (2007);
Cloutier, Nadeau, and Guay (1989);
Dahlgaard et al. (2017); de Bock
(1976); Fleitas (1971); Glynn and
Mcleod (1982); Kenney and Rice
(1994); Laponce (1966); Marsh
(1985); Nadeau, Cloutier, and Guay
(1993); Stolwijk, Schuck, and de
Vreese (2017); van der Meer,
Hakhverdian, and Aaldering (2016)

Mobilisation Agranov et al. (2018); Ansolabehere
and Iyengar (1994); Gartner (1976);
Grillo (2017); Henshel and Johnston
(1987); Kiss and Simonovits (2014);
Morton et al. (2015); Morton and Ou
(2015); Panova (2015)

de Bock (1976)
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the strength of partisanship or voting habit formation. This might be expected

given increased polarisation and ‘sorting’ of party support (Mason 2018) and

the observation that voter volatility is ‘bounded’ (Tom W. G. van der Meer et al.

2012). However, work correcting for methodological limitations in past studies of

conversion has found that information can sway voters to the opposing side more

than previously thought (Dilliplane 2013). This could speak to work on partisan

dealignment (e.g. Dalton 2013; Dassonneville 2016). The distinction also enables

bandwagon research to clarify and frame its theoretical contributions. For example,

research demonstrating bandwagon mobilisation effects occurring clearly speaks to

rational choice theory on costly voting (Blais 2000). These models would predict

that larger candidate leads actually suppress turnout, which should be highest

when elections are closest and each voter’s possibility of casting a ‘pivotal’ vote

is maximised. The fact that the bandwagon effect, particularly the bandwagon

mobilisation effect, appears to hold water in empirical study poses a threat to these

models (Agranov et al. 2018). This has even led some to introduce additional

terms to explain bandwagon behaviour (e.g. Grillo 2017).

Clearly, the literature has so far favoured the study of bandwagon conversion

effects. Of the reviewed articles, 60 have at least some conceptual or empirical

focus on conversion while only ten discuss mobilisation (or turnout more generally)

– and only three do so exclusively. Only one of these discusses mobilisation in

dynamic terms (de Bock 1976).7 In other words, research on the bandwagon

effect has broadly not considered the question of whether a party or candidate’s

increasing popularity over time motivates latent supporters to turn out to vote.

7 Even here, the bandwagon effect studied is only ‘dynamic’ in the sense that it is based on
comparing the results of a poll with people’s pre-existing election predictions.
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Among the nine that have considered mobilisation statically, seven are published in

economics journals, reflecting a theoretical concern with rational choice and game-

theoretic approaches to understanding voter turnout. Only one political science

study has empirically tested the possibility of static bandwagon mobilisation effects

(Ansolabehere and Iyengar 1994).

This dominance of conversion effects is somewhat at odds with mounting evidence

that popularity information matters for turnout. Promising research from economics

suggests that this is the case. This is an important finding in the economic literature

on public choice due to how it speaks to rational choice models of voting. These

generally predict that the closer a race is, the more likely people are to turn

out, and are therefore directly contradicted by bandwagon mobilisation effects.

One economic experiment found that ‘the availability of information reduces the

probability of minority participation and increases the probability of majority

participation’ (Agranov et al. 2018, 839). Such effects also emerge in variously

specified formal models or games (Gartner 1976; Grillo 2017; Panova 2015).

Some recent evidence also suggests that the availability of polling information can

stimulate turnout among young voters (Stolwijk and Schuck 2019). In contrast

though, more complex forecasting probabilities might depress turnout (Westwood,

Messing, and Lelkes 2020).

Static and Dynamic Bandwagon Effects

The second distinction is that the bandwagon effect can be static or dynamic.

Someone can be influenced to vote for a party based on its position as the largest

party or its improving performance over time (Marsh 1985; Stolwijk, Schuck, and
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de Vreese 2017; van der Meer, Hakhverdian, and Aaldering 2016). Irwin and Van

Holsteyn (2000, 12) note that the size of support for the parties and the change in

their support are the two pieces of information typically made available to readers

of electoral polls, so disentangling the differences between how voters make use of

such pieces of information is of significance to debates about poll publication and

regulation. Given concern over the way in which polls are reported and how this

might influence voters, the ability to inform regulators about which aspects might

have an effect, when emphasised, is arguably important.

As a simple example, consider the 2016 US presidential election. A hypothetical

bandwagon voter would likely make two different decisions depending on the type

of bandwagon effect she underwent. A static bandwagon effect would see this

voter opt for Hillary Clinton; she was consistently projected to obtain more votes

than her opponent, Donald Trump. Trump, however, appeared to be making gains

on Clinton throughout much of 2016, meaning a dynamic bandwagon effect would

lead this voter to opt for him.8

Essentially, then, the static/dynamic distinction centres around the comparisons

voters are taken to be making. In the case of static bandwagon effects, voters are

comparing the leading party to all the others, and supporting this party or candidate

as a result. In the case of dynamic bandwagon effects, this comparison is instead

between the same party or candidate’s popularity at two or more time points.

There are reasons to think the prevalence of each type of effect might vary by

electoral context. Recent applications of bandwagon research in proportional

8 The trend line for Trump would appear to be generally positive from mid-2015 on-
wards (https://www.realclearpolitics.com/epolls/2016/president/us/general_election_trump_vs_c
linton-5491.html).
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representation contexts have noted, for example, the ambiguity of ‘winning and

losing. . . in multiparty systems with coalition governments’ (Meffert et al. 2011,

808). This is supported by burgeoning research on voters’ senses of ‘winning.’

This research has demonstrated that prior expectations about election outcomes

moderate the otherwise large effect of ‘objective performance’ (Plescia 2018, 1)

and that ‘supporters of smaller parties also feel their party won, when and if their

party gained votes and seats compared to the previous election’ (Stiers, Daoust,

and Blais 2018, 21). The key point is that winning is not only defined by securing

the largest share of the votes, or the largest share of seats, partly because neither

of these factors guarantee a party will even be in government. Van der Meer et

al. explain that this point is relevant to bandwagon research, because

The definition of success in the opinion polls is a point of discussion by

itself, especially in a multiparty context. . . The label “winner” might

refer to having support from a majority of the electorate, to having the

most support (from a plurality, i.e., being larger than any of the other

parties), or to having momentum (i.e., gaining support the fastest). The

definition of momentum depends, in turn, on the reference point: A

candidate may have lost support over several months, but (re-) gained

it more recently over several weeks. . . In the media cycle leading up

to elections, the image of a winner generally relates to this momentum

rather than to static size, as changes carry more news value (van der

Meer, Hakhverdian, and Aaldering 2016, 49).

This argument, considered elsewhere in proportional representation contexts (Dahl-

gaard et al. 2017; Irwin and Van Holsteyn 2000; Stolwijk, Schuck, and de Vreese

2017) is worth comparing to the dominance of the static approach, which is ar-
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guably more applicable in ‘winner-takes-all’ contexts (Irwin and Van Holsteyn

2000, 9). The distinction between static and dynamic bandwagon effects is there-

fore also worth making in that it provides a way of classifying how bandwagon

effects operate in different electoral systems, and the extent to which this conforms

to this simple proportional/winner-takes-all distinction made so far. However,

in order to address this question fully, it is also necessary to measure dynamic

bandwagon effects in majoritarian/plurality contexts. This is particularly true given

that van der Meer and colleagues’ (2016) description above evokes the example, ex-

plored extensively in Chapter 1, and returned to in Chapter 4, of the Labour Party’s

performance in the 2017 UK general election – in a decidedly non-proportional

election context, with the vote overwhelmingly dominated by two parties.

There has long been confusion in the literature over whether dynamic bandwagon

effects are, indeed, bandwagon effects. This is slowly changing as the work

in proportional representation systems cited above becomes more common, but

certain studies have rejected the bandwagon hypothesis on the basis of evidence

suggestive of a dynamic bandwagon effect (e.g. Atkin 1969). Very similar evidence

is presented by other scholars, meanwhile, as supporting the bandwagon hypothesis

(e.g. de Bock 1976). A typology that expressly states that dynamic as well as static

bandwagon effects are possible can potentially resolve such confusion.

Irwin and Van Holsteyn (2000, 13) have even claimed that ‘the momentum-affect

[i.e., dynamic] bandwagon is undoubtedly a more useful concept than the size-

affect [i.e., static] bandwagon,’ because the sheer volume of polls in modern

election campaigns, even when public opinion is fairly static, means that the most

relevant information contained in them becomes how they vary from each other.

Consider, for example, a voter in the UK who sees the the Conservatives are in the
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lead. How likely is it that this will have an effect on her vote choice, given how

likely it is that she already knew the Conservatives were the largest party? In this

vein, Atkin (1969, 516) notes that ‘any new perception must be considered relative

to the voter’s previous estimate. . . as the magnitude of the electorate’s support for

a political object may be larger or smaller than expected.’ From this perspective

it seems more likely that, if voters are making decisions based on popularity,

they will be more likely to respond to dynamic changes in the polls, rather than

the static state of affairs. This is bolstered by the fact that polls suggesting a

party’s performance has changed over time get more attention from journalists and

commentators (Larsen and Fazekas 2021). These considerations make it worth

incorporating dynamic effects explicitly into how we think about the bandwagon

effect.

A Theoretical Model of the Bandwagon Effect

Having analysed the bandwagon effect conceptually (RQ1), I now turn to how

it can be represented as a causal model and how the parts of this model can be

explained in theoretical terms (RQ2). I use ‘directed acyclic graphs’ (McElreath

2020; Pearl 2000; Rohrer 2018) – causal diagrams – to present this model, as

introduced in Chapter 1. The discussion breaks the model down into component

relationships and layers these onto each other one-by-one, drawing extensively

on theory and existing knowledge in order to justify each of these additions and

explain why they might arise in voting behaviour. Throughout the discussion I also

explicitly define any potentially ambiguous terms that were not already outlined in

the conceptual discussion above, but will be used throughout the rest of the thesis.
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Popularity Information→ Vote

The basic theoretical claim at the heart of the bandwagon effect can be depicted

as in Figure 2.1. The bandwagon effect requires that voters are motivated by the

popularity of a party or candidate. This just means that it causes a change in their

voting behaviour. But voters cannot be motivated by something that they never

know about. In this sense, then, popularity immediately reveals itself as simply a

type of information. As established in Chapter 1, thinking about the bandwagon

effect in such informational terms makes sense in historical perspective. I make this

informational approach clear by referring to effects of ‘popularity information’:

Popularity information: any information to which a person might

be exposed that tells her how much electoral support there is for

candidates or parties, and how this is developing over time. It has both

a static – the level of support for each option, right now, relative to the

others – and a dynamic – the change in level of support for a given

option relative to the past – dimension.

We usually think of popularity information in terms of the results of opinion polls,

because they offer clear information about the popularity of opinions, candidates

or parties. The bandwagon effect happens when polls tell someone that a party

is popular and then she switches to vote for that party, for example. Yet people

learn about the popularity of parties or candidates through other means, such as

general news media or the balance of opinion among their friends and family (see

Zerback, Reinemann, and Nienierza 2015). Popularity information could also

encompass new types of cues in the modern media environment: numbers of likes,

shares, and follows (Larsen and Fazekas 2021). Any information that has a direct
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bearing on a rational understanding of how much support there is for candidates

or parties is popularity information.9 The bandwagon effect happens when such

information brings about changes in voting behaviour, in favour of popular parties

or candidates.

Popularity information V ote

Figure 2.1: Basic causal model of the bandwagon effect: popularity information
affects voting behaviour.

Yet, as already discussed, the popularity information voters receive can be both

static and dynamic. They learn not only about how popular the parties are right now,

relative to each other, but often also how a given party’s popularity is changing over

time. Moreover, the actual change in voting behaviour that signals a bandwagon

effect might be either a switch to vote for a different party, or a decision to turn out

to vote for a party one already supports – voters can be converted or mobilised. In

line with the discussion above, then, Figure 2.2 recognises these two distinctions.

To understand why these effects of popularity information are possible, I draw on

political psychological knowledge about how voters use information in deciding

how to vote. In their pioneering study of these questions, Lau and Redlawsk (2006)

state that voters cannot possibly find, absorb, and recall all of the information

available to them in making a voting decision. As human beings with competing

demands on their time, voters cannot be omniscient. How much information they

are likely to gather, and how they engage with it, depends instead on how difficult
9 By this I mean that a perfect ‘Bayesian’ learner (Hill 2017) would update her beliefs –

however marginally – about the level of support for the party or candidate in response to hearing
this information. In other words, a rational response to hearing the information is to incorporate it
into how much support you think there is for the party or candidate.
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Dyn. pop. info.

Stat. pop. info.

Conversion

Mobilisation

Figure 2.2: Simplified causal model of the relationship between static and dynamic
popularity, and vote choice and turnout.

the task of making the decision seems to be. Contextual and individual factors

determine this perceived difficulty, as

Voter characteristics combine with the decision environment. . . and

the level of sophistication to generate a perceived sense of the ease or

difficulty of the choice. This perceived nature of the decision task then

influences the information processing strategies the voters use to make

sense of a potentially chaotic information environment. In general,

when the task is perceived to be especially difficult – with multiple

candidates, little differentiation between choices, and/or disproportion-

ate resource allocations – many voters employ simplifying strategies

that result in unbalanced and/or shallow search. . . When the task at

hand is simple, with only two candidates, for example, it becomes a

more reasonable proposition for voters to study all the options in depth

(Lau and Redlawsk 2006, 257).

The ‘simplifying strategies’ used in difficult tasks are also known as ‘heuristics’

and some of the earliest comprehensive study of voting behaviour noted that voters
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use them (Berelson, Lazarsfeld, and McPhee 1954). Page and Shapiro (1992, 28)

explain that such heuristics ‘permit voters to act as if they had all the available

information.’ Lau and Redlawsk refer to popularity information as part of one such

heuristic, known as ‘viability,’ which emerges when

Poll results tell voters which candidates are ahead in a campaign and

which are hopelessly behind and could never win. . . Reducing the

choice set from four candidates to two, say, immediately provides a

50% reduction in the amount of information that must be processed.

Moreover, seeing a candidate leading in the polls provides a type of

‘consensus information’ that could motivate a voter who had previously

rejected or ignored a candidate to more closely consider that alternative

(2006, 257).

Popularity information provides a simple cue indicating which candidates are worth

considering, by revealing which candidates other people are seriously considering.

This would indeed be expected to push people towards favouring more popular

options in response to popularity information, creating a bandwagon effect.

Lau and Redlawsk demonstrate that voters rely on such heuristics in intraparty

contexts, such as presidential primaries. Here, voters cannot easily be guided by

their party preferences that would otherwise give them their ‘default’ option. As

Mutz (1998, 194) puts it, ‘the absence of other cues – such as political parties

– also encourages people to turn to mass opinion for guidance.’ This, arguably,

makes such contexts ripe for bandwagon effects (Abramowitz 1987, 50; Gimpel

and Harvey 1997, 158). These contexts are particularly difficult when there are lots

of candidates. In the 2020 Democratic primaries in the USA, voters in many states

88



Chapter 2

were faced with a large pool of candidates. Learning lots of information about all

of them is a very demanding task. The viability heuristic provides a simple way to

set bounds on how many of these candidates a voter needs or bothers to think about,

by focusing attention only on those popular enough to stand any chance of winning

– in this case, the likes of Joe Biden and Bernie Sanders. As such, candidates who

are polling well are likely to attract voters who employ this heuristic. This leads to

a clustering of voters among the most popular candidates, with their distribution

likely determined by the other information they consider about these candidates.

For example, while a Democratic voter might employ the viability heuristic to

make her vote decision easier in the primary election, limiting her pool of potential

options to Joe Biden and Bernie Sanders, she will then actually engage with enough

further information about this smaller pool of candidates to work out which of the

two she wants to back. Utych and Kam (2014) demonstrate this tendency only

to learn about ‘viable’ candidates, both in experiments and in observational data

based on linking Republican primary candidates’ polling performance to Google

searches of their names. This idea has also been likened to the so-called ‘paradox

of choice’ (Cunow et al. 2021, 9), linking these observations to broader research

and theory on human behaviour (e.g. Efferson et al. 2008; Muthukrishna and

Henrich 2019).

It is worth noting that the viability heuristic could explain what happens in any

type of bandwagon effect that a voter undergoes in these difficult elections: it can

be applied to static and dynamic, and conversion and mobilisation effects. Viability

is typically thought to be based on static popularity, and this is consistent with how

Lau and Redlawsk suggest voters use polls above. But there is nothing stopping

these viability considerations from being dynamic. Perhaps dynamic popularity can
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put candidates on people’s radar by suggesting that those candidates are on their

way to becoming viable, or are becoming more viable. This would be consistent

with how presidential nomination campaigns are often seen to be dynamic (Bartels

1987; Callander 2007). It is also consistent with the findings of Chapter 4. As

well as bringing about conversion by pointing voters towards certain candidates

rather than others, as suggested by the framing above, viability heuristics might

also bring about mobilisation. A supporter who has enough information to know

which candidate she prefers, but is not intending to vote for whatever reason, might

change her mind about turning out as a result of paying attention to the viable

candidates, one of whom is her preferred option. This might not have happened if

her preferred option stood no chance. The viability heuristic can explain more than

just static bandwagon conversion effects.

This contrasts with what can happen in elections that are easier for voters. Lau and

Redlawsk (2006) use the example of a US presidential election, in which there are

two candidates belonging to different parties. Voters are likely to have relatively

well-formed ideas about these parties. They ‘typically know – or quickly learn –

that there are two candidates who stake out positions more-or-less consistent with

the history of their respective parties’ (Bowler and Donovan 1998, 24). The small

number of options, with clear partisan cues, makes the decision task relatively easy.

In this context, it should not be beyond voters’ capacities to engage with quite a lot

of information about the candidates, and polls – or popularity information more

generally – are one form of information among many that voters consult.

The perceived difficulty of the decision task, and thereby the way in which voters

engage with information, also depends on characteristics of the individual voter. In

particular, more politically knowledgeable or sophisticated voters will generally
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tend to be more likely to engage more deeply with information, whereas less politi-

cally sophisticated voters will be more likely to find the decision task difficult and

therefore employ heuristics. Mutz (1998) explains this in more depth. She argues

that ‘an elite, highly politically involved segment of the citizenry’ (Mutz 1998,

216) might change their voting behaviour strategically in response to popularity

information.10 As argued above, it is important to recognise that strategic voting

and bandwagon effects are two different things. For most other people, though, if

their attitudes or behaviours change in response to popularity information, this will

follow the logic set out above by Lau and Redlawsk (2006), in that

The highly unknowledgeable. . . are likely to rely on consensus in-

formation as a heuristic cue under conditions of low knowledge and

high uncertainty. Still others may be influenced by representations of

mass opinion because this information prompts them to think about the

reasons that may have led all those other people to hold that particular

view. The segment of the population most susceptible to this mecha-

nism is the group in the middle with respect to political knowledge

and involvement. These people will possess the minimal levels of

information necessary to rehearse cognitive responses, yet they will

not be so involved as to be precommitted to particular views (Mutz

1998, 216)

It is not immediately obvious why deeper, more sophisticated engagement with

popularity information would lead anyone to vote for the candidates that are doing

10 Mutz (1997, 105) cites Abramson et al. (1992) to suggest that strategic voting occurs ‘around
10% of the time.’ More recent evidence would however suggest that, in certain contexts, around a
third of people vote strategically when they have the chance to do so (Alvarez and Nagler 2000;
Eggers and Vivyan 2020).
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well. Here though, Mutz has hinted at a mechanism through which this can happen.

She further explains, directly applying this logic to the case of vote choice, that

When people hear that more and more people are rushing to support a

particular candidate, they may mentally rehearse the possible reasons

that people might have that would lead them to support such a candi-

date. If a person is not strongly committed to a particular view, the

thoughts that then pass through the individual’s mind are most likely

to be supportive of the candidate. By means of the positive thoughts

generated by information about mass candidate support, information

about mass opinion influences the development of the person’s own

viewpoint; arguments in favor of the candidate are now more salient

and well rehearsed in the person’s mind than those in opposition (Mutz

1998, 212).

Those who go beyond simple heuristics in their decision-making, when they

encounter popularity information such as poll results, should be stimulated to

reflect further on the information they aware of that would justify these results.

This may result in changes in voting behaviour if the reflection gives voters reason

to change their mind. This is called the cognitive response mechanism. Importantly,

it serves to emphasise a point alluded to in Chapter 1: popularity does not come

about in a vacuum. To gain electoral traction, candidates obviously need political

arguments that appeal to some voters. The popularity this gains them can itself win

them further support, through a bandwagon effect, but this again depends on the

arguments themselves. Below I discuss how this fact ends up meaning that people’s

pre-existing preferences significantly constrain, or moderate, the bandwagon effect.
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Where Mutz emphasises that people would ‘rehearse’ the arguments they are al-

ready aware of, contemporary models of political psychology suggest that exposure

to information that is incongruent with a voter’s beliefs – for example, a poll show-

ing a different party in the lead – can stimulate an external, as well as internal,

information search in order to understand this unwanted information (Lodge and

Taber 2013, 220; see also Marcus, Neuman, and MacKuen 2000). When popularity

information affects voters’ decision-making, this is not only because it encourages

them to reflect more on the information they already have to explain why certain

parties or candidates enjoy a lot of support, but also because it stimulates them

actively to acquire, or pay greater attention to, more such information.

Again, it is worth establishing that this process could potentially come into play

with any type of bandwagon effect. It could arise with static bandwagon effects

where people engage in a cognitive response in order to understand why a candidate

is in the lead. It could arise with a dynamic bandwagon effect where, consistent with

Mutz’s phrasing above, people undergo a cognitive response in order to understand

why ‘more and more people’ are supporting a candidate. Bandwagon conversion

effects happen when such responses lead to a voter changing the candidate they

are going to vote for. Bandwagon mobilisation effects happen when the cognitive

response instead involves a person reflecting on the arguments they and/or others

have for supporting a candidate and being motivated by these considerations to turn

out and vote for the candidate. In every case, popularity information is creating a

cognitive response, which ends up with a person switching or turning out to vote

for a more or increasingly popular candidate or party on the basis of its popularity.
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Preferences→ Vote

But of course, voters are not constantly switching their voting intentions on the

basis of things like what the polls say. On the contrary, it can take a lot to convert

or mobilise voters. The processes described above already reveal a big part of

the reason for this: people’s existing preferences and predispositions. These, of

course, have a broader meaning in terms of political attitudes, but here I define

them specifically with reference to electoral candidates or parties:

Preferences: a voter’s (pre-existing) attitudes towards political parties

or candidates.

For the most part here, I use ‘predispositions’ interchangeably with ‘preferences.’

This avoids over-complicating my argument by constantly distinguishing between

the two concepts in ways that do not alter my conclusions. Later, when discussing

the use of electoral expectations to measure the bandwagon effect, I distinguish

between predispositions and preferences as follows: predispositions are underlying,

unobserved pre-existing attitudes, whereas preferences are measured attitudes that

are designed to capture these predispositions, or key aspects of them. For example,

a voter is predisposed in that she is motivated to draw certain conclusions about

politics (Zaller 1992, 6). These predispositions are not necessarily tied to any single

measurable sentiment or attitude, but capture a general disposition or motivation.

A key part of this sentiment, though, might be captured by her evaluations of the

parties. Her answers to questions about these are part of her (partisan) preferences

– convenient measurements that capture aspects of her predispositions that we care

about. I use the term ‘preferences’ more in the present discussion because it is

more widespread in bandwagon research.
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My non-prescriptive definition of preferences also reflects the fact that the concept

is not consistently tied to any particular measure or survey item in bandwagon

research (e.g. Bartels 1985; Granberg and Brent 1983). For most measures of how

much people ‘like’ or how well they ‘rate’ parties – such as feeling thermometers or

other evaluation scales – the particular way in which preferences are operationalised

is unlikely to change how applicable my arguments are, providing the measure

is itself valid. However, arguably, my arguments might be weaker when party

preferences are measured as ‘party identification.’ I deal with this objection further

below, and again in Chapter 5 where it becomes most relevant.

It is worth clarifying the distinction between preferences and popularity information.

Imagine a voter who is going about her life during an election campaign. She

has attitudes about the parties contesting that election: she likes some more than

others. These are her preferences. She sees a poll telling her the estimated vote

shares of the parties. This is popularity information. The causal model proposed

here is at this individual level, which serves to separate preferences and popularity

in this way. Popularity information could in many cases be seen as reflecting

an aggregation of preferences. But, at the individual level, one (preferences) is

something the voter brings to the table, while the other (popularity) is information

that she finds there.

The discussion of viability and the cognitive response above describes the situation

in which voters’ choices do change. Taking preferences into account reveals how

such changes are constrained. Voters rarely go into an election as a blank slate,

ready to be convinced to vote for any candidate, with no preconceived ideas about

which ones they like or dislike. Indeed, it is precisely in the cases where they

lack such preferences that popularity information might provide a useful heuristic,
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because lacking pre-existing preferences makes decisions hard. It is also worth

noting that high levels of political sophistication are associated with holding strong

preferences, meaning that those who lack preferences at a given election are also

likely to be less politically sophisticated, making the task even more difficult (Lau

and Redlawsk 2006, 123; Zaller 1992). But this also means that when voters

consult popularity information beyond using it heuristically, they typically do so

with predefined ideas about which party or parties they like. This drastically limits

the extent to which we should expect them to be susceptible to change their vote

choice through a cognitive response. In sum, preferences moderate the bandwagon

effect.

To see why this is, recall Mutz’s (1998, 212) point above that when someone

learns that a candidate is polling well, ‘if a person is not strongly committed to a

particular view, the thoughts that then pass through the individual’s mind are most

likely to be supportive of the candidate.’ This means in contrast that if someone

comes with predispositions, these thoughts might not be so positive. Zaller (1992)

offers perhaps the clearest explanation of why this is the case. When making

political decisions or expressing opinions, people ‘call to mind a sample of. . .

ideas, including an oversample of ideas made salient by the questionnaire and

other recent events, and use them to choose among the options offered’ (Zaller

and Feldman 1992, 580). His Receive-Accept-Sample (RAS) model (1992, 58)

includes the ‘resistance axiom,’ which states that ‘people tend to resist arguments

that are inconsistent with their political predispositions.’

This process has become known as motivated reasoning: people have a ‘tendency

to seek out information that confirms prior beliefs. . . to view evidence consistent

with prior opinions as more relevant and stronger. . . and to spend more time
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resisting arguments inconsistent with prior opinions regardless of their objective

merit’ (Druckman 2014, 471). Lodge and Taber (2013, 149) put it that ‘citizens are

prone to accept those facts and arguments they agree with and discount or actively

counterargue those that challenge their preconvictions.’ Arguably, these kinds of

tendencies may have become increasingly significant in a new media environment

in which the flow of information to individuals is increasingly ‘curated’ both by

them, and by the platforms used by those attempting to persuade them (Thorson and

Wells 2015). Crucially, the result is that opinions are a ‘marriage of information

and predisposition’ (Zaller 1992, 6). The considerations and ideas people draw

on in order to form opinions are a biased selection of the information that could

have presented itself to them in their lives, because they factor in more of the

information that is congenial to their preferences.

Therefore, when people are confronted with a poll that tells them a candidate they

are not currently intending to vote for is in the lead, the arguments they call to

mind when thinking about why this candidate is doing so well might either be

insufficient or unconvincing, if they have engaged in motivated reasoning. Some

evidence even suggests that these arguments can at times be so unconvincing as

to further entrench a person’s existing view (Petty and Cacioppo 1996). This is a

vicious (or perhaps virtuous) circle, because this very reaction is itself a form of

motivated reasoning. Motivated reasoning also means that people are less likely to

encounter information that is incongruent with their preferences in the first place –

for example, people will generally seek out polls that are likely to report positive

results for their preferred candidates or parties. This makes it highly unlikely that

they would jump on the candidate’s bandwagon. The weaker their preferences are,

or the more abundant and convincing the information in support of other candidates
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is, the more likely a bandwagon effect would overwhelm this resistance.

Political preferences therefore have a crucial place in the bandwagon effect. On

the one hand, they are likely to play a role in determining whether people use

popularity information as a heuristic in their decision-making. Those with strong

party preferences should find decision tasks easier, giving them less reason to fall

back on heuristics.11 On the other hand, they should also be crucial in shaping the

considerations in people’s minds when they reflect on why a certain candidate or

party is popular – the very reflections that might determine whether or not they

switch to support that option. Whichever way the bandwagon effect comes about,

preferences matter, as a moderator. Figure 2.3 therefore builds these preferences

into the theoretical model explicitly.12

Preferences

Dyn. pop. info.

Stat. pop. info.

Conversion

Mobilisation

Figure 2.3: Simplified causal model of the relationship between static and dynamic
popularity, preferences, and vote choice and turnout.

11 Another way to frame this is that they fall back on what is essentially a partisanship heuristic,
rather than falling back on other heuristics (Bowler and Donovan 1998, 29).

12 The moderating relationship between popularity information and political preferences could
be described as an ‘interaction’: the effect of one depends on the other. This is not displayed
specifically in the causal model, because causal diagrams ‘do not specify how variables combine to
influence other variables’ (McElreath 2020, 240). They are ‘non-parametric,’ simply telling us that
there is some function of the variables that influences other variables (Pearl 2010).
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Popularity Information→ Preferences

Preferences have a further role to play though, in that as well as having an im-

portant effect on vote choice, they should also be seen as affected by popularity

information in the bandwagon framework. If the bandwagon effect assumes that

voters’ decision-making could be affected by, for example, what the polls say, it

would be questionable to assume that this popularity information cannot also affect

which parties or candidates they like, or how they rate them when asked. That

is, the bandwagon effect is consistent with an effect of popularity information on

preferences. This comes back to a distinction made in the conceptual discussion

above between misaligned voting and realignment. On the one hand, Blais and col-

leagues, as discussed above, suggest that this effect on preferences is the defining

factor in the bandwagon effect, because

If there is a contagion effect, voters should come to evaluate the parties

and the leaders who are doing well in the polls more positively and

those who are not doing well more negatively. If all of the polls’

effect is accounted for by contagion, we should find that polls had an

impact on ratings of parties and of leaders and that it is only because

of these evaluations that they affected the vote, that is, the polls had

no independent effect on the vote once preferences were taken into

account (2006, 270).13

Bandwagon effects, on this view, are entirely mediated by changes in voters’ evalu-

ations of political parties and candidates. They necessarily involve a realignment

13 Even though the authors refer here to a ‘contagion effect,’ elsewhere in the chapter they draw
an equivalence between this and the bandwagon effect (e.g. Blais, Gidengil, and Nevitte 2006,
264).
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of preferences. In contrast, some work either theoretically labels the bandwagon

effect ‘misaligned voting’ (Evrenk and Sher 2015) or, empirically, operationalises

the bandwagon effect as a vote for a non-preferred option (Lanoue and Bowler

1998). I noted above that a simple solution to this disagreement is to allow both of

these to be a bandwagon effect. What matters, in the definition of a bandwagon

effect, is that popularity information persuades people to vote for a more popular

option, regardless of whether this is a misalignment or realignment.

This, however, means that when modelling the bandwagon effect, we must allow

for both of these possibilities, rather than ruling either out. It is therefore necessary

to factor in the effect of popularity information on preferences, because otherwise

the model does not capture the possibility of realignment, which suggests that the

preferences mediate the bandwagon effect (VanderWeele 2015). This raises the

question of what the theoretical basis is for assuming that bandwagon effects can be

mediated by preferences, beyond just sticking to earlier conceptual commitments.

The answer to this is that both of the theoretical causal mechanisms discussed

above – the viability heuristic and the cognitive response – suggest that preferences

can mediate the bandwagon effect.

Consider first the case of viability. A voter, facing the difficult choice presented by

the 2020 Democratic primary, restricts her range of options to the viable candidates,

Biden and Sanders. For all intents and purposes, she only learns about these two

candidates. She ends up voting for one of them – say, Biden. It is unreasonable

to assume that what she learnt about Biden definitely did not make her like him

more or prefer him over the other options, given that she ended up voting for

him. Popularity information led to her learning about Biden. What she learned

convinced her he was the best option. Then she voted for him. This looks like her
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Preferences

Dyn. pop. info.

Stat. pop. info.

Conversion

Mobilisation

Figure 2.4: Causal model of the relationship between static and dynamic popularity,
preferences, and vote choice and turnout.

preferences have mediated the bandwagon effect. This might not have happened,

but it is implausible to rule it out a priori. Another way to see this is to imagine

the reverse scenario, in which the viability mechanism makes this voter consider

Biden as a candidate, but then everything she learns about him she does not like –

we would not expect her then to vote for him, but we would expect her to lower her

evaluation of him. This is just another, negative, instance of preferences mediating

the bandwagon effect. A causal account of the bandwagon effect that wants to

allow for such viability processes should therefore incorporate the possibility that

the bandwagon effect is mediated by preferences.

Second, consider the cognitive response mechanism. Recall that this involves

voters receiving popularity information, and then reflecting on, or searching for,

reasons people might have for supporting those candidates or parties that are doing

well in the polls. In many cases, it is likely that should these reasons convince

the voter to support this candidate or party, it will be because they convinced

her that this candidate is better than she previously thought. Perhaps in some

instances the reasons will be more instrumental or purposive, and not serve to
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persuade her about the candidate’s political merits, but this is unlikely to represent

the majority of cases. Building the mediated bandwagon effect into the model,

through preferences, simply means refusing to rule out the possibility that the

arguments people consider in order to understand new popularity information –

arguments which then convince them to vote for a popular candidate or party –

could possibly convince them to like that candidate or party more, identify with

it more, or evaluate it higher, along the way. Again, the negative case helps to

clarify this: if a voter engages in an information search in order to understand

why a party is so popular, she might end up encountering arguments that are very

negative and speak to issues she cares about. We would not expect her to vote

for the party, but we would expect her to revise her estimations of it. This, again,

would be preferences mediating the bandwagon effect, and is a direct implication

of the cognitive response.

The diagram in Figure 2.4 therefore incorporates the mediating role of preferences

in the bandwagon effect. This means that popularity information can affect pref-

erences, which in turn can affect vote choice. The direct arrows from popularity

information to vote choice mean, however, that the mediated part of the effect does

not necessarily tell the whole story. Maybe, for some, a bandwagon vote is truly

misaligned. Both options count.

It is worth acknowledging, however, that a large body of research would suggest that

if preferences are defined as ‘party identification’ – a measure of the party people

feel closest to, or identify with – then my model suggests preferences are more

labile than they really are. Since the publication of The American Voter (Campbell

et al. 1960), many in political science have maintained that party identification

develops at a young age and remains quite stable throughout voters’ lives (Achen
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and Bartels 2015; Green, Palmquist, and Schickler 2002; Huddy, Mason, and

Aarøe 2015) with some even considering it similar to demographic characteristics

in its stability (Lewis-Beck et al. 2008). On this view, it is unlikely to be swayed

by ‘short-term forces’ (Howell 1981) such as recent polling. However, if this

understanding of party identity is correct on the whole, then rather than showing

that the model presented here is false, it just helps to explain why bandwagon

effects are small. It is quite widely acknowledged – and consistent with the

claim that party preferences moderate and mediate the bandwagon effect – that

bandwagon effects are likely to be more common among those with the loosest

party attachments (Bartels 1987; Hardmeier 2008; Mehrabian 1998). Those who

have strong partisan identities are not the kinds of people who tend to undergo

bandwagon effects. This does not mean that parties people identify with most

are not able to change as part of the bandwagon effect; it means that this is very

unlikely for those for whom this identity is strong. The implication of this is that

when modelling and studying the bandwagon effect, we might want to allow for

the possibility that this is mediated by changes in party identity – even though

such identities are stable on average – because party identity might mediate the

effect among those to whom the bandwagon effect is most likely to actually happen.

These are likely to be the people to whom the argument that party identification is

a stable, unwavering force is least applicable. Chapter 5 returns to this discussion.

A final point to re-emphasise, before turning to questions of measurement, is that

this theoretical discussion is very zoomed-in. It focuses on a relationship between

information and voting behaviour. This is important to note, first, because this

relationship does not capture the whole picture, in terms of a voter’s information

environment and decision-making. For example, the model does not account
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for where the information comes from. But of course, in order for popularity

information to present itself, something has to happen to make a party or candidate

popular in the first place – as noted in some of the examples in Chapter 1. Voters

also have to receive this information somehow, a part of the process that is not

automatic, especially considering that people pay more attention to information

that says what they want to hear. In many cases, even when they do receive the

information, I have tried to clarify above that this does not necessarily mean they

will undergo a bandwagon effect in anything like a deterministic sense. In short, the

model mostly tells the story of what happens when a voter does receive popularity

information and it does motivate them to change their voting behaviour. It is not

the whole causal story of how voters decide.

The second reason it is important to emphasise the scope of this model is because

it leaves out other ways in which popularity information can end up affecting the

vote. In particular, polls that voters never even see are known to play a role in

determining election outcomes by influencing political donations, or guiding cam-

paign spending and resource allocation. Henshel and Johnston (1987) summarise

these potential ‘indirect’ processes, which I return to in the conclusion of this

thesis. The reason I do not address them here is because they are not part of the

bandwagon effect per se. The bandwagon effect refers to the specific process of

voters responding to popularity information that they receive by voting for popular

parties or candidates. It is nonetheless worth noting that I do not mean to rule

out this additional, likely very consequential, role of popularity information in the

democratic process. Indeed, I will note in Chapter 6 that future research on the

bandwagon effect would do well to consider it alongside or as a specific part of

this broader phenomenon.
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Approaches to Studying the Bandwagon Effect

Given the causal structure set out above, how is it possible to measure the band-

wagon effect? Abstractly, Figure 2.4 tells us that for each type of bandwagon

effect, the total effect can be estimated by measuring the statistical association

between a given type of popularity information and the outcome. For example,

if we measured the association between voters’ static popularity information and

their vote-switching, we would estimate the total static bandwagon conversion

effect captured in the bold arrows in Figure 2.5.

Preferences

Dyn. pop. info.

Stat. pop. info.

Conversion

Mobilisation

Figure 2.5: Causal model of the relationship between static and dynamic popularity,
preferences, and vote choice and turnout, highlighting static bandwagon conversion
effect.

The problem is that there is no obvious way to capture a given person’s popularity

information. Short of engaging in very invasive observation in which, for example,

a sample of voters’ internet usage is tracked throughout an election campaign to

obtain fine-grained coverage of all the information they have come across online,

it is very difficult to know with any accuracy what information someone has at

her disposal. For example, how can a researcher know with any certainty which
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polls every survey respondent has seen?14 For all intents and purposes, popularity

information is typically unobserved. This means that researchers cannot simply go

out into the world and observe relationships between popularity information and

vote choice.

Faced with this difficulty, two dominant approaches have emerged in the empirical

literature: one observational (using normal survey questions), the other experi-

mental (using randomised trials). Briefly, the observational approach involves

taking data on people’s electoral expectations and attempting to isolate a statistical

association between the information contained within these opinions and their vote

choice. The experimental approach uses randomised controlled trials to control

directly what popularity information people see, and measuring the differences

in vote choice between those with and without polling information. I explore the

logic of these approaches more thoroughly below, directly setting up the empirical

chapters (3, 4 and 5) of the thesis in the process.

Expectations and the Bandwagon Effect

Although we do not know exactly what information voters have access to, we can

attempt to get at this indirectly. One way to do this is via their attitudes, opinions,

or beliefs. We can attempt to glean what information they have in mind when

answering questions about these. In the case of the bandwagon effect, we could

14 Some have tried to measure the bandwagon effect by isolating which polls a given voter is
likely to have seen based either on the timing of the interview (Blais, Gidengil, and Nevitte 2006) or
self-reported media consumption combined with content analysis (Stolwijk, Schuck, and de Vreese
2017), but this is complex and potentially introduces many forms of unobserved confounding.
Beyond this, self-reported media consumption correlates only modestly with real, ‘logged’ media
use patterns, casting doubt on the validity of such approaches (Parry et al. 2021).
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ask people about their electoral expectations:

(Electoral) expectations: a voter’s opinions about the likely perfor-

mance of political parties or candidates at a future election.

This definition of expectations shows that they are likely to have a close affinity

with popularity information. Candidates win elections by being popular. When

working out who we expect to win elections, we would therefore be wise to pay

attention to information about that popularity. This means that when we ask people

their expectations, their answers reveal something about the popularity information

they are likely to have encountered. Consider that the polls are typically directed

towards some election, either hypothetical or real. They might be conducted during

a campaign, about the upcoming election. Outside of campaigns, they will typically

ask voters how they would vote if an election were held tomorrow. The relevance

of this information is usually in its implications for what will or would happen

in such an election – even though forecasters are keen to resist this immediate

association (Gelman 2013). It is therefore quite natural to think of expectations as

a kind of attitudinal counterpart to popularity information. Popularity information

tells us how parties are likely to perform at an election. Expectations are how we

tell others how they are likely to perform – in our opinion.15

Specific instances of expectations will diverge from this close affinity with popu-

larity information, because they rely on other informational considerations. For

15 Note that this definition does not imply any specific survey item or operationalisation.
Expectations could be tapped into with a question about which prime minister will lead the
government after an election, how many votes each party will receive, which party will be the
largest in government, etc. For this reason, approaches to measuring expectations that capture
their uncertainty and potentially multiple dimensions may be the gold-standard for measuring this
concept (Leemann, Stoetzer, and Traunmüller 2021).
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example, coalition expectations in multiparty systems also draw on cues such as

which parties are willing to negotiate with each other (Gschwend, Meffert, and

Stoetzer 2017). Yet even in these cases, popularity information affects expectations

(Bowler, McElroy, and Müller 2021). Because the bandwagon effect is concerned

with how popularity information in particular influences voting behaviour, the role

of other informational cues is not of central interest here, so it is left out of my

models.

As noted above, while they take information into account, opinions are also based

on ‘predispositions’ (Zaller 1992). Recall that each opinion, expressed in a survey

or interview, is the result of the respondent calling to mind relevant ‘considerations’

from which to form an answer. These ‘considerations’ are biased, owing to

motivated reasoning. As such, the opinion constructed from them is also biased.

Opinions are not an accurate reflection of voters’ full information environment, but

instead reflect their biased reading of that environment. Different people will form

different opinions when given the same information.

This model can quite easily be applied to electoral expectations. Expectations are

opinions. In the formation of these opinions, the process above becomes what is

known as ‘wishful thinking’: voters express expectations that are more in line with

their party preferences (Babad 1997; Bartels 1985; Bowler, McElroy, and Müller

2021; Lanoue and Bowler 1998; Lazarsfeld, Berelson, and Gaudet 1948; Meffert

and Gschwend 2011; Stiers and Dassonneville 2018). This means that, in reality,

asking a voter questions about the likely performance of parties will not lead to

an answer which reflects her information environment accurately, but rather she

will generally give more weight to any information suggesting her preferred party

is more popular, and the answer will reflect this. Some even claim that wishful
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thinking is the main driver of expectations (Mongrain 2021).

Wishful thinking: the tendency of voters to think or say they think,

ceteris paribus, that their (less-) preferred parties are going to perform

better (worse) at an election.

These relationships between party preferences, popularity information and expecta-

tions indicate that expectations could be introduced to the causal model presented

above, as in Figure 2.6.

Preferences

Dyn. pop. info.

Stat. pop. info.

Conversion

Mobilisation

Expectations

Figure 2.6: Causal model of the relationship between static and dynamic popularity,
preferences, expectations and vote choice and turnout.

A first point to note here is that I have specified that both static and dynamic popu-

larity information affect expectations. Expectations are about the future (Zerback,

Reinemann, and Nienierza 2015). Scholars have demonstrated that static informa-

tion such as what the polls are saying right now influences these expectations (e.g.

Blais and Bodet 2006; Irwin 2002). However, dynamic popularity information –

for instance, cues in the polls about how parties’ popularity is changing over time

– provides a basis on which to link this present state of affairs to the future. This

kind of reasoning can be seen in sports (Arkes 2011), including in the form of the

so-called ‘hot hand fallacy’ (Ayton and Fischer 2004). Recent social psychological
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research also finds that people apply dynamic considerations to how they predict

future behaviours (Mortensen et al. 2019; Sparkman and Walton 2019). This dy-

namic effect has, nonetheless, not been explored seriously in empirical research on

electoral expectations. I therefore incorporate it here on the basis of its theoretical

plausibility, and provide extensive experimental evidence of the relationship in

Chapter 4.

Beyond this, Figure 2.6 reveals the logic behind the ‘expectations approach’ to

studying the bandwagon effect. Because expectations are in a sense ‘downstream’

of popularity information, they serve as a proxy for it. Voters’ expectations

contain clues about what popularity information they are likely to have encountered,

because they factor this information into their opinion. However, the relationship

between expectations and voting outcomes is ‘confounded.’ That is, they share

a common cause. With both conversion and mobilisation, expectations share the

causal impact of preferences. People vote for parties they like, and they have

higher expectations for those parties. This means that the relationship between

expectations and these outcomes will be strongly biased upwards, giving the

spurious impression of a large effect that is not at all due to the bandwagon effect

it is meant to measure. This demonstrates the problem wishful thinking poses for

this approach and why researchers using this approach always make adjustments

for party preferences, in order to remove this confounding bias.

In Chapter 5, I argue that this approach, in its common form, does not typically

work. The reason it does not work is already apparent on proper scrutiny of

Figure 2.6. Briefly, the act of adjusting for preferences here closes off the causal

path flowing from popularity information to the outcomes of conversion and

mobilisation, meaning that these analyses will never capture the total effect of this
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information. They remove the possibility of preferences mediating the bandwagon

effect. They fail to measure the full bandwagon effect by design. The approach

also risks confusing static and dynamic effects, or suppressing either, because

expectations are affected by both static and dynamic popularity information. I

explain this in more depth in Chapter 5, and propose a new approach that uses

panel data to overcome these problems in measuring the bandwagon effect.

Studying the Bandwagon Effect Experimentally

Alternatively, experiments or ‘randomised controlled trials’ offer a way to vary

popularity exogenously, such that its effect on voting behaviour can be estimated

without bias. Rather than relying on an attitudinal proxy that introduces problems

of confounding, voters can simply receive polling information at random, and

differences in their behaviour can be observed. If people who randomly receive

information suggesting a candidate is in the lead are more likely to vote for

the candidate than those without the information, this would be evidence of a

bandwagon effect. This demonstrates how experimental designs enhance internal

validity. Indeed, researchers employing this method to study the bandwagon effect,

by presenting respondents with randomly varying news reports, have noted that

Because the news program was identical in all respects except for the

poll-related story, and because participants were randomly assigned

to experimental conditions, any differences between conditions in

the dependent measures can be attributed only to the poll results

(Ansolabehere and Iyengar 1994, 415–16).
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This point is central to much bandwagon research. It has even been asserted that

proof of the effect’s existence must be based on an experimental schema (Arnesen

et al. 2017, 741; Nadeau, Cloutier, and Guay 1993, 204). While this is likely an

overstatement, experiments have nonetheless been the most common approach to

studying the bandwagon effect in the empirical literature.

The main limitation to experimental research is that it has focused almost entirely,

as noted in the discussion of the typology above, on static bandwagon conversion

effects. This is not necessarily problematic – this is a type of bandwagon effect that

deserves study. However, the experimental approach is underplaying its hand by

not simultaneously measuring static and dynamic, and conversion and mobilisation

effects. In Chapter 3, I provide an example of how to study all types of bandwagon

effect in tandem, experimentally. I also use the experimental approach to unpack

the effects of different types of popularity on expectations in Chapter 4.

Conclusion

There is a lot of research on the bandwagon effect, but as yet the concept has rarely

been formulated in a consistent and coherent way that allows researchers a) to

distinguish it from other phenomena in voting behaviour, b) to clearly situate it

theoretically, and c) to question methods for studying it critically. In this chapter, I

have provided a framework in which to read the empirical work of this thesis by

addressing each of these points.

First, I answered the question of what we mean when we say ‘bandwagon effect,’

through conceptual analysis. Reviewing the way the concept has been treated in the
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literature over approximately the past 80 years, the first part of the chapter attempted

to define the effect so as to draw out the common focus of these studies and clearly

demarcate the bandwagon effect. This definition describes the bandwagon effect

as a positive individual-level change in vote choice or turnout decision towards

a more or increasingly popular candidate or party, motivated initially by this

popularity. The room for manoeuvre left by ‘vote choice or turnout decision’ and

‘more or increasingly popular’ sets up a typology of bandwagon effects, which can

be static or dynamic, and conversion or mobilisation effects.

Second, I asked what the broader theoretical implications are of such an effect. In

other words, what would we expect this effect to look like as a causal process?

How might people end up being motivated to vote for more or increasingly popular

parties? Why does it make sense to imagine such an effect taking place? The

second part of the chapter addresses this by linking the bandwagon effect to broader

political psychological theory on how information influences voters’ decisions. To

summarise, the bandwagon effect might come from a tendency to use popularity

information such as the polls as a ‘heuristic’ to circumvent difficult vote decisions,

and from a deeper engagement with the information about the pool of candidates

when vote decisions are easier. Because this is consistent with how voters are

known to treat information in general, it is apparent there is a place for the band-

wagon effect within these models. This place is very similar to how Mutz (1998)

situates her theory of ‘impersonal influence.’ Recognising this, I draw on her work

on the ‘cognitive response’ to explain the psychological mechanisms underlying

the effect when it comes from ‘deeper engagement,’ and further draw out the

similarities between this model and more recent, prominent models of political

psychology (e.g. Lodge and Taber 2013; Marcus, Neuman, and MacKuen 2000).
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This section builds a simple theoretical model of the bandwagon effect – of every

form – presented through causal diagrams. This model and the attendant theoretical

discussion reveal that voters’ predispositions should considerably constrain the

bandwagon effect, as both mediator and moderator.

Finally, I outlined the two dominant approaches to studying the bandwagon effect

that work around the difficulties this causal model presents in different ways. A

key problem is that the popularity information voters consume is hard to pin down.

For all intents and purposes, it is unobserved. The first, observational approach,

involves inferring this information from people’s ‘electoral expectations.’ I set out

the assumptions behind this approach, setting the stage for large parts of the rest of

the thesis. One assumption – that dynamic popularity information affects electoral

expectations – is as yet untested, so in Chapter 4 I test it. More broadly, and partly

because of this finding, the causal inferential assumptions behind this ‘expectations

approach’ mean that it typically falls short of measuring the bandwagon effect. This

is a point that Chapter 5 draws out fully, with potentially broad implications for

the study of a whole class of questions in political science, beyond the bandwagon

effect.

Before progressing to these discussions, though, it is worth asking how the argu-

ments above can be put into practice. Arguably, the conceptual and theoretical

arguments are only useful insofar as they can drive research design. The discussion

of approaches to measurement above describes how this is typically done in broad

terms, but I have noted that there are limitations to such existing approaches. So if

a researcher has full control over the design and implementation of a study, how

would he (that is, I) apply these arguments in order to learn as much as possible

about the bandwagon effect? How could the potential of the experimental approach
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to studying the effect be maximised? These are the questions I turn to next, in

Chapter 3.
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Off the Biden Bandwagon: An

Experimental Study of the

Bandwagon Effect in the 2020 US

Presidential Election

Introduction

This chapter takes the conceptual and theoretical points made in Chapter 2 and

directly implements them to design and conduct empirical research. In doing so, it

addresses RQ3:

RQ3: How can the concept and theory of the bandwagon effect be put

into practice empirically?
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The chapter presents an experimental study of the effect of state polls on voting

behaviour at the 2020 US presidential election. I note, first, that research on

the bandwagon effect has overlooked the potential impact of state-level polls on

voting behaviour (in favour of national polls). I use the theoretical discussion from

Chapter 2 to establish that these polls could be likely – perhaps especially likely

– to induce bandwagon effects. I then design an experiment to capture all four

types of bandwagon effect set out in the typology. Contrary to predictions of the

bandwagon effect, voters seem to emerge as less likely to support Biden when

learning he is in the lead in polling in their state. Beyond this, the dominant story

the results tell is that state polls had minimal net overall effects.

It makes sense to study the bandwagon effect in state polls for two reasons. First,

because existing research has not done so, leaving a gap in our knowledge about the

bandwagon effect in major presidential elections. Second, because the theoretical

mechanisms underlying the bandwagon effect, set out in Chapter 2, suggest the

effect could happen in state polls. Research on the bandwagon effect in presidential

primaries and nomination campaigns suggests that state contest results stimulate

the viability mechanism. More relevantly, the cognitive response could also operate

particularly strongly at this state level. The first section of the chapter attempts to

draw out these points.

The 2020 US presidential election also serves as an important case study of the

bandwagon effect. In this election, polls overestimated Joe Biden’s support in

multiple states. This contributed to the inaccuracy of election forecasts, which

nonetheless correctly predicted that Biden would win overall (Keeter et al. 2021;

Kurtzleben 2020). As Hardmeier (2008, 504) notes, ‘polls are accompanied by

two constants: the debate about their quality. . . and the debate about their alleged
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effects in the run-up to elections.’ As drawn out in Chapter 1 though, these two

questions are also related: if the polls were wrong, the question of whether or

not they influenced people is arguably more pressing. If pollsters and forecasters

are able to give candidates a significant electoral boost by incorrectly reporting

that they are in the lead, regulators and policy-makers may have good reason to

seek to restrict publication of these reports. This is certainly what the framing of

discussions about such regulation seem to suggest. Alongside inquests into why

the polls ‘missed’ what was to happen in a lot of states in 2020, then, it is natural to

ask what the effects of these inaccurate state-level polls might have been on voters.

As Chapter 2 explains, though, there are multiple dimensions to the bandwagon

effect: voters can be influenced not only by which candidate is in the lead (static

popularity), but also how the candidates’ popularity appears to be changing over

time (dynamic popularity), and the effect can be expressed through changes in vote

choice between the candidates (conversion), or changes in turnout (mobilisation).

To understand the effects of state polls in this election fully, it is necessary to

account for all of these potential effects.

In order to apply these arguments, I conducted an experiment in which I randomly

exposed voters to information about the static and dynamic popularity of Trump

and Biden in potential swing states (Georgia, North Carolina, Ohio, and Texas) in

the lead up to the 2020 US presidential election – using data from real, publicly

available state-level polls. Respondents had the choice to vote for a candidate or

abstain. The results of this experiment suggest, contrary to the bandwagon effect,

that being portrayed as the leading candidate in a state poll tended to decrease

Biden’s support in that state, especially among those who did not already identify

with the Democrats. There is no convincing evidence of any significant dynamic
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or mobilisation effects.

These observations point to the possibility that polls missed the outcome partly

because they affected the outcome. Polls suggesting Biden was in the lead may

have actually driven down support for Biden. Perhaps these polls were not as

wide of the mark as it seems. They likely still substantially overstated Biden’s

popularity, but publication of these very overestimates may have itself amplified

the disparity between the polls and the eventual outcome in many states. As such,

as well as demonstrating how to apply the insights of Chapter 2 when designing

research addressing the bandwagon effect, and providing an empirical insight into

the effects of state polls, this chapter potentially contributes to resolving the puzzle

of how the polls overestimated Biden’s dominance.

The chapter proceeds by exploring the findings of existing research on the band-

wagon effect, focusing on experimental studies, and explaining how these findings

relate to the theory behind the effect, in order to demonstrate the space this leaves

specifically for the study of effects of state-level presidential polls. Throughout this

discussion, I propose hypotheses that cover the full range of bandwagon effects

from Chapter 2. I then explain the experimental design and data collection process,

before presenting my results. The Discussion and Conclusion section explores the

implications of these findings and provides a note of caution on over-interpretation,

acknowledging the chapter’s limitations.
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Bandwagon Effects and State Polls

Experimental study of the bandwagon effect dates back as far as the 1940s, follow-

ing the introduction of ‘scientific’ polling methods (Cook and Welch 1940), based

on the concern that publication of such polls might create the effect. While some

experimental studies have either found very nuanced or limited evidence (Navazio

1977), or none at all (Dizney and Roskens 1962), most have found support for

bandwagon effects, whether in hypothetical (Farjam 2020; Goidel and Shields

1994; Roy et al. 2015) or real election scenarios (Mehrabian 1998). Despite this

long history, to date, no research has studied whether or not state-level polling can

produce bandwagon effects in presidential contests.

Chapter 2 sets out two ways in which a bandwagon effect might emerge. Scru-

tinising these theoretical underpinnings of the effect helps to demonstrate why

state-level polling offers a potentially interesting case. First, in the US context,

scholars believe that the viability mechanism has an effect on presidential primary

elections. Kenney and Rice (1994, 927) argue that George H. W. Bush enjoyed a

‘substantial’ bandwagon effect in 1988 owing to his momentum in early primary

contests. Bartels (1985, 804; see also Bartels 1987) presents Gary Hart’s ‘meteoric

rise’ as evidence that ‘bandwagons play an important role in nominating cam-

paigns.’ In these studies, the ‘momentum’ behind a bandwagon effect is signaled

by success in individual states throughout the sequential election, rather than by

overall vote intention polls of all voters. It is believed that winning states in the

primaries, particularly early ones, determines a candidate’s viability, and creates

a bandwagon effect. This same logic was used in 2020, when success in early

contests led some to claim Bernie Sanders had ‘momentum’ (Burgis 2020), but

120



Chapter 3

this changed after Joe Biden won South Carolina and set his ‘bandwagon’ rolling

(Veit 2020).

It therefore seems that candidates’ popularity and viability in other states, as

revealed through victories in earlier contests, has the potential to influence voting

behaviour. This raises the question of whether people within a given state might

partially base their vote choice on how well a candidate is likely to do in their

state. There is no clear reason why voters would privilege popularity elsewhere

over popularity closer to home. The difference could of course be brought about

by the sequential nature of the election. It may be that the clear, concrete signal

of recent electoral victories (in other states) is more persuasive than the uncertain

information conveyed in polls (in the voter’s state). As the effects of state-level

polls on the vote have not received scholarly attention, little is known about whether

this distinction is consequential.

Arguably, though, presidential elections are not so difficult for voters that they

should have to rely substantially on the viability heuristic. Chapter 2 explains that

the ‘cognitive response’ (Mutz 1998) could lead to a bandwagon effect in easier

contests such as the general presidential election. This happens when voters receive

popularity information and, in response, consider the arguments that people might

have to justify their support of the popular candidates. These arguments might end

up convincing the individual to jump on the bandwagon too.

Again, here, the role of candidates’ popularity in a given voter’s state is largely

overlooked. Yet the outcome of the election is determined by the number of states

in which a candidate wins a majority, rather than whether a candidate wins a
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majority of votes across the USA.1 Recall that, now (in)famously, in 2016, Hillary

Clinton received more votes than Donald Trump overall, but Trump still won the

election. This makes the state race important. Theoretically, there is reason to

believe that the cognitive response could also operate particularly strongly at this

state level. Voters are likely to feel a closer affinity, or mutual interest, with others

in their state. This would make understanding the reasons which, for example,

Georgians have for voting for Biden more pertinent to a given Georgian who finds

out Biden is leading in Georgia state polls. For similar reasons, a voter in a given

state is likely to have a deeper understanding of the concerns and motivations of

other voters in her state, making these considerations more accessible to her for

mental ‘rehearsal.’ Both of these factors should combine to strengthen the cognitive

response mechanism.

Taking this body of evidence and arguments together, it is highly plausible that

state polls could create bandwagon effects. This is notable given that, in the most

recent presidential election, many state polls suggested Joe Biden had a larger vote

share than he ended up receiving (Keeter et al. 2021). Some voters may have been

motivated by this potentially false popularity information to vote for him where

they otherwise wouldn’t have. There may have been a Biden bandwagon at the

state level. Importantly though, this could also mean that in states where Trump

was dominant in the polls, or in which some polls gave Biden the lead, and others

gave it to Trump, Trump may have derived a similar advantage. These differential

effects would have been unlikely if people only followed national polls, which

1 The states of Maine and Nebraska allocate two electoral votes to the state popular vote winner
but also give one electoral vote to the popular vote winner in each of their ‘Congressional districts.’
This means that these states sometimes spit their electoral college vote, providing support to both
candidates.
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universally favoured Biden.

Static and Dynamic Bandwagon Effects

As well as varying across different levels of competition, the picture painted by the

polls also depends on both ‘static’ and ‘dynamic’ information. As the overview

of the literature in Chapter 2 indicated, little attention has historically been paid

to the possibility that voters might also be influenced by the momentum a party

or candidate has over time (dynamic popularity), rather than just which party or

candidate is most popular (static popularity), even though poll results reveal both

of these things to voters (Irwin and Van Holsteyn 2000). Where experiments

have studied dynamic and static effects together, this has been in research on

issue opinions, and typically without allowing static and dynamic popularity to

vary independently. For example, experimental participants will be told that

public opinion is both in a certain direction, and moving increasingly towards that

direction, on an issue such as abortion (Nadeau, Cloutier, and Guay 1993) or free

trade (Cloutier, Nadeau, and Guay 1989). Only Marsh (1985) has clearly treated

static and dynamic bandwagon effects distinctly, with one group in her experiment

seeing static information and another seeing dynamic information about abortion

opinions. These studies find evidence suggestive of dynamic effects in attitude

formation, but this does not readily or necessarily generalise to voting behaviour.

In general, it is important to consider the role of dynamic bandwagon effects.

Recent research even suggests that polls are selectively reported and published

based on the dynamic consideration of how much they suggest parties’ vote shares

have changed over time (Larsen and Fazekas 2021). This could mean that voters
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are more likely to see polls that have the potential to produce dynamic bandwagon

effects. By overlooking the potential for such effects, it is therefore possible that

we miss a large part of how these polls affect election outcomes.

Experimental voting behaviour research has only studied dynamic bandwagon

effects in proportional, multiparty systems. Arguably here, because being in first

place in the election is not necessarily the only way to ‘win’ (Plescia 2018; Stiers,

Daoust, and Blais 2018), dynamic bandwagon effects should be more relevant than

static effects. Van der Meer et al.’s (2016, 49) choice to ‘focus exclusively on the

bandwagon vote related to momentum,’ finding evidence of a small bandwagon

effect for the Dutch PvdA, reflects this. Similarly, Dahlgaard et al. (2017) find that

Danish voters with fake polling information are significantly more likely to vote

for the party with momentum. These findings raise the question of whether such

‘dynamic’ considerations might carry over into majoritarian, presidential contests.

This is an overlooked possibility, particularly in experimental research, despite the

fact that the idea of dynamic bandwagon effects originates in research on the US

(primary) context (Abramowitz 1987, 1989; Bartels 1985, 1987; Callander 2007).

There are theoretical reasons to expect that dynamic bandwagon effects would

happen in presidential contests. First, note that Mutz (1998, 212) frames the

‘cognitive response’ in fundamentally dynamic terms, as a process that might be

triggered when ‘more and more people are rushing to support a particular candidate.’

Second, because presidential contests are ‘easier’ decision tasks for voters, they

are naturally expected to encounter more information about the candidates in the

race, including polling information. In this context, it is unlikely that most polls

will be surprising to many voters, limiting the extent to which they affect their

behaviour. As such, dynamic changes in the polls should exert more of an influence
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on voting behaviour than the static state of the race (Atkin 1969, 516; Irwin and

Van Holsteyn 2000, 13).

Recognising this possibility and reflecting the distinction drawn out in Chapter 2 –

as well as the purpose of this chapter as a demonstration of how to operationalise

these arguments experimentally – I propose the following hypotheses:

H1 Static bandwagon conversion effect: polls suggesting a candidate

(Trump/Biden) was in the lead in their state made voters more likely to

vote for him over other options.

H2 Dynamic bandwagon conversion effect: polls suggesting a candidate

(Trump/Biden) was becoming more popular in their state made voters more likely

to vote for him over other options.

Bandwagon Conversion and Mobilisation Effects

In calling these ‘conversion’ effects, I distinguish them from ‘mobilisation,’ consis-

tent with Chapter 2. To recap, it is possible for bandwagon effects to come about

through changes not only in which party someone intends to vote for (conversion)

but also whether or not they intend to turn out to vote for their preferred party

(mobilisation). Promising research from economics suggests that popularity might

motivate turnout (e.g. Agranov et al. 2018; Grillo 2017; Panova 2015). This

is an important finding in the economic literature on public choice due to how

it speaks to rational choice models of voting. These generally predict that the

closer a race is, the more likely people are to turn out, and are directly contradict

bandwagon mobilisation effects (Grillo 2017, 466). One economic experiment
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found that ‘the availability of information reduces the probability of minority

participation and increases the probability of majority participation’ (Agranov et

al. 2018, 839). Such effects also emerge in variously specified formal models or

games (Gartner 1976; Grillo 2017; Panova 2015). Beyond this, scholars conduct-

ing quasi-experiments have also claimed to find evidence of bandwagon ‘turnout’

effects (Kiss and Simonovits 2014; Morton et al. 2015) though this largely captures

distinctly non-bandwagon behaviours, as noted in Chapter 2. It is important to ac-

count for this effect, as well as the far more widely studied bandwagon conversion

effect, in order to capture the full range of decisions that can be motivated by polls.

Again, there are also theoretical reasons to expect bandwagon mobilisation effects

in presidential elections. As Chapter 2 explained, the cognitive response mechanism

depends on convincing arguments motivating changes in voting behaviour. Insofar

as the cognitive response can be applied to mobilisation effects, which Chapter

2 claims it can, this suggests that there is plenty of opportunity for mobilisation –

it might even be easier for popularity information to stimulate mobilisation than

conversion. To the extent that an individual has well-developed party preferences,

which most voters tend to have in presidential contexts (Abramowitz 1987, 50;

Gimpel and Harvey 1997, 158), she is likely to engage in ‘motivated reasoning’

(Leeper and Slothuus 2014) which will make the considerations that come to mind,

when she undergoes the cognitive response, less likely to convince her of the merits

of the other party and therefore convert (Zaller 1992). However, when the poll or

popularity information she receives is favourable to the party she already prefers,

the arguments she considers to understand why people are voting for the party are

likely to be more favourable towards that party and motivate her to turn out. She

understands the reasons behind supporting the party, she just needs to be covinced
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to go and cast a ballot.

In light of this argument and the goal of this chapter as a demonstration of how

to operationalise all the distinctions made in Chapter 2, I propose the following

hypotheses:

H3 Static bandwagon mobilisation effect: polls suggesting a candidate

(Trump/Biden) was in the lead in their state made voters more likely to vote for

him rather than abstaining.

H4 Dynamic bandwagon mobilisation effect: polls suggesting a candidate

(Trump/Biden) was becoming more popular in their state made voters more likely

to vote for him rather than abstaining.

Data and Method

Experimental Design

I conducted an experiment during the 2020 US presidential election campaign, in

order to assess these hypotheses. I received ethical approval for the experiment

from the Queen Mary Ethics of Research Committee (QMERC2500).

Voters from four states in the USA were randomly assigned to receive different

polling information from within their state, taken from real, recently conducted

polls. They could see a text describing a poll in which Donald Trump was in

the lead or one in which Joe Biden was in the lead. In both cases, these were

real polling results that voters could have encountered outside of the experimental
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context. Randomised independently of this, but shown at the same time, they could

be told that Donald Trump was gaining ground in the polls or that Joe Biden was

gaining ground. The other candidate, in each case, had stable polling (either no

change, or at most an increase or decrease of one percentage point since a previous

poll). This, again, was information the voter could have gleaned outside of the

experimental context, because this change over time is based on a comparison

to another real recent poll.2 An additional layer in the design randomly assigns

one of these features to be ‘qualitatively emphasised,’ with an additional sentence

drawing attention to it.3 Respondents choose between four outcomes. They can

either abstain, vote for ‘other,’ or vote for Biden or Trump. This experiment was

fielded on October 1st to a total of 2,661 participants during the late stages of the

campaign for the 2020 US presidential election.4

The use of real polling information in the experimental treatments arguably makes

not only for a more ethical, but also more internally and externally valid design.

The main priority in designing this experiment was to ensure it was ethical and

justifiable, particularly given the salience of the election campaign into which I

was intervening. As such, I wanted to minimise as far as possible any risk of

deception. Rather than dwelling on this here though, I reflect at length on why

such considerations matter in the essay on experimental design in Appendix A.

That discussion also sets out why, arguably, minimising deception can be seen

as a strategy that is beneficial to causal inference as well as ethical justifiability,

2 All of the polls used here were taken from FiveThirtyEight’s state poll aggregators, e.g.:
https://projects.fivethirtyeight.com/polls/president-general/ohio/.

3 See Appendix B.9 for the wording of these sentences.
4 The experiment was designed in Qualtrics and fielded on the Prolific platform (Palan and

Schitter 2018). Based on the power analysis reported in Appendix B.1, I targeted a sample of
over 4,000 voters but received large rates of non-response. State sample sizes: Georgia 481, North
Carolina 559, Ohio 519, Texas 1102.
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contrary to intuitive assumptions about what deception does.

Figure 3.1 shows a real example of a vignette a respondent in Ohio might have seen.

Here, the design randomly assigns static popularity and dynamic popularity to Joe

Biden, and the qualitative emphasis is set to Donald Trump’s dynamic popularity

(which is stagnant). Figure 3.1 is exactly what respondents saw – the technical

wording of ‘static’ and ‘dynamic popularity’ is just what I use here for shorthand

and was not itself presented to respondents. The recent poll the vote shares are

drawn from is real, and the same for both candidates. The dynamic popularity

is based on linking this to a real previous poll which is again the same for both

candidates, and calculating the change in vote shares between the two. I provided

a full list of all the polls used in the experiment to respondents in the debrief.5 This

vignette is just one example that a voter in Ohio could have seen. Appendix B.9

contains examples of the other options, along with the possible emphasis sentences

that can be combined with these in Appendix B.4. An equivalent range of options

was available in each of the other states, mutatis mutandis. In order to minimise

‘profile-order’ effects (Leeper, Hobolt, and Tilley 2019), the treatment information

could be presented mentioning either candidate first (i.e., it was equally as likely

that the trailing candidate would be mentioned first as the winning candidate). In

order to avoid ‘response-order’ effects – similar to ballot order effects (Ho and

Imai 2006) – the response options were shown in a completely random order. That

is, the order in Figure 3.1 was one of 24 (4 × 3 × 2 × 1) possible orderings, all

randomly determined for each respondent and shown with equal probability.

I chose the four states – Georgia, North Carolina, Ohio and Texas – based on

5 Respondents were shown all of the possible combinations they could have seen, and links to
information on the polls were provided. This information is available in Appendix B.3.
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Figure 3.1: Example experimental task from Ohio.

closely related theoretical and practical considerations.6 In all four of these states

it was possible to find recent polls showing a lead for either candidate, and as a

result it was also possible to find previous polls relative to which either candidate’s

more recent performance was an improvement. For example, in Georgia, one poll

gave Trump a 47%-46% lead. A previous poll gave Trump 44% to Biden’s 46%.

Combining this with the recent poll means that Trump’s performance improved

(+3%) while Biden’s stayed constant. The same poll could however be combined

6 In the event, North Carolina, Ohio and Texas were all won by Donald Trump, but Joe Biden
won in Georgia.
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with a previous poll in which Trump had 48% to Biden’s 41%, meaning Trump’s

performance stayed relatively constant (-1%) while Biden’s improved (+5%).7 This

variability meant that it was possible to randomise static and dynamic popularity

independently, without recourse to fake data. This is, of course, also what makes

these states of theoretical interest – they were those where the winner seemed

hardest to predict, and therefore where a bandwagon effect would potentially be

most consequential for the overall election outcome.

In the case of Texas, it was not possible to have a combination of polls such that

Trump had dynamic popularity, while Biden had static popularity. There was

no recent enough combination of poll results available. Owing to the emphasis

placed here on realism and avoiding deception, I therefore did not include this

combination. As a robustness check, in Appendix B.5 I carry out a version of

my analysis in which the data from Texas is removed and reproduce the main

findings. Similarly, I reproduce the main findings only among respondents who

passed attention checks (Appendix B.6) and only among those who had not already

voted when the experiment was conducted (Appendix B.7).

The independently randomised sentence emphasising one of the candidates’ static

or dynamic popularity reflects the finding that bandwagon effects only emerge

when dry poll results are given a qualitative spin (Fleitas 1971; van der Meer,

Hakhverdian, and Aaldering 2016). Experimental designs should incorporate

this because in the real world it is very rare for voters to see polls without any

qualitative interpretation (Dahlgaard et al. 2017). This part of the design works

by simply randomising between four options – Biden static popularity, Trump

7 Some of this flexibility is enabled by differing methodologies across polling agencies and the
distinction between registered voter and likely voter polls.
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static popularity, Biden dynamic popularity, Trump dynamic popularity – and

selecting a corresponding sentence that is added to the short text, emphasising this

aspect of the poll results. If Biden has the larger vote share, and the qualitative

emphasis is ‘Biden static popularity,’ this sentence will draw attention to the fact

he is in the lead. If Trump has not increased his vote share since the last poll, and

the qualitative emphasis is ‘Trump dynamic popularity,’ the sentence will draw

attention to the fact that he is not winning people over as the campaign goes on.8

Results

Overall Effects

Figure 3.2 presents the overall picture of how participants in the experiment

responded to the main static and dynamic popularity information. The effects

visualised here are drawn from regression models in which the outcome is either

a binary indicator of whether or not someone voted for Biden (left), or a corre-

sponding binary indicator of whether someone voted for Trump (right). These

effects describe the change in the probability of voting for the candidate brought

about by switching from that candidate not having static/dynamic popularity (No

static/No dynamic) to having static/dynamic popularity (Yes static/Yes dynamic).

Again, this wording is just shorthand for the more clearly phrased vignette text

8 I include this ‘emphasis’ feature in the regression models reported below in order to improve
precision , but it is not of central interest. I originally planned to conduct analyses with an interaction
term between this emphasis variable and the ‘popularity’ factors, in order to detect whether the
effect of a specific type of ‘popularity’ depended on it being emphasised in the vignette, but I do
not report any such analysis because – as the power analysis in Appendix B.1 shows – the sample
collected here is too small to detect these effects with sufficient power.
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the respondents saw. For example, the ‘Yes static’ effect in the left-hand plot

describes the change in the probability of voting for Biden associated with Biden

being the most popular option in the poll described in the vignette, as opposed to

not being the most popular option (the baseline level). These models include all

of the participants, partially pooled by state, with random state-level intercepts.9

For increased precision, both models control for which factor was ‘emphasised.’

The circular points represent the average effect estimate, and the horizontal bars

represent 95% confidence intervals. For each factor, the level used as the baseline

has its estimate fixed to zero.

The results in Figure 3.2 immediately contradict the idea of static bandwagon ef-

fects (H1/H3): when they were in the lead rather than being behind, both candidates

on average lost votes. However, in neither case are these effects statistically signifi-

cant. The results are different for dynamic popularity. Support for both candidates

was somewhat more likely when they had momentum relative to a previous poll,

pointing to a potential dynamic bandwagon effect (H2/H4). Although, again, this

effect is not statistically significant.

Conversion Effects

As the above results use data on the whole sample, they cannot distinguish between

conversion and mobilisation. The inclusion of those who already identify with

the relevant party in each case (e.g., including Democrats in Biden’s models)

9 This just means that the linear regression model has a separate ‘intercept’ for each state.
Rather than just modelling the average probability of voting for each candidate across the whole
sample, expecting this not to vary by state, the average probability is measured in each state (and the
variance amongst these averages), and effects are relative to these averages. This is an appropriate
way of measuring data that is hierarchical, as is the case here (McElreath 2020).
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Emphasis

Dynamic popularity

Static popularity

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Joe Biden

Emphasis

Dynamic popularity

Static popularity

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Donald Trump

Figure 3.2: Effects of popularity information on voting for Biden (left) and Trump
(right), across whole sample, partially pooled with varying intercepts by state.

might contribute to the null results. The results presented in Figure 3.3 are instead

based only on those who did not say, prior to the experiment, that they identified

with the party of interest.10 Therefore, these models measure conversion effects

10 I operationalised conversion this way partly because many respondents were too young to
have voted in 2016, providing no basis of past vote choice on which to define conversion. In
Appendix B.8, I consider ways of operationalising conversion using 2016 vote choice. These
change the results slightly. If conversion is operationalised as bringing onside people who voted for
the other main party at the last election, then the effect of Biden’s static popularity reported here
is still significant at the 95% confidence level. If it is operationalised as bringing onside people
who voted for any other candidate at the last election, then the effect of Biden’s static popularity
reported here is only significant at the 90% confidence level. By conventional standards, this is
not statistically significant, but note that recent, highly prominent experimental research on the
bandwagon effect uses a 90% confidence level (see van der Meer, Hakhverdian, and Aaldering
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only. The plots on the left-hand side show the effects of Biden’s popularity on

non-Democrats’ probability of voting for him (N = 1482), and those on the right

show the effects of Trump’s popularity on non-Republicans’ probability of voting

for him (N = 2204).11

Emphasis

Dynamic popularity (H2)

Static popularity (H1)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Joe Biden

Emphasis

Dynamic popularity (H2)

Static popularity (H1)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Donald Trump

Figure 3.3: Effects of (emphasised) popularity information on voting for Biden
(left) and Trump (right), for those who do not identify with Democrats (left) or
Republicans (right), partially pooled with varying intercepts by state.

Looking first at the left-hand plots, Biden’s tendency to lose support when he

is in the lead is now significant at the 95% level. When non-Democrats saw a

2016). Recent research suggests that promising alternative to these approaches to operationalising
conversion is to have a repeated measure of vote choice (Clifford, Sheagley, and Piston 2021).

11 In each case, these sub-samples include those who identify with the opposing party (1177
Democrats, 455 Republicans), and those who deem themselves independents (709), or supporting
‘none’ (174) or ‘other’ (144).
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poll, from their state, suggesting Biden was going to win that state, they became

between approximately 1.35% and 11.71% (mean estimate 6.53%) less likely to

vote for him. The relative imprecision of this estimate owes to the fact that the

analysis draws on such a reduced sample, having removed those who identify with

the Democrats. Among non-Republicans, there is no corresponding evidence of

any effect of Trump’s popularity on voting for him. Therefore, neither candidate

provides any support for static bandwagon conversion effects (H1), and the results

even suggest the opposite of this for Joe Biden.

Superficially, the negative effect of Biden’s popularity might appear to support the

idea of an ‘underdog effect’ – as each candidate was either in the lead or trailing,

this estimate also captures a positive effect of being behind in the poll. However,

Trump does not enjoy an equivalent effect. If a pure underdog effect were in

operation, Trump might also be expected to gain voters when seen to be behind.

This raises the possibility that this negative effect might be better explained by

‘oppositional reactivity’ – a tendency to support trailing candidates as a reaction

against a leading candidate (Ceci and Kain 1982). Rather than a general tendency

simply to back an underdog across both non-Democrats and non-Republicans, non-

Democrats specifically are more likely to vote for Joe Biden when he is behind,

i.e. when Trump is in the lead. It is possible that polls favourable to Trump were

enough to persuade people to get behind Biden, especially considering Trump was

such a divisive candidate.

For neither candidate does dynamic popularity appear to have a significant con-

version effect, although the estimate for both is positive. H2 finds no convincing

support.
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Mobilisation Effects

In order to assess mobilisation effects, I take a sub-sample of only those who

identify with each of the two parties. That is, I measure the effects of each type of

popularity on voting for Biden, only among Democrats (N = 1177) and the same

for voting for Trump among Republicans (N = 455). The main results are shown

in Figure 3.4. Again, the left-hand plots show the effects for Biden, and those on

the right-hand side for Trump.

Emphasis

Dynamic popularity (H4)

Static popularity (H3)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Joe Biden

Emphasis

Dynamic popularity (H4)

Static popularity (H3)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Donald Trump

Figure 3.4: Effects of (emphasised) popularity information on voting for Biden
(left) and Trump (right), for those who identify with Democrats (left) or Republi-
cans (right), partially pooled with varying intercepts by state.

For neither candidate do static or dynamic popularity appear to have any discernible
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effect on support. There is no evidence supportive of static or dynamic bandwagon

mobilisation effects (H3/H4). However, these results should be read cautiously.

As is apparent from the large standard errors indicated by the wide confidence

intervals in the right-hand plot, the small sub-samples on which these effects

are based makes it very difficult to detect anything other than very large effects.

Compounding this, mobilisation effects are necessarily small. Very few people

report not intending to vote in surveys, limiting the effect size, and this is borne out

here too: only 27 Republicans abstained in the experiment, and only 32 Democrats.

Others have encountered this difficulty (Ansolabehere and Iyengar 1994), which

speaks to a wider problem of attempting to measure turnout in survey research

(Karp and Lühiste 2016). This might go some way to explaining why little research

has measured bandwagon mobilisation effects.

Discussion and Conclusion

This chapter set out to demonstrate how the conceptual and theoretical arguments

developed in Chapter 2 can be implemented throughout the research design pro-

cess. It points to a gap in the literature on bandwagon effects, where state-level

poll effects have not been considered, and argues that theoretical mechanisms

behind the bandwagon effect are consistent with state polls having such an effect,

including typically overlooked dynamic and mobilisation effects. This is, more-

over, important to understand given controversy around such polls in the 2020 US

presidential election, which in many cases overstated the extent of Biden’s victory.

If these polls had the potential to induce ‘bandwagon effects,’ then inaccurate polls

would have unduly biased the outcome of the election. To test this, in four of the

138



Chapter 3

states where the outcome was most difficult to predict, I exposed a sample of 2,661

people to the results of real recent polls from their state, randomly varying whether

they saw a poll in which Trump was in the lead or one in which Biden was in the

lead. This was also connected to a randomly chosen previous poll which gave

either of the candidates ‘momentum’ over the intervening period. This, combined

with respondents’ options of abstaining or voting for any candidate, means that the

experiment tests for the full range of bandwagon effects conceptualised in Chapter

2.

The results suggest that in the 2020 election, for Joe Biden, being portrayed as

the leading candidate in swing states tended to decrease his support, particularly

among those who did not identify with the Democrats. In other words, people

were more likely to switch to vote for him when he was trailing. In an experiment

designed from the bottom up to test for the bandwagon effect, I found the opposite.

This could be interpreted as an ‘underdog effect’ – such effects have been observed

before but are usually dominated by bandwagon effects (Hardmeier 2008). The

specific context, however, provides a potentially better way to understand this.

Given the strong negative reaction many people had to Trump’s presidency, it is

possible that polls favourable to him were enough to persuade people to support

Biden. Ceci and Kain (1982) call this process ‘oppositional reactivity.’ When

Biden was in the lead, this was not a concern, so these people did not vote for him.

Strengthening this interpretation, Trump did not similarly benefit when he was

behind. The effect was only significant for Biden. An additional implication of

these findings is that Trump did not appear to gain or lose significant numbers of

voters based on his popularity in the polls, casting doubt on claims of ‘suppression

polls’ (Campanile 2020).
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It is important to note that these findings, though they provide no convincing

evidence of bandwagon effects, should not be seen as absolutely ruling out such

effects. The sample used here is too small to detect effects of only a few percentage

points with precision, as the power analysis in Appendix B.1 shows. This is

more problematic when splitting the sample into partisan sub-groups. Based on

these considerations, as I have noted, I originally targeted a sample of over 4,000

when fielding the experiments. Large rates of non-response meant, however, that

the sample fell short of this number. Any future experimental research on the

bandwagon effect reapplying the experimental framework proposed here should

seek to gather larger samples (see, e.g., van der Meer, Hakhverdian, and Aaldering

2016). Note, for example, that the effect of Donald Trump’s dynamic popularity

suggests a non-statistically significant dynamic bandwagon conversion effect of

2%. This effect may have been significant if similar behaviour took place in a

larger sample capable of detecting such small effects (see Lanoue and Bowler 1998,

374–75). Indeed, Chapter 5 finds evidence of such small dynamic bandwagon

effects in the UK context.

Another reason that this experiment may fail to detect effects is that it may have

exposed respondents to polls they had already seen. As the treatments are based

on real polls – a decision made primarily for reasons of experimental ethics –

some respondents may already have come across these results, and therefore been

unsurprised by them and not reacted (Atkin 1969). Indeed, it is even possible that

some voters’ decisions may have already been influenced by these polls, when

they previously heard about them. This all limits the power of the experimental

treatment to produce an effect. Beyond this, the unrepresentative nature of the

sample, and the small number of states in which the experiments were run, both
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limit the extent to which these findings can be generalised across the US electorate.

It could well be that Biden benefited from a bandwagon effect in other states where

he was more dominant in the polls.

Despite these limitations – many of which are common in experimental research

on the bandwagon effect – as well as providing important insights into the effects

of state polls, the findings of this study have implications for the three key real-

world areas to which bandwagon research speaks. For instance, they may have

implications for our understanding of how these polls overstated Biden’s dominance

in the 2020 election – and thereby for electoral forecasting as a whole. Forecasters

claim that a major reason things looked rosier than reality for the Democrats in

the lead up to the election was that the polls in many states overestimated Biden’s

vote share (Kurtzleben 2020). If, as the findings presented here suggest, Biden

lost support when he was seen to be in the lead in state polls, then it could be that

rather than simply over-estimating Biden’s share, they may have partly caused it

to decrease. While these effects are quite small, and therefore extremely unlikely

to be the sole reason for the discrepancy between the polls and the outcome, this

nonetheless suggests that the polls might not have been as wide of the mark as

they appear to have been. Polls may have the potential to change the very outcome

they measure, but not necessarily in the way we usually expect. Rather than just

becoming ‘self-fulfilling,’ they might become ‘self-defeating’ (Henshel 1982).

This last point, in turn, suggests that if future research replicates the finding of

negative static effects, this could have some implications on debates about poll

regulation. Such debates might have too narrow a focus if they concentrate on the

idea that doing well in the polls might unduly benefit electoral candidates. Polls

might actually have a negative effect on the vote for popular candidates. Assuming
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the main reason a candidate would be popular is that his or her message chimes

with broad swathes of the electorate, this could mean that polls play a minor role

in jeopardising the chances of would-be or deserving winners.

Finally, campaign strategists might do well to remember that looking like the

inevitable winner might not always be a good thing. Most people thought Joe

Biden was going to win the 2020 election. He did win it of course, but this image

of likely victory may have lost him some votes along the way, in states that had the

potential to be consequential for the outcome.

In terms of implementing the theoretical arguments of this thesis, this chapter has

dealt with what is essentially an ideal case. The experimental approach affords the

researcher complete control to operationalise and measure the bandwagon effect.

The chapter has provided an example of how to move towards doing this to its full

potential. However, what about when we do not have the opportunity to conduct

an experiment, or do not want to? In these cases researchers often resort to what

I have termed the ‘expectations approach.’ This approach is more complicated,

and raises more puzzling questions and challenges for researchers. It is to these

challenges that I now turn, starting with the question of how expectations are

formed, in Chapter 4.
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Momentum Matters: The Effect of

Dynamic Popularity Information on

Electoral Expectations

Introduction

This chapter assesses a relationship that the theoretical model at the heart of this

thesis posits, but which has not been tested as of yet in political science research.

Specifically, I address RQ4:

RQ4: Does dynamic popularity information affect electoral expecta-

tions?

The chapter shows, through multiple experiments, that how much a party’s vote

share has increased over time (dynamic popularity) has a significant effect on
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how likely people think that party is to win the election. This is important to

address because it has implications for the ‘expectations approach’ to studying

the bandwagon effect. When researchers cannot or do not want to conduct experi-

mental research on the bandwagon effect, this is the approach to which they most

commonly resort. Researchers look for associations between who people think is

going to win an election and which party they are going to vote for, in order to

draw conclusions about whether there is a bandwagon effect, which they typically

interpret in static terms. As Chapter 5 will flesh out further, the fact that dynamic

popularity information influences people’s expectations means that this approach

does not necessarily measure what it claims to measure and may in many cases be

unable to measure the bandwagon effect at all.

Research addressing the link between popularity information and expectations

has only asked whether people’s expectations align with what I have called their

‘static popularity information.’ In forming their expectations, voters should take

into account information about the relative numbers of people currently saying

they intend to vote for each party. For example, in general, people paying attention

to the polls in the UK at the time of writing should mostly recognise that the

Conservative Party would have the best chance of winning if an election were held

tomorrow. Several studies have found a relationship of this kind (e.g. Blais and

Bodet 2006; Irwin 2002; Zerback, Reinemann, and Nienierza 2015). I review this

and other relevant literature in the first section of the chapter.

Yet, when people answer questions about their electoral expectations, the election

in question takes place – by definition – in the future. This means that people

need to work out how the popularity of the parties might evolve between now and

then. How popular the parties are right now is a good starting point, and should
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be increasingly accurate as the election draws near, but it is imperfect. In a sense,

people need to mentally map this current, static popularity of the parties forwards in

time, to work out how popular they will become. This makes ‘dynamic popularity

information’ – change in popularity over time – relevant. If there is evidence that a

party’s share of vote intentions is currently growing, or has been growing, then this

might make people think it is going to continue to grow and improve the party’s

eventual vote share, and thereby boost its chances of winning the election. This is

consistent with social psychological research demonstrating that people predict that

behaviours that are becoming more common will continue to increase in prevalence

(Mortensen et al. 2019). People also think in a similar way to this when predicting

the outcomes of other contests, such as sports matches, so it could be expected

to apply to political contests too. The relationship is captured by the bold arrows

in Figure 4.1, which reproduces the theoretical model developed in Chapter 2.1 I

discuss this effect, and the limited existing evidence of it, in the second section.

Preferences

Dyn. pop. info.

Stat. pop. info.

Conversion

Mobilisation

Expectations

Figure 4.1: Causal model of the bandwagon effect, with the relationship studied in
this Chapter in bold.

1 Note that the bold arrows capture the ‘total effect’ of dynamic popularity information on
expectations. The total effect is what I measure here. The mediating role of preferences is not
tested directly, but it cannot be ruled out as part of the overall effect. I do however factor in the
direct effect of preferences on expectations in Study Two.
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The chapter then presents novel empirical evidence of this effect in action. Across

two experimental studies with representative samples of UK respondents, I show

that people with information indicating that a second-placed party has recently

gained ground in the polls think that this party has a better chance of winning,

compared to those who just know that it is in second place. Generally, people appear

to see the leading party as more likely to win, but above and beyond the current

standings of the parties, dynamic popularity information affects expectations. Study

One establishes this in an abstract, stylised election scenario and also suggests that

the greater this momentum, the larger the effect.

Study Two replicates the finding that dynamic popularity affects expectations, but

provides some nuance by showing that in ‘real-world’ contexts, these effects are

still significant but less pronounced. This, I argue, is because people are able

to factor in their existing information and predispositions – the two components

of opinions, as discussed in Chapter 2 – when processing the new popularity

information. When it is a familiar (UK) context, the effect is slightly reduced.

When it is an unfamiliar (Canadian) context, the effect is considerably reduced.

I interpret these differences in terms of levels of information. People who voted

for different parties in the last general election also report substantially different

expectations from each other, in line with wishful thinking. These differences are

far more apparent in a UK election, where people are likely to care strongly about

the outcome, than in a Canadian election, where they are likely to care much less.

I therefore interpret these differences in terms of the strength of predispositions.
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Static Popularity Information and Expectations

When trying to work out how well a party is going to perform at an election, it

seems reasonable to imagine that people will think about how popular that party

is – how many people want to vote for it? This perception of how popular a

party is comes largely from information. Maybe a voter has been following vote

intention polls, or knows who lots of her friends are going to vote for, or knows

which candidate is creating a buzz on Twitter, or has heard political commentators

make bold predictions on talk shows. All of this is popularity information. As

discussed in Chapter 2, a key assumption in much bandwagon research is that

people’s expectations are indeed based on popularity information. Consistent with

this, scholars have shown that voters’ expectations are influenced by a range of

popularity cues, such as the slant of media coverage (Zerback, Reinemann, and

Nienierza 2015), how well parties have performed at past elections (Irwin 2002),

current candidate performance in an ongoing nomination contest (Abramowitz

1989; Abramson et al. 1992; Brady and Johnston 1987), and – above all – what

the polls say (Blais and Bodet 2006; Faas, Mackenrodt, and Schmitt-Beck 2008;

Irwin 2002; Schmitt-Beck 1996). The claim made in Chapter 2, captured as

Static popularity information→ Expectations, holds water.

More specifically, Irwin and Van Holsteyn (2002, 101) demonstrate that, in the 1994

Dutch election, greater attention to politics and elections brought expectations ‘into

the range set by the polls.’ Similarly, Blais and Bodet (2006) find that expectations

align more closely with the polls for those who are more involved and interested

in a campaign. This receives further support from Meffert, Huber, Gschwend and

Pappi (2011, 809), who find a ‘strong positive effect of political knowledge on the
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quality of expectations,’ while also finding that engagement with polls ‘improved’

expectations. Lavrakas, Holley, and Miller (1991) further found that 95 percent of

voters knew who was leading in the 1988 U.S. presidential election and attributed

this knowledge to pre-election polling.

Multiparty and proportional representation contexts make this slightly more com-

plex. In these cases, it is rare for any party to form a government on its own,

so there is not such a clear link between the parties’ standings in the polls and

which are likely to be in government. For example, recently, in the immediate

aftermath of the 2021 German federal election, it was not entirely clear which of

the two leading parties (the SPD and the CDU) would lead a government coalition

– confusion that was complicated further by the fact that one party appeared to have

more votes, while the other had more seats. In general, it is nonetheless possible to

predict which coalitions are likely to be formed by using the polls (Stoetzer and

Orlowski 2020), raising the question of whether voters use the information in this

way.

Recent research demonstrates that the availability of polling information is indeed

a key driver of accurate expectations, helping voters to work out which coalitions

will be formed, because it indicates which particular combinations of parties could

collectively accumulate a majority of seats (Bowler, McElroy, and Müller 2021,

4–5). Explaining this link between the availability of polling information and

the accuracy of expectations, recent evidence shows that voters in these contexts

– though particularly those who are more politically knowledgeable – are good

at recalling how well parties are polling and this improves slightly with more

exposure to polls (Zerback, Reinemann, and Barnfield 2021). In multiparty contests,

popularity information is, however, ‘only part of the relevant informational context’
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given the importance of ‘pre-electoral coalition signals’ (Bowler, McElroy, and

Müller 2021, 5; see also Gschwend, Meffert, and Stoetzer 2017).

However, often, it also appears that voters are swayed more by how they feel

towards candidates or parties than by any such objective information. Granberg and

Brent (1983, 478), for example, find that ‘by a ratio of about 4:1, with relatively

little overall variation across years, people tend to expect that their preferred

candidate will win.’ This fits in with the well-established empirical finding, across

electoral contexts, that voters engage in ‘wishful thinking’ (Babad 1995; Babad

and Yacobos 1993; Bartels 1985; McAllister and Studlar 1991; Meffert et al.

2011; Stiers and Dassonneville 2018), as introduced in Chapter 2. Indeed, this

finding dates back at least as far as the 1930s (Hayes 1932). It is echoed as

recently as by Mongrain (2021), according to whom wishful thinking is the main

determinant of electoral expectations. Bowler, McElroy, and Müller (2021) also

find robust evidence of wishful thinking in coalition expectations – voters are more

likely to predict that coalitions they want in power are more likely to end up in

power. This wishful thinking effect has consistently proven a major obstacle to

observational research on the bandwagon effect, complicating the link between

popularity information and expectations – a point explored in depth in Chapter 5.

Study Two of this chapter also provides evidence of wishful thinking in action.

Dynamic Popularity Information and Expectations

A further complication, and my focus in this chapter, is that there is a difference

between polls, popularity information and opinions about what is going on right
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now, and the likely outcome of an election at some date in the future. Information

and expectations change over time. One study addresses this fact in the context of

the Californian public ballot on the legalization of cannabis for recreational use –

Proposition 19 (Krizan and Sweeny 2013). Although polling initially suggested the

ballot might pass, support dropped substantially as the vote approached, eventually

getting 46.2% of the vote and thus failing to pass. People ‘varied greatly not

only in their initial electoral forecasts, but also in the pattern of change in these

forecasts’ and while wishful thinking largely determined the initial, static state

of these expectations, there was a ‘general trend for people on both sides to

relinquish optimism about their desired outcome as the election drew near’ (Krizan

and Sweeny 2013, 712). Particularly relevant here is the observation that ‘well-

informed voters were likely to lower their expectations regarding the measure’s

passage as the vote neared, in line with polling results’ (Krizan and Sweeny

2013, 706, emphasis added). This suggests that changes over time matter for the

development of expectations.

Expectations are opinions about the likelihood of future electoral performance (Zer-

back, Reinemann, and Nienierza 2015). The current, static popularity of different

options in a given contest right now is a sensible basis for these expectations, absent

other information, but time still has to pass between this present time point and the

future event. The trends, over time, in the popularity of these options therefore

become salient. Krizan and Sweeny (2013) track changes in expectations over a

time period in which the trend of declining support for cannabis legalisation took it

from net approval, to net disapproval. This means that the influence of momentum

cannot be distinguished from the switch of legalisation going from being the most

popular to the least popular option. Dynamic and static popularity are indistin-
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guishable here. It could be that people’s expectations changed not just because the

proposition was becoming less popular relative to its own previous popularity, but

because of this switch that changes its position relative to the other available option.

Yet it is reasonable to expect that the momentum, in itself, without depending on a

change in the relative ranking of different options, would alter voters’ expectations

too. Dynamic popularity information provides a basis on which people can in a

sense ‘map forward’ the current popularity of the available options, inferring how

this popularity is likely to change between now and the future time on which their

expectations are based. If a party has momentum now, we might imagine that this

momentum will carry it through, in the future, to overtake its rivals and outperform

them on polling day.

Notably, social psychological research demonstrates that people think in this way

when predicting how behavioural norms will develop in the future. For example,

Mortensen et al. (2019, 205) find that information suggesting a minority of people

were willing to donate to an environmental organisation, but that this minority

was growing, ‘led participants to project that financial donations would be more

common in the future.’ Psychologists argue that this could occur because the

growth in popularity of a behaviour leads ‘observers to infer that whatever factors

had loomed large as barriers to change do not, in fact, prevent change’ (Sparkman

and Walton 2019, 238). When minority support for something is growing, this

changes people’s perceptions of what is possible and likely in the future.

This reasoning can also be seen elsewhere, for example in sports prediction. Imag-

ine a football match is taking place in which Team A is leading 2-1 at half time. Do

you think Team A is likely to win? Does that prediction change somewhat if you

learn that Team B scored just before half time? Team B has the momentum. The
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commentators will tell you that this completely changes the outlook of the match.

Football fans endorse this view even though research finds that there appears to

be no specific benefit to scoring just before half time (Gauriot and Page 2018). In

such cases, it does not appear to be the simple fact that the score is 2-1, rather than

2-0, that matters. Instead, it matters that Team B scored most recently – Team B’s

change in performance over time, not its number of goals relative to Team A, tells

us that it has momentum.

In tennis, breaking an opponent’s serve can signal momentum and change people’s

predictions of the end result.2 Here though, psychologists have found that ‘the

breaking players’ probability of winning a game increases after converting a break

point, which provides evidence for momentum’ (Meier et al. 2020, 1). So in this

case, recent performance does seem concretely to change players’ fortunes in the

match as a whole. Crucially, this research shows that this happens not because

players’ positions relative to each other on the scorecard change, but because of

‘psychological momentum’ – the player who has ‘momentum’ gets a psychological

boost. The flow of performance over time works independently of how many

points the players have, in total, relative to each other. This can be demonstrated

by the fact that the change in a player’s probability of winning the game owed to

winning a break point is lost when play is subsequently interrupted, due to weather

conditions (Meier et al. 2020). The break in play draws a halt to the momentum a

player has, even though when they return to the court they still have just as many

points as before.

2 In tennis, it is somewhat rare for players to ‘break’ others’ serves (win the game when the
other player gets to take the first shot). So, when they do, this is a signal that things might be
moving in their favour.
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Moreover, sports bettors have a tendency to support basketball teams on ‘winning

streaks’ (Arkes 2011) – even though these ‘streaks’ are usually no different from

what would happen if match outcomes were completely random (Vergin 2000).

During these matches themselves, the ‘hot hand fallacy’ also dictates that people

see basketball players who have just scored multiple times as more likely to score

on their next attempts (Ayton and Fischer 2004).3 This affects all levels of observers

of basketball – players, coaches, and fans alike (Cohen 2020). It is not how many

points players have scored that really matters, but whether or not they are currently

on a scoring ‘streak.’ These examples all demonstrate that we readily incorporate

considerations about momentum into our thinking about what is likely to happen

in a contest, both in cases where that momentum appears to matter empirically and

where it appears not to.

A simple example of how this could apply to electoral politics can be seen in the

Labour Party’s performance in the 2017 UK general election campaign, discussed

in Chapter 1. Theresa May, then Prime Minister and leader of the Conservative

Party, which held a majority of seats in the House of Commons, called the election

at a time when the polls gave her a commanding lead over Jeremy Corbyn’s Labour

(Hobolt 2018; Prosser 2018). Yet the Labour Party, throughout the campaign, saw

its share in the polls grow considerably and quite rapidly without ever convincingly

polling as more popular than the Conservatives (Burn-Murdoch, Stabe, and Leach

2017).4 If people’s expectations about the likelihood of a Labour victory changed

over the campaign, this could very feasibly be due to its dynamic popularity. Its

3 Whether or not the hot hand really exists is the subject of debate among psychologists and
mathematicians (Daks, Desai, and Goldberg 2018; Gilovich, Vallone, and Tversky 1985; Miller
and Sanjurjo 2018).

4 One poll by the non-British Polling Council affiliated firm Qriously gave Labour the lead on
the eve of the election (Medeiros 2017).
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static popularity necessarily changes, so this could of course be what drives changes

in expectations. For example, someone might be asked how likely they think it is

that Labour wins the upcoming election, on a day on which it is polling at around

38%, and this 38% could be what causes her to say that it has a 4/10 chance, rather

than the fact that it has grown six points over the past week. But given that the

relative ranking of the parties never changed – Labour was always trailing behind

the Conservatives overall – and reporting on the election emphasised Labour’s

growth (Ford 2017), it is very plausible that dynamic popularity had an effect either

in addition to, or instead of, any static effect (van der Meer, Hakhverdian, and

Aaldering 2016). That is, in the above example, it seems likely that the fact Labour

had grown six points would influence this voter’s answer.

Indeed, as Figure 4.2 shows, the average perceived probability of a Labour victory

in the 2017 general election increased noticeably throughout the campaign. Those

who were interviewed on the eve of the election tended to rank Labour’s chances up

to 1.5-2 points higher on a 0-10 scale than those interviewed in the early days of the

campaign. There is also a clear tendency for Labour identifiers to rate its chances

higher than those who do not identify with the party – especially Conservative

identifiers – by a constant margin of at least one point, indicating significant wishful

thinking.

The argument that dynamic popularity matters in this way leads to a principal

hypothesis:

H1 Dynamic popularity information has a positive effect on electoral expectations:

knowing a party’s popularity is increasing in the polls makes people see it as more

likely to win an upcoming election.
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Figure 4.2: Mean expected likelihood of Labour Party victory (0-10) during the
2017 UK general election, among Labour partisans and non-partisans, with loess
smoothed trends. Data: British Election Study Internet Panel 2014-18, Wave 12.

If this argument holds, then it should not only be the case that learning a party

has momentum makes people think it has a better chance of winning. It should

also mean that more momentum implies a greater chance of winning. The greater

a party’s momentum, the easier we might think people will find it to imagine

‘mapping forward’ its current, static popularity, to a greater popularity in the future.

Perhaps this will even make them imagine the current rankings of the parties will

change by election day, such that a given party with momentum will overtake an

opponent. This leads to a second hypothesis:

H2 The more a party’s popularity is increasing in the polls, the greater the effect of
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this increase will be on its perceived chances of winning an upcoming election.

Empirical Analysis

I conducted two studies to test these hypotheses. I received ethical approval for the

experiments in these studies from the Queen Mary Ethics of Research Committee

(QMERC2158 and QMERC2494).

In Study One, three separate randomised controlled trials (RCTs) were fielded to a

representative sample of UK respondents via YouGov in 2019 and 2020. In these

experiments, I randomly split people between a control condition in which they had

no information about ‘momentum’ and a treatment condition in which, depending

on which experiment they took, they were told that a hypothetical second-placed

party had grown by either 3, 6 or 9 points in the polls. Study One therefore provides

a clean test of both H1 and H2.

In Study Two, a two-way factorial experiment was fielded in June 2021 to a large,

again representative sample of UK respondents, also via YouGov. This followed

the same format as Study One, except that in addition to randomisation between

treatment conditions, people were also randomised to see hypothetical parties

or parties with real-world labels (Conservative/Labour or Conservative Party of

Canada/Liberal Party of Canada). As explained below, Study Two therefore takes

H1 and tests the extent to which it is robust to voters’ use of their own information

and predispositions. These studies are summarised in Table 4.1. I describe these

designs in detail and provide a rationale for them below.
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Study One

Experimental Design

In Study One, respondents answered the following question. Text in bold was only

included for the treatment group – the control group saw all of the text presented

here except for the text in bold. That is, everything was the same for both groups

except for whether or not they received the text in bold.5

Imagine a general election, contested between two parties, A and B,

which is to be held in the next few weeks. Recent opinion polling has

shown the two main parties on the following vote shares (with the

change over the past month in brackets).

Party A - 44% (-1)

Party B - 40% (+M)

How likely is it that Party B wins the election?

Very unlikely to win 0-10 Very likely to win

I carried out three versions of the experiment, with the figure indicated by M

above varying in each. In the first experiment, the M figure was set at 3, in the

second 6, and in the third 9. It is the effect of this M figure – which, again, was

only available to the treatment group – that I am looking to estimate, because it

represents dynamic popularity information. These experiments were fielded in

YouGov’s daily omnibus surveys to a sample of British respondents in 2019 and

2020. They were answered by 1632 (treatment 817, control 815), 1868 (treatment

5 The text displayed in bold here was not in bold in the experiment itself.
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Table 4.1: Summary of studies.

Type N Date

Study 1
+3 Experiment Standard RCT 1632 April 2020

+6 Experiment Standard RCT 1868 October 2019

+9 Experiment Standard RCT 1659 April 2020

Study 2
Factorial Experiment Two-way Factorial 6724 June 2021

914, control 954) and 1659 (treatment 837, control 822) respondents, respectively.

The guiding principle behind the design was to provide a clean, stripped-back test

of the hypotheses above, which was entirely accessible to respondents. The simple

idea is that respondents in the control group only have static popularity information

to go by when deciding how likely it is that Party B will win, so this should be

all they use to do so. Those in the treatment group also have dynamic popularity

information. Because this is the only thing that differs across the two groups, any

significant or systematic differences in their responses should be down to this.

The general presentation of the poll results is similar to how polls are typically

presented in tweets, as in Figure 4.3. This presentation is simple while also

therefore offering the benefit of being familiar to many respondents. The party

with momentum, B, was fixed at a current share of 40%, in order to hold static

popularity constant and allow the effect of dynamic popularity to stand alone. This

figure and Party A’s share of 44% were chosen to remove any ambiguity about any

other parties having a chance of winning, while still representing attainable vote
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shares in a UK general election.6

The dynamic popularity figure was varied across the three experiments in order to

establish whether more momentum rather than mere momentum has an influence

on the size of the effect of dynamic popularity – as H2 says. Party A’s dynamic

popularity is set at (-1) in order to keep it as close to constant as possible without

introducing any confusion. For example, polls presented in this format often use

(-) to indicate no change (see Figure 4.3), but this is ambiguous and might have

made respondents think something was missing from the experiment. Awkwardly

setting the figure to (+0) might have had a similar effect, while +1 would indicate

that Party A also has momentum, albeit very limited. The (-1) level gives the

impression of stagnation without this seeming severe.

The treatment values were set at +3, +6, and +9 for two reasons. First, this gives a

good range of strength in the experimental stimuli. While +3 is not an uncommon

fluctuation in poll results, +9 is noticeably strong and unexpected in most cases.

The +6 value sits halfway between these. This range of treatments therefore allows

me to get a meaningful idea of how the effect of momentum varies depending

on how much there is. Second, and related, it is commonly said that the typical

‘margin of error’ of a poll is +/-3% (Mercer 2016).7 Using multiples of three

6 In the 2017 UK general election, the Conservatives received approximately 42% of the vote
to Labour’s 40%. In 2019, the Conservatives received approximately 44% of the vote.

7 Sturgis and Kuha (2018) explain that this is a ‘heuristic based on an ‘as if’ assumption that
the poll was carried out using a simple random sample of 1000 respondents and an estimate of 50%.
Were this an accurate description of the poll then the sampling variability would indeed be close to
+/- 3% at the standard level of statistical confidence’. In practice, the margin of error of a poll is
nearly always larger than this. The error in the difference between two parties’ level of support is
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Figure 4.3: Tweet by @britainelects showing typical Twitter presentation of poll
results.

therefore means that the treatments can be read in terms of heuristic margins of

error. While +3 is very feasibly just noise, +6 is towards the upper limit of change

that could be brought about by such noise, and +9 is large enough that it almost

certainly means a meaningful change has occurred in the electorate.8 This not only

allows my findings to speak more to the terms in which developments in the polls

are discussed, but also to comment on how responsive people are to potentially

statistically meaningless, versus substantively significant, dynamics (Bailey and

Barnfield 2021).

Appendix C provides additional information on the design of Study One, including

larger still.
8 For example, if a party polls at 40%, this has a margin of error of 37-43%. This implies that it

could feasibly have polled at 37%. But next time it could poll at 43%, even though the underlying
true vote share has not changed. Across two polls, it could go from 37% to 43% – an increase of
six points – while always having a true vote share of 40% – because of sampling variability.
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a power analysis (Appendix C.1) and a randomisation check (Appendix C.3).

Appendix C.6 also presents the results of Bayesian ordinal regression models in

order to verify that the results presented here are not due to misspecification of

the outcome variable (a 0-10 ordinal scale) as a continuous or ‘metric’ measure

(Bürkner and Vuorre 2019; Liddell and Kruschke 2018).

Results

Table 4.2 presents the raw results of linear regression analyses. In the first three

columns, the ‘Intercept’ captures the average answer given in the control group

in the specified experiment, and the ‘Treatment’ effect captures the change in

this average response associated with being in the treatment group, in that same

experiment.

All three experimental treatments had a substantive and statistically significant

effect on average expectations for Party B’s performance. Looking at the treatment

effects in the first three columns of Table 4.2, knowing Party B had momentum

made people, on average, rate its chances of victory approximately half a point

higher, or more, on a 0-10 scale. This is reflected visually in Figure 4.4, where

expectations are noticeably higher in the treatment group, in every experiment. The

faint horizontal line in Figure 4.4 represents the midpoint of the scale (5/10). On

average, in the +6 and +9 experiments, the treatment was sufficiently convincing to

push people, on average, over this midpoint. This represents clear support for H1.

The effect grows in line with the strength of the experimental stimulus. While,

on average, those who knew Party B had grown by three percentage points in

the polls rated it approximately 0.5 points higher, the equivalent effect in the six
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Table 4.2: Linear regression results, Study One.

+3 experiment +6 experiment +9 experiment Pooled

Intercept 4.338∗∗∗ 4.702∗∗∗ 4.558∗∗∗ 4.338∗∗∗

(0.069) (0.056) (0.064) (0.065)

Treatment 0.499∗∗∗ 0.673∗∗∗ 0.839∗∗∗ 0.499∗∗∗

(0.098) (0.081) (0.090) (0.091)

+6 experiment 0.364∗∗∗

(0.088)

+9 experiment 0.221∗∗

(0.091)

Treatment:+6 0.174
(0.125)

Treatment:+9 0.340∗∗∗

(0.129)

Observations 1,632 1,868 1,659 5,159
Adjusted R2 0.015 0.035 0.050 0.043

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure 4.4: Treatment effect visualised as change in model-predicted average
response in treatment and control. Vertical bars represent 95 per cent confidence
intervals.

point treatment was just under 0.7, and just over 0.8 in the nine point treatment.

Again, this is reflected visually in Figure 4.4, where the stronger the stimulus,

the steeper the slopes capturing the treatment effect. However, just because two

effects are statistically significant and different, they are not necessarily statistically

significantly different (Gelman, Hill, and Vehtari 2021, 58–59). So in order to

assess whether these differences are significant, the fourth column in Table 4.2

pools all three experiments together and interacts the treatment effect with an

indicator of which experiment it is drawn from. This means that ‘Treatment’ now

captures the effect in the +3 experiment – which is why the coefficient is the
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same as in the first column – while ‘Treatment:+6’ and ‘Treatment:+9’ measure

the difference in this effect across the other two experiments.9 This reveals that

there is a highly statistically significant difference between the treatment effect

in the +9 experiment and that in the +3 experiment. This provides clear support

to H2. However, I cannot rule out that there is no systematic difference in the +6

experiment compared to the +3 experiment.

Study Two

It is possible that these clear, consistent effects only emerge because of the artificial

experimental context. The fact that the election in Study One is highly stylised

and takes place between two undifferentiated parties means that respondents have

no background knowledge with which to contextualise the treatment information.

They also do not have any reason to want Party B to win, which means that wishful

thinking should not operate here. However, in the real world, when people see the

results of polls, they usually do have background knowledge and they usually do

want certain parties to do better than others. As discussed in Chapter 2, opinions

are a ‘marriage of information and predisposition’ (Zaller 1992). When voters

form opinions on the basis of new information, they rarely do so as a blank slate.

They bring their information and predispositions to the table. Study Two allows

them to do this.

If respondents had background information about Party A and B, this might have

an impact on their responses in the experiment. For example, consider a scenario

9 The ‘+6 experiment’ and ‘+9 experiment’ variables measure the difference in the intercepts –
average expectations in the treatment group – across the experiments.
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in which Party B has a very geographically inefficient distribution of support. Lots

of its voter base is concentrated in a few constituencies or voting districts. Election

after election, Party B secures large shares of the vote which are not transformed

into large numbers of seats in parliament. A large vote share does not necessarily

indicate that it has a particularly good chance of winning, and this changes little

if it has momentum in the polls. While this is an extreme example, it serves to

demonstrate that a minimal-information context such as that used in Study One

could produce effects that are larger than they would be in the real world. Study

Two therefore introduces real-world contexts in order to account for this.

Also, as explained above, and explored further in Chapter 5, ‘wishful thinking’ is

a key driver of people’s electoral expectations – they tend to say that the parties

they like have a better chance. This might have two effects relevant here. First,

those who support a party will have higher expectations for its performance, on

average, than those who do not support that party. This would correspond, above,

to people who support Party B giving it a higher likelihood of winning the election,

regardless of treatment status. Second, those who support a party might be more

responsive to information that is positive for that party. This would correspond to

people who support Party B being more strongly affected by treatment information

about its momentum. This could mean that for large segments of the population,

who do not support a party that has momentum, the effects observed above do not

hold in many cases. Study Two therefore splits respondents by their party support

in order to account for this.
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Experimental Design

Study Two mirrors Study One but introduces an additional dimension. As well as

being randomly assigned to a treatment or control condition, respondents are also

randomly split between three different groups: one in which the parties are again

labelled A and B (A/B condition), one in which they are labelled Conservative

and Labour (UK condition), and one in which they are labelled Conservative

and Liberal (Canada condition). This gives a total of six different conditions,

summarised in Table 4.3. The experiment was taken by 6724 respondents from the

YouGov panel.

The purpose of including the two additional conditions (UK and Canada) is to

factor in both of the concerns just discussed. Firstly, it allows me to examine how

levels of information influence the outcome. In the A/B condition, respondents

know that all of the relevant information is given to them. The election scenario is

completely imaginary, and they are aware that Parties A and B do not exist outside

of this made-up polling environment. This means there is no extra information for

them to bring into their opinion. In the UK condition however, it is clear that there

is more to it. The parties really exist, and there is potentially a lot of information

out there that further explains how likely it is that the Labour Party would win the

election, other than what I am telling participants in the experimental design. As a

sample of UK voters, respondents have access to a lot of this information, so they

are able to use it. In the Canada condition, respondents should again recognise

that there is more to it, but they are not expected to have much knowledge about

real Canadian politics, so there is considerable uncertainty. As such, this design

considers how people form their expectations in response to new information in
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Table 4.3: Summary of factorial conditions.

Control Treatment

A/B
Text Imagine a general election is going to

be held in the next few weeks, and
recent opinion polling shows the two
main parties, Party A and Party B, on
the following vote shares.

Imagine a general election is going to
be held in the next few weeks, and
recent opinion polling shows the two
main parties, Party A and Party B, on
the following vote shares (with the
change over the past month in
brackets).

Popularity Party A - 44% Party B - 40% Party A - 44% (-1) Party B - 40% (+6)

Question How likely is it that Party B would win
the election?

How likely is it that Party B would win
the election?

UK
Text Imagine a general election is going to

be held in the next few weeks, and
recent opinion polling shows the two
main parties, the Conservative Party
and the Labour Party, on the following
vote shares.

Imagine a general election is going to
be held in the next few weeks, and
recent opinion polling shows the two
main parties, the Conservative Party
and the Labour Party, on the following
vote shares (with the change over the
past month in brackets).

Popularity Conservative Party - 44% Labour Party
- 40%

Conservative Party - 44% (-1) Labour
Party - 40% (+6)

Question How likely is it that the Labour Party
would win the election?

How likely is it that the Labour Party
would win the election?

Canada
Text Imagine a general election is going to

be held in the next few weeks in
Canada, and recent opinion polling
shows the two main parties, the
right-wing Conservative Party and the
left-wing Liberal Party, on the
following vote shares.

Imagine a general election is going to
be held in the next few weeks in
Canada, and recent opinion polling
shows the two main parties, the
right-wing Conservative Party and the
left-wing Liberal Party, on the
following vote shares (with the change
over the past month in brackets).

Popularity Conservative Party of Canada - 44%
Liberal Party of Canada - 40%

Conservative Party of Canada - 44%
(-1) Liberal Party of Canada - 40%
(+6)

Question How likely is it that the Liberal Party
of Canada would win the election?

How likely is it that the Liberal Party
of Canada would win the election?
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three different contexts: when there is no other relevant information (A/B), when

there is other relevant information and they have lots of it (UK) and when there

is other relevant information but they have very little of it (Canada). This, in turn,

compares the abstract scenario in Study One to how people make sense of polling

information in two realistic scenarios: when it pertains to elections in their own

polity, and when it pertains to elections in other polities.

Secondly, including the UK and Canada conditions enables me to examine how

voters’ predispositions influence the outcome. In the A/B condition, voters of

different parties have no clear reason to differ in their responses. In the UK

condition however, the sample of UK voters is likely to have clear preferences

about who wins. Labour voters should want Labour to win and Conservative voters

should want the Conservatives to win, for example. Wishful thinking holds that

these predispositions will influence their expectations of how likely it is Labour

wins. Splitting respondents by their vote choice and observing how they differ

across the conditions allows me to assess this and the extent to which the effect of

dynamic popularity is robust to these biases. The Canada condition shows whether

wishful thinking also has this effect in a situation where different party voters

might still have preferences about the outcome, but these preferences should be

somewhat weaker. In order to clarify the ideological positioning of the parties, the

wording (see Table 4.3) explicitly points out to respondents that the Conservative

Party is more right-wing and the Liberal Party is more left-wing.

I chose to use Canada as the additional condition in the design primarily because

very few British voters are likely to have a good level of knowledge about Canadian

politics, but its two main parties are broadly similar in ideological terms to those

who dominate UK politics. This allows the distinctions above to be made: British
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voters should have much lower information than they do in a UK context, and their

preferences about which party wins should be predictable but weaker than in the

UK. That is, an average Labour or Conservative voter might not be expected to

know anything about Canadian politics, but should know which party she would

rather see win an election, when told their names and ideological position. In

addition to this, Canada has a very similar electoral system to the UK, facilitating a

comparison across the two. It would be more difficult to compare effects between

the UK and a proportional system such as the Netherlands, for example, owing to

the ambiguity of what ‘winning’ means across contexts (Stiers, Daoust, and Blais

2018).

The wording reported in Table 4.3 is slightly different from the wording in Study

One, even in the A/B condition. This is to ensure that the wording in the UK and

Canada conditions makes it as clear as possible that these election contexts are

purely imaginary. I discuss the importance of such concerns in the essay on the

ethics of experimental deception in Appendix A. As the wording was therefore

adjusted in the UK and Canada conditions, for consistency across the study, the

A/B wording was also adjusted accordingly.

In each case, the numbers used for both the static and dynamic popularity of

the two parties is the same as in the +6 experiment from Study One. That is,

the leading party (A/Conservative/Conservative) has 44% of the vote, while the

trailing party (B/Labour/Liberal) has 40%. Under treatment, the leading party has

changed by -1, and the trailing party has changed by +6. This is based on three
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Figure 4.5: Tweet by @PoliSciJack showing most recent poll of polls prior to
experiment field dates.

key considerations. First, it provides a direct comparison with Study One. This is

useful not only for the purpose of verifying that the effect can be replicated, but

also for establishing whether the effect holds with the slightly adjusted wording

(discussed just above). Second, Study One showed that the +6 treatment had quite a

large effect on responses. For the purposes of experimental power, this is preferable

to using a treatment (e.g., +3) shown to have a smaller effect, given the increased

difficulty of detecting effects in this factorial design (see Appendix C.2 for power

analysis). Yet, it is arguably also preferable to using the +9 treatment, which may

have looked implausible to respondents in, for example, the UK condition. Third,

poll aggregator estimates prior to the conduction of the experiment suggested that

the Labour Party had approximately 34% support – as shown in Figure 4.5.10 This

implies that, for it to poll at 40%, the party would need to increase its share by six

10 These estimates are based on ‘PollBasePro’ data (see Bailey, Pack, and Mansillo 2021).
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points, in line with the +6 treatment. The Liberal Party of Canada had also recently

polled in this region, with poll aggregators suggesting it had approximately 35%

support (Grenier 2021). This was therefore also the most ‘experimentally realistic’

treatment option (McDermott 2011).

In the Canadian case, this realism is compromised slightly by the fact that the

experimental design flips the ranking of the parties according to polls at the time.

That is, in reality, the Conservative Party of Canada is trailing behind the Liberal

Party in vote intention polls, at the time of writing. I flip this here in order that in

both cases, the trailing party is a more ‘left-wing’ party, such that wishful thinking

would be expected to operate in the same direction. This facilitates analysis and

inference. Given that respondents are likely to know relatively little about Canadian

electoral politics, the loss of realism should be minimal.

Again, Appendix C provides additional information on the design of Study Two,

including a power analysis (Appendix C.2) and a randomisation check (Appendix

C.4), and the Bayesian ordinal regression models reported in Appendix C.6 verify

that the results presented here are not due to statistical misspecification.

Results

Table 4.4 reports the overall results of the factorial experiment, using the full

sample. This model uses an interaction between treatment and condition in order

to capture the differences in behaviour across the conditions.11 Here, ‘Intercept’

11 Note that this is just equivalent to ANOVA, the standard psychometric approach to analysing
factorial experiments like this one. ANOVA just refers to linear regression where all of the predictors
are categorical, and their interactions are measured as well as their main effects, all of which is the
case here (Platt 1998). I use the language of linear regression to avoid introducing unnecessary
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captures the average likelihood of victory rating given to Party B in the control

group in the A/B condition. This is very close to the rating given to Party B under

control across all three experiments in Study One. ‘Treatment’ captures the change

in this rating brought about by being in the treatment group. This effect, at just

over 0.8 on the 0-10 scale, is larger than that observed in the +6 experiment in

Study One, but the standard errors indicate that the two effects are of a comparable

size. Both of these things indicate that Study Two successfully replicates Study

One, strengthening support for H1.

Beyond this, Table 4.4 also crucially shows how these effects varied across the

conditions. First, ‘UK condition’ captures the difference in ratings for the Labour

Party versus ratings for Party B, in the control group. That is, in the UK condition,

respondents in the control group (no dynamic popularity information), on average,

gave the Labour Party a chance of approximately 1.2 points lower than comparable

people gave Party B, on a 0-10 scale. ‘Treatment:UK condition’ then captures how

the treatment effect differs in the UK condition, compared to the A/B condition.

That is, in the UK condition, the effect of knowing the Labour Party had grown six

points in the polls had a smaller effect, by approximately 0.26 (Table 4.5 below

shows that is effect is approximately 0.6), than the same information had in the

A/B condition. Essentially, people both see Labour as substantially less likely

to win at a 40% vote share than a hypothetical party in a minimal-information

election would be, and are slightly but significantly less swayed in this judgment

by information that it is growing in the polls.

In the Canadian condition, the results are different. ‘Canada condition’ captures

the difference in ratings for the Liberal Party versus ratings for Party B, in the

terminology that makes no meaningful methodological distinction.
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Table 4.4: Linear regression results, Study Two.

Intercept 4.565∗∗∗

(0.061)

Treatment 0.828∗∗∗

(0.086)

UK condition −1.206∗∗∗

(0.086)

Canada condition 0.252∗∗∗

(0.085)

Treatment:UK condition −0.267∗∗

(0.122)

Treatment:Canada condition −0.531∗∗∗

(0.120)

Observations 6,724
Adjusted R2 0.106

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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control group. This shows that people were inclined to rate the trailing party’s

chances higher when it was the Liberal Party of Canada, rather than Party B, by

approximately 0.25 points. ‘Treatment:Canada condition’ describes the change

in the treatment effect, showing that the information about momentum is sub-

stantially less influential in the Canadian condition than in the A/B condition, by

approximately 0.5 points (Table 4.5 below shows this effect is just below 0.3).

These findings suggest that information levels are indeed significant in moderating

how people use popularity information to form their expectations. Whereas the

minimal but complete information of the A/B condition means that voters place a

strong emphasis on popularity information, in the UK condition they are signif-

icantly less strongly affected by this information, seemingly because they have

pre-existing knowledge about the Labour Party with which to contextualise the

experimental treatment. This affects both their reliance on the static popularity

information – they rate Labour’s chances lower, regardless of whether it has mo-

mentum – and on the dynamic popularity information – the momentum treatment

has a smaller effect. In the Canada condition meanwhile, people are less inclined

to write off the Liberal Party’s chances based on the fact it is trailing – they give it

a significantly higher likelihood of winning, closer to 5/10. They are also much

less swayed in this judgment by information that the Liberal Party has momentum,

likely reflecting an awareness of the fact that there is a bigger picture out there

about which respondents know very little.

Beyond this, the fact that dynamic popularity has a significant effect on expectations

across all three conditions – see Table 4.5 – further reinforces H1. On average,

the finding that people’s expectations for a trailing party are significantly higher

when that party has momentum, is robust when tested with reference to ‘real-world’
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parties.

In order to understand how wishful thinking and predispositions play into these

findings, Table 4.5 reports ‘average marginal effects’ (AMEs; see Leeper 2018)

drawn from a regression analysis in which treatment status is interacted with

condition and respondents’ 2019 vote choice. Specifically, respondents are broken

down by whether they voted Conservative (N = 2328), Labour (N = 1729), or

for another party (N = 1150) in the 2019 UK general election.12 Owing to some

missingness and invalid responses on this variable, this is a reduced sample of

5,207 respondents. In order to verify that behaviour in this reduced sample does not

differ from the full sample, I also conducted a version of the first analysis, with no

interaction with partisanship, using this reduced sample, reported in Appendix C.5.

The results are very close to those reported in Table 4.4. I focus here on AMEs,

and a visual representation of the effects in Figure 4.6, for ease of interpretation.

In addition to providing AMEs for the effects discussed above, Table 4.5 describes

how they vary by party support. Each of these effects is captured by a dashed

slope in Figure 4.6. In the A/B condition, treatment had substantial and highly

statistically significant effects on everyone, increasing Conservative voters’ ratings

for Party B by just over 0.6, Labour voters’ by just under 0.9, and supporters of

other parties by approximately 1.25 points on the 0-10 scale.

In the UK condition, treatment again has a strong and statistically significant ef-

fect on everyone, increasing Conservative voters’ ratings for Party B by over 0.6,

Labour voters’ by just under 0.5, and supporters of other parties by approximately

0.8 points. Figure 4.6 shows, however, that there are substantial differences in base-

12 Each party group is almost exactly equally split across treatment and control in the reduced
sample (Conservative: 1163 C, 1165 T; Labour 858 C, 871 T; Other: 575 C, 575 T).
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Table 4.5: Average marginal effects of treatment.

Treatment Effect AME

Average in A/B (pooled) 0.841***(0.096)

Average in Canada (pooled) 0.288***(0.093)

Average in UK (pooled) 0.617***(0.095)

Average (pooled) 0.577***(0.055)

Conservative in A/B 0.603***(0.144)

Conservative in Canada 0.196 (0.137)

Conservative in UK 0.64***(0.143)

Other in A/B 1.252***(0.197)

Other in Canada 0.363*(0.201)

Other in UK 0.772***(0.205)

Labour in A/B 0.889***(0.168)

Labour in Canada 0.363**(0.161)

Labour in UK 0.482***(0.163)

Note: ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01
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line levels of expectations for the Labour Party, net of these treatment effects. For

example, Conservative voters give the Labour Party a considerably lower chance

under both treatment and control than Labour voters do. The difference is approxi-

mately 1.5 points, which is larger than the difference made to either group by the

treatment information. Supporters of other parties give it a chance approximately

half way between the two. These overall differences paint a remarkably similar

picture to Figure 4.2, which tracks real developments in electoral expectations

for the Labour Party, on the same scale, when it had momentum in the 2017 UK

general election campaign.

These results are in line with a wishful thinking effect, but one that does not primar-

ily affect how responsive people are to the treatment information. Instead, Labour

and Conservative voters adjust their expectations accordingly when learning that

the Labour Party has momentum – they roughly ‘update in parallel’ (Bailey 2019b) –

while other voters seem to be slightly more responsive to the information. However,

the starting points from which people are adjusting are very different. For Labour

and Conservative voters, this means that the dynamic popularity information does

not cause their expectations to converge, but to remain distinct. It does, however,

appear to cause other party supporters’ expectations to converge closer to those of

Labour voters.

The results are different in the Canada condition. First, only for Labour voters

is the treatment effect statistically significant at the 95% level – estimated to be

approximately 0.36, smaller than the effect in either the A/B or UK condition.13

Across treatment and control, as shown in Figure 4.6, everyone’s expectations

13 The effect is estimated to be the same size for supporters of other parties, but as they are fewer
in number, the standard error is larger and the effect is not statistically significant at the 95% level.
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Figure 4.6: Treatment effects by party support in each condition, visualised as
change in model-predicted average response in treatment and control. Vertical bars
represent 95 per cent confidence intervals.

remain clustered very close to 5/10 (represented by the faint horizontal line),

with Conservatives’ expectations barely higher on average under treatment than

under control. Conservatives also report slightly lower expectations overall, net of

treatment.

These results appear to indicate that wishful thinking might be playing a minor

role in affecting both overall responses and responsiveness to the treatment effect.

Only Labour voters are significantly affected by information telling them that an

explicitly ‘left-wing Liberal Party’ has momentum in the polls, and their expec-
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tations are also higher on average than those of Conservative voters.14 Yet they

do not appear to be set apart from other party supporters in the same way.15 The

fact that these differences are not particularly large is likely due to the fact that UK

voters’ preferences about the outcome of a Canadian election are relatively weak.

Labour voters might rather the Liberal Party of Canada win than the Conservative

Party of Canada, but it is not necessarily a major concern.

Discussion and Conclusion

Expectations are inherently about the future. Using information about how (stat-

ically) popular parties or candidates are right now is useful in forming these

expectations, but inevitably gives only an imperfect picture. Dynamic popularity

provides additional information by telling people how this support is changing, and

can therefore be used to form expectations by indicating how it might continue to

change. This claim emerged from the causal model explored in Chapter 2, when

considering how electoral expectations fit into the overall picture of the bandwagon

effect. It also reflects psychological tendencies in the way people predict future

changes in behavioural norms and outcomes in sports matches. Before now, though,

it had not been put to the test.

14 The unresponsiveness of Conservative voters could also be related to the ‘asymmetry hy-
pothesis,’ which holds that Conservatives are less open to new information that conflicts with
their political identity due to a greater ‘need for certainty’ (Jost 2017). I do not focus on this
interpretation because it requires more complex measurement of psychological traits, and recent
research casts considerable doubt on its validity (Guay and Johnston 2021).

15 Speculatively, this could reflect the fact that many ‘other’ respondents would be more
supportive of a Liberal Party than a Conservative Party – for instance, many voted Liberal Democrat
in 2019.
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Across two studies designed to test this claim directly, I find robust support for it.

Knowing a trailing party has more momentum than the leader makes people, on

average, significantly more likely to rate its chances of winning at higher levels.

This is true both in stylised, hypothetical election contests (Study One) and when

invoking real electoral contexts (Study Two). Moreover, my findings suggest

that this effect is larger the more momentum the trailing party has. This strongly

suggests that dynamic popularity information has a causal effect on electoral

expectations, providing support to this aspect – the only aspect without any previous

direct empirical support – of the theoretical model proposed in Chapter 2.

The findings of Study Two provide some nuance to this overall picture. This study

was designed to account for the fact that people, in the real world, bring their

own information and predispositions to the table when encountering popularity

information (see Chapter 2). The results show that when people have the ability

to capitalise on existing knowledge of UK politics – i.e., when they are reporting

expectations about an electoral context they are familiar with – the effect of dynamic

popularity information is suppressed. Overall expectations also seem to be adjusted.

Here, they were adjusted downwards. This arguably makes sense given that the

party people were reporting expectations for was the Labour Party. Not only did the

Labour Party fail to win the 2017 UK general election when securing the same vote

share that it is given in the experiment, but it also suffered disappointing results

both in the 2019 general election and the more recent local elections just over a

month prior to the experiment. In this context, it makes sense for people to doubt

its chances of winning even a hypothetical future election. It also seems that, in a

(Canadian) context where there is clearly more information out there that people do

not have – i.e., when they are reporting expectations about an electoral context they
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are unfamiliar with – the effect of dynamic popularity is suppressed even further.

I argued that this is likely due to respondents’ uncertainty about the outcome,

and thereby their unwillingness to commit to an election prediction. In order to

establish whether these interpretations are valid, future research would need to

study the effects in a broader range of contexts, while also directly measuring

levels of political knowledge in each of these contexts.

In addition, breaking this down by partisanship reveals the extent to which wishful

thinking – the effect of predispositions – is at play. There is evidence of consid-

erable wishful thinking effects in the UK context, in an election that people have

reason to care strongly about. Here, people’s 2019 vote choice is substantially

more influential on their expectations than dynamic popularity information. But

wishful thinking has much more of an effect on overall expectations for the Labour

Party’s performance than on how responsive people are to information about its

momentum in the polls. In Canada, in an election that people have reason to care

less about, there is some evidence of such effects in line with the parties’ left-right

political ideology, but they are much smaller.

All of this contributes new knowledge to our understandings of electoral expec-

tations. While we know that momentum can help to shape electoral campaigns

(Abramowitz 1987, 1989; Bartels 1987), that people use objective cues to help in-

form their expectations (Blais and Bodet 2006; Irwin 2002), that people learn quite

well from the polls (Zerback, Reinemann, and Barnfield 2021), even using them to

inform complex expectations about likely future coalitions (Bowler, McElroy, and

Müller 2021), and that voters’ expectations tend to become less optimistic when

polls indicate they should (Krizan and Sweeny 2013), the evidence that dynamic

popularity information in the polls has an independent effect on expectations is
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novel. Some work has studied how what the polls say compares to other infor-

mation in its effect on expectations (Zerback, Reinemann, and Nienierza 2015),

but this chapter provides the first insight into momentum’s effect on expectations

across situations in which people have different levels of information overall. Fi-

nally, though some have found that wishful thinking affects expectations above and

beyond static popularity information (Granberg and Brent 1983), this is the first

time any evidence has been presented that assesses how wishful thinking behaves

in light of dynamic popularity information about momentum over time in the polls.

As noted in Chapter 2 and in the theoretical discussion in this chapter, there are

forms of expectations – such as coalition predictions – that rely on much more

than just popularity information (Bowler, McElroy, and Müller 2021). Future

research could fruitfully build on my arguments by investigating whether these

more complex expectations are also responsive to dynamic popularity information.

Arguments suggesting that dynamic popularity is more pertinent than static popu-

larity in proportional systems would suggest that this is likely to be the case (van

der Meer, Hakhverdian, and Aaldering 2016).

Of the three real-world problems, stated in Chapter 1, to which research on the

bandwagon effect speaks (polling regulation, campaign strategy, and electoral

forecasting) these findings have the most clear and direct implications for the

discipline of forecasting. It has frequently been demonstrated that aggregating

citizens’ expectations is an effective way to forecast elections (Lewis-Beck and

Stegmaier 2011; Mongrain 2021; Murr 2011; 2016). This study suggests that

voters might use more of the information available to them than previously thought

in forming the expectations that constitute these forecasts. Knowing this could

therefore help to enhance the accuracy and diversity of information used in election
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forecasting. In this sense, the findings above might also be cause for concern.

Because polls have fairly large margins of error, it is quite possible for ‘changes’

over time, which serve as dynamic popularity information, simply to come about

as a result of random fluctuations in the polls (Bailey and Barnfield 2021). Voters

might therefore form opinions, with the apparent allure of scientific objectivity,

on the basis of meaningless random noise. This could mean that, in some cases,

voters’ use of dynamic popularity in forming their expectations compromises these

citizen forecasts. I draw these implications out further when concluding in Chapter

6.

In terms of how expectations fit into the bandwagon effect as discussed back in

Chapter 2, the work of this chapter is meaningful because it demonstrates that when

using expectations to measure the bandwagon effect (e.g. Meffert et al. 2011), any

effect could potentially be a result of both the static and the dynamic popularity

information people have. In short, it means that (cross-sectional) expectations data

alone often cannot distinguish between static and dynamic bandwagon effects. I

flesh out why this is potentially far from a trivial concern next in Chapter 5, where I

engage more deeply with the ‘expectations approach’ to measuring the bandwagon

effect.
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Great Expectations? How (Not) to

Use Electoral Expectations to Study

the Bandwagon Effect

Introduction

In this chapter I bring together parts of Chapters 2 and 4 in order to appraise the

‘expectations approach’ to studying the bandwagon effect. In doing so, I take up

RQ5:

RQ5: Can electoral expectations be used to study the bandwagon

effect?

I argue, as alluded to in Chapter 2, that using electoral expectations to study the

bandwagon effect requires longitudinal data. The cross-sectional ‘expectations
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approach’ – looking for associations between electoral expectations and vote choice,

while ‘controlling for’ preferences, in cross-sectional data – does not make sense

in causal inferential terms given the model at the heart of this thesis. Moreover,

the insights of Chapter 4 demonstrate that even if it did make sense, it would

give a confused estimate of the bandwagon effect. To better address both of these

flaws, I explain and demonstrate how to use expectations data in longitudinal panel

analyses, finding small (probably dynamic) bandwagon effects in the 2017 UK

general election in the process.

The common approach of studying the bandwagon effect by looking for an associa-

tion between voters’ electoral expectations and their voting behaviour is (or should

be) based on the assumption that expectations contain popularity information in

some form. How people think a given party is going to perform at a future election

is closely linked to how well that party is polling, for example. As the overview of

the literature in Chapter 4 made clear, this assumption is very likely to hold. Yet this

introduces a simple problem: people are more likely to report higher expectations

for the parties or candidates that they prefer – they engage in wishful thinking

(Babad 1995, 1997; Meffert et al. 2011; Stiers and Dassonneville 2018). People

also tend to vote for the parties they like. So the relationship between expectations

and vote choice is confounded and estimates of it will give biased, inflated results.

These results will not accurately reflect the effect of the popularity information

contained in people’s expectations on their vote choice. The bold arrows in Figure

5.1, which again reproduces the causal model from Chapter 2, illustrate a simplified

version of this problem. Presented in this way, the solution seems simple: control

for voter preferences when modelling the effect of expectations on vote choice in

cross-sectional data.
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Preferences

Dyn. pop. info.

Stat. pop. info.

Conversion

Mobilisation

Expectations

Figure 5.1: Causal model of the bandwagon effect, with the main problem ad-
dressed by this Chapter in bold.

This chapter attempts to dispel the notion that the problem is so easily resolved. It

does so primarily by drawing on – and extending – the theoretical work done in

Chapter 2. Scholars make a leap from studying expectations to studying popularity

information by removing the effect of ‘predispositions’ on these expectations,

through statistical controls for measures of partisan preferences, in vote intention

models. However, the theory of the bandwagon effect suggests that the popularity

information will itself have an effect on these preferences, as an indirect route to

affecting vote choice. The causal model in Figure 5.1 shows this, and Chapter

2 justified it extensively with reference both to some existing research on the

bandwagon effect, and to the mechanisms through which the effect is likely to

come about. This problem, which I call double confounding, makes statistical

adjustment a non-starter. Controlling for preferences will remove any effect of

popularity on them, but this should be part of the total bandwagon effect that

researchers want to allow their models to measure. I argue that this even applies

when party preferences are operationalised as party identification, a supposedly

stable trait. So it is itself wishful thinking to expect statistical control to resolve
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the problem of wishful thinking. The first part of the chapter draws out this key

argument and discusses its implications, which potentially go far beyond study of

the bandwagon effect. I also compare and contrast this to the ‘mutual causation’

understanding of the wishful thinking problem.

In addition to this key concern drawn from the work of Chapter 2, the findings

of Chapter 4 demonstrate a further problem for the expectations approach. Ex-

pectations are not only based on static popularity information, but also dynamic

popularity information. This is what Chapter 4 shows. Taking a snapshot, cross-

sectional survey means that expectations across the sample could be based on either

static or dynamic information, and likely some combination of both, making it

impossible to distinguish static and dynamic bandwagon effects. Crucially, this not

only creates a problem in working out which type of effect is taking place, but even

potentially prevents measurement of either type of effect in some cases. As such,

larger statistical associations do not necessarily indicate larger static bandwagon

conversion effects, as is commonly thought. In fact, it is not at all clear what these

associations mean.

In light of these discussions, the second part of the chapter describes and demon-

strates a method that instead uses longitudinal data on electoral expectations to

study the bandwagon effect. This approach is based on recent recommendations

for studying causal relationships through ‘general cross-lagged models’ (GCLM)

(Zyphur, Allison, et al. 2019; Zyphur, Voelkle, et al. 2019). I explain the logic

behind this method, and how this fits with bandwagon research, noting that drawing

out the causal process over time means that the model is more naturally interpreted

as capturing dynamic bandwagon effects. I apply the approach to three consecutive

waves of the British Election Study Internet Panel (BESIP). Here, the distinction
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between conversion and mobilisation – omitted from the preceding discussion for

the sake of simplicity and clarity – is reintroduced to note that it is only feasible to

study conversion in this case. The analysis finds some evidence of a very small

dynamic bandwagon conversion effect in the Labour Party vote in the run up to the

2017 UK general election.

The Discussion and Conclusion section clarifies what the work of this chapter

means for research on the bandwagon effect, while noting its limitations. Quite

simply, it means that existing studies using the expectations approach cannot and do

not measure the bandwagon effect in its totality. If scholars want to continue using

data on electoral expectations as a convenient way of studying the bandwagon

effect, they should seek out or conduct suitable panel surveys. Longitudinal data is

not a silver bullet, but goes a long way to addressing the key concerns set out here.

The Expectations Approach

In Chapter 2, I provided an overview of the logic underpinning the ‘expectations

approach’ to studying the bandwagon effect. To summarise, people’s expectations

can serve as a proxy for the popularity information they have seen, heard, or

otherwise been exposed to. People who have seen polls suggesting a big lead

for the Conservative Party should have higher expectations for its performance at

an upcoming election. For example, they might answer a survey question about

the party’s probability of winning by giving a large probability. Because there

is no easy or obvious way to work out what popularity information people have

received, we can instead estimate this as something captured by their answers
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to such expectations questions. We cannot observe the popularity information a

voter possesses or has access to, but we can observe its assumed effects on their

answers. Then, by looking at the association or correlation between these answers

and their vote choice, we can begin to observe whether there might have been a

bandwagon effect. This must be done with care though, because people’s vote

choice and expectations are bound to be correlated to some extent even if there is

no bandwagon effect, because of wishful thinking: people have higher expectations

for parties they like, and they are obviously also more likely to vote for those

parties. Account for this, and we will get close to measuring the bandwagon effect.

A first point to note is that this strategy will be insufficient to isolate bandwagon

effects in cases where expectations variables are likely to capture much more

information than just popularity information. As intimated in Chapter 2 and again

in Chapter 4, coalition expectations rely on other informational considerations,

such as coalition signals (Bowler, McElroy, and Müller 2021). There is no clear

precedent or theoretical justification for treating such other cues as the basis of a

bandwagon effect. So if researchers want to use the expectations approach, they

either have to i) do so with expectations variables whose informational substance

is almost all popularity information, or ii) find ways of controlling for other

information that could be affecting those expectations, as well as controlling for

wishful thinking, or finally iii) claim that it makes theoretical and conceptual sense

to talk about the other information bringing about a bandwagon effect. Existing

research has tended to employ the first of these three options, as I do below.

Indeed, the ‘expectations approach’ has long been used to study the bandwagon

effect. Purportedly, by including control variables in regression analyses that

capture people’s partisan preferences, it is possible to isolate the bandwagon effect.
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As Skalaban (1988, 138) puts it, ‘in order to assess the effect of polls on vote

choice, one must be careful to select control variables to partial out projection

effects’ – ‘projection’ being another term for wishful thinking.

In an attempt to do this, Abramowitz fits models to data from an exit poll of

presidential primary voters in 1988, in which

The dependent variable is the voter’s candidate preference (Choice);

the independent variables are the voter’s overall evaluations of the

major candidates (Candidate Evaluation), the voter’s perceptions of the

candidates’ chances of receiving their party’s nomination (Viability),

and the voter’s perceptions of the candidates’ chances of winning the

November election (Electability) (Abramowitz 1989, 980–81).

These viability and electability variables are just specifically targeted measures of

expectations: viability is expectations targeted at the party’s nomination, electabil-

ity is expectations targeted at the subsequent presidential race. By including

candidate evaluation alongside these expectations in the model, this should remove

any association between vote choice and expectations that is only down to wish-

ful thinking. The results are slightly more complicated, because these variables

are combined into a path model: they suggest that there was no direct statisti-

cally significant association between viability and vote choice, but that electability

was largely driven by viability, and there was a significant association between

electability and vote choice. Abramowitz argues that this is evidence against a

bandwagon effect in presidential primaries, and in favour of an ‘expected utility’

model of primary voting seeing voters as rational actors – they prefer presidential

nomination candidates who seem likely to win the presidential election. This
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finding is, however, broadly consistent with the idea that vote choices are being

slightly influenced by popularity information. It is not clear from the conceptual

and theoretical discussion in Chapter 2 that using ‘expected utility’ means such an

effect cannot be seen as a bandwagon effect.

Lanoue and Bowler (1998, 366), relatedly, claim that by taking the residuals from a

regression analysis of expectations on party identification, they derive ‘an indicator

of viability that is free from the effects of wishful thinking.’ The residuals are the

part of expectations that are unexplained by party preferences here. This indicator

is then used as a predictor in further analyses. Their district-level viability variable

was significantly associated with vote choice, whereas their national-level measure

was not. Similarly to Abramowitz (1989), Lanoue and Bowler (1998) treat this as

evidence that voters are behaving in a sophisticated, rational way, to best maximise

the possibility of a favourable election outcome. Again though, the observation

that district-level popularity has an effect on vote choice is, in itself, consistent

with the idea of a bandwagon effect – just one at the district level. Looking more

closely and considering whether voters opted for their favourite, second-favourite,

or third-favourite party however, the authors explain that

If voters were supporting their number-two party as a means of climb-

ing aboard the bandwagon, we would also expect to see a significant

coefficient for our measure of that party’s perceived viability. However,

we do not. Instead, we find voters who are willing to abandon their

top choice when its chances in the district appear to be low, in favor of

their next preferred alternative (Lanoue and Bowler 1998, 374).1

1 In distinguishing between strategic and bandwagon voting, Lanoue and Bowler (1998, 373)
apply a distinction which comes very close to the one proposed back in Chapter 2, as also noted
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Quite convincingly then, when applying the expectations approach, Lanoue and

Bowler (1998) find evidence of strategic voting but not of district-level bandwagon

effects. They note, though, that the coefficient that would suggest a bandwagon

effect if it were significant, is ‘strong and in the expected. . . direction,’ suggesting

‘some voters’ might be might be ‘climb[ing] on the. . . bandwagon,’ but that this is

a claim they cannot affirm (Lanoue and Bowler 1998, 374–75).

More recently, Meffert and colleagues (2011, 812) have measured an effect of

expectations on voting behaviour while controlling for ‘dichotomous party prefer-

ence, party evaluation, strength of party identification, and the evaluation of party

leader.’ The results ‘suggest that the expectation of the ÖVP winning the election

had indeed a small but significant additional effect on the vote intention for the

ÖVP, above and beyond various preference measures’ (Meffert et al. 2011, 813) –

a small bandwagon effect.

Variants of this, albeit following this logic less directly, are also proposed and tested

by Nadeau, Niemi and Amato (1994, 376–77), who find a bandwagon effect for the

Conservative Party in Britain which is ‘small in magnitude, [but] may be of no small

consequence,’ and by Riambau, who finds ‘small but non-negligible’ bandwagon

effects in Austria, Germany and the Netherlands (2016, 4). Quite consistently then,

results from the expectations approach to studying the bandwagon effect suggest

that popularity information of some form has a small effect on the vote – but in

some cases there is no strict evidence of bandwagon effects.

there.
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The Bandwagon Effect Is Not an Expectations Effect

It is important to establish that insofar as these studies set themselves up in terms

of the bandwagon effect, they are not, or at least should not be, interested in an

effect of expectations on the vote – although their wording suggests otherwise at

times. They are studying the effect of popularity information on the vote. There

are two ways to see this.

Firstly, we cannot intervene on people’s expectations, but proper causal reasoning

involves imagining counterfactual interventions (Pearl and Mackenzie 2018). Be-

cause of the now well empirically established effect of wishful thinking, to imagine

manipulating people’s expectations directly, we have to accept that this might

entail manipulating their predispositions. This is both unfeasible and unethical.

You cannot turn a Republican into a Democrat with the flick of a switch. Even

if we could do this, or want to imagine we could, this would just reveal what

the effect of supporting a party is on voting for it. So talking about an effect of

these expectations on people’s voting behaviour is not particularly informative. For

example, it cannot inform policy debates through a meaningful estimate of what

the effect of restricting poll publication would be. To inform such debates in a

meaningful and useful way, it is necessary to study the effect of this information

itself, as established back in Chapter 1.

To see the relevance of these points more clearly, consider that regarding the

bandwagon effect as the effect of expectations leads to nonsensical claims. Imagine

a voter A who supports Party X and intends to vote for it. However, the polls

start to suggest that its only opponent, Party Y, is becoming more popular. Voter

A’s expectations of the likely election outcome change as a result. Voter B, also

193



Chapter 5

intending to vote for Party X, sees Party Y’s leader deliver a campaign speech,

which she finds convincing. Voter B starts to feel more sympathetic to Party

Y, liking it more than Party X. Her expectations of the likely election outcome

change as a result, because of wishful thinking. Both of these people end up

voting for Party Y. Yet only the first underwent a bandwagon effect. If we think

about the bandwagon effect as expectations affecting voting behaviour, we could

capture both of these as bandwagon effects, even though the second voter’s initial

motivations were nothing to do with how well Party Y was performing in purely

electoral, or popular, terms. Both voters’ expectations for Party Y increased, but

voter A’s increased because of a change in popularity information, whereas voter

B’s increased because of a change in preferences.

The second way to see that the effect of expectations is not really of interest is by

thinking about what researchers are doing when they control for measures of party

preferences. For all intents and purposes, expectations are inherently ‘motivated,’

or ‘biased,’ or ‘wishful.’ This is part of their nature. So if you want to learn what

their effect is on some outcome, why would you remove this part of them? The

very fact that researchers see fit to account for wishful thinking shows that really

they are studying the effect of the information that drives expectations: popularity

information. Or, at least, it shows that they are not studying some component part

of expectations – not expectations themselves.
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Expectations

Preferences

V ote

Figure 5.2: Causal model according to which preferences confound the effect of
expectations on vote choice.

Double Confounding

Clarifying this distinction matters because confusion about it means that the ex-

pectations approach ends up treating the question of wishful thinking like the

model presented in Figure 5.2. This model implies that political preferences sim-

ply confound the relationship between expectations and vote choice. This is an

over-simplification. As explained in Chapter 2, political opinions are a ‘marriage

of information and predisposition’ (Zaller 1992, 6): people tend to resist arguments

that are inconsistent with their political predispositions, such that when they form

their opinions they end up drawing on a biased sample of considerations that are in

line with what they want to believe as well as what their information suggests they

should believe.

Political preferences are a measure of key aspects of these predispositions. They

are variables that should predict wishful thinking – for example, a party feeling

thermometer – and thereby account for the role that predispositions play in shaping

expectations. These predispositions are a constituent part of expectations, along

with popularity information. The bandwagon effect is the effect of the information

on voting behaviour. Yet this information, which may have an effect on vote choice,
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is also likely to affect the preferences variables themselves. As explored at length

in Chapter 2, preferences to a large extent mediate the bandwagon effect. Figure

5.3 is a simplified version of the model from Chapter 2, with static and dynamic

information collapsed together, and the same for conversion and mobilisation (here,

V ote). This simplified model serves to draw attention to the specific problem in

question here.2

Popularity Information

PreferencesExpectations

V ote

Figure 5.3: Causal model of the relationship between expectations, preferences,
popularity, and vote choice.

A statistical model cannot tell the difference between the effect of preferences on

expectations and the effect of popularity information on both expectations and

preferences. Both are just statistical associations that we account for by bringing

preferences into the equation. By controlling for preferences, scholars therefore

remove the possibility that the bandwagon effect might involve people becoming

more positive about those parties they end up becoming more likely to vote for.

Any effect on vote choice that passes through a change in preferences will be

removed. In the terms used at times in Chapter 2, any ‘realignment’ effect will be

missed, in favour of only observing ‘misaligned’ voting. This is what happens, by

2 Note that this model is also simplified because it says that preferences affect expectations.
Really, these preferences are a proxy measure for the unobserved predisposition within the expecta-
tions. However, building this into the causal model explicitly would introduce complications while
leading to exactly the same conclusion. See Appendix D.1 for more nuanced, complex versions of
the model.
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design, when making statistical adjustments for a variable that lies on the ‘causal

chain’ between the ‘exposure’ and the ‘outcome’ (McElreath 2020, 185; Pearl and

MacKenzie 2018, 113–14). Yet the assumption this implies – that the bandwagon

effect is never mediated by preferences – is rarely, if ever, justified theoretically.3

The challenge this observation presents arises from the fact that the independent

variable, popularity information, is unobserved – as explained in Chapter 2. Instead

there is an observed variable – expectations – which should theoretically have two

components: information (about popularity) and predisposition. This predisposi-

tion is also unobserved, so it cannot be controlled for directly as something that

is truly exogenous. If it could, this would remove the wishful thinking problem.

Instead, we can account for predispositions by proxy, using measures of prefer-

ences. Yet, the informational component of expectations should itself be considered

capable of having an effect on these preferences, given the theoretical account

of the bandwagon defended in Chapter 2. So on the one hand, researchers need

to control for preferences, in order to remove the confounding effect of wishful

thinking. On the other hand, they must not control for them, in order to avoid

closing off the path from popularity information to vote choice that passes through

preferences.

This paradox could be referred to as double confounding. ‘Confounding’ means that

something is present which biases or complicates the ability to measure an effect

(McElreath 2020, 183). This confounding is ‘double’ because the information and

3 Arguably, Lanoue and Bowler’s (1998) theoretical framing assumes that the bandwagon
effect involves people abandoning their preferred political parties at the ballot box, without their
preferences changing. If this assumption is correct, then the problem explored here does not
necessarily affect their analysis. My claim is that, theoretically, it is unlikely that this assumption
holds, and conceptually, it is unclear why the term ‘bandwagon effect’ should be limited to the
situation in which the assumption does hold. Chapter 2 already covers these points at length.
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the predisposition interact with the causal model in two different, contradictory

ways. This phenomenon could have serious implications beyond this specific

research question, in cases where researchers attempt to account for partisan

motivated reasoning by controlling for party preferences. I pay more attention to

this in the Discussion and Conclusion section.

As an example of double confounding, consider again a voter who is generally

predisposed to want Party X in power. In a survey, we ask her ‘how likely is it that

Party X wins the upcoming election?’ This is a measure of her expectations. It is

based largely on information about how much support there is for Party X. But also,

whenever we ask her this question, her answer is biased by her predispositions.

She overstates Party X’s chances. We want to know if she is engaging in this kind

of wishful thinking, so we also ask her, ‘how much do you like or dislike Party X?’

This is a measure of her preferences. We know that if she is a wishful thinker, these

preferences will be strongly associated with her expectations, because they capture

a key way in which her predispositions affect them. That is, if her predispositions

form part of her expectations, then this will show up in an association between

her preferences and her expectations. It begins to become apparent to this voter

that Party Y is gaining ground, and becoming increasingly popular. She might

see polls suggesting this, read it in the news, or hear that many of her friends are

planning to vote for Party Y. This is all popularity information. The bandwagon

effect would predict that this increased popularity might make her more likely to

switch to support Party Y. But why would this happen? The theory behind the

bandwagon effect suggests that, in order to understand and rationalise why Party

Y is becoming more popular on receiving this information, the voter will reflect,

search for, or pay greater attention to reasons people have for supporting it. These
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arguments might convince her that Party Y is actually not all that bad, leading

her to jump on the bandwagon. In order to work out whether the bandwagon

effect happened to this voter, we need to remove the effect of wishful thinking

from her expectations, because these expectations are the only insight we have

into the popularity information she is receiving, but are skewed from accurately

representing this by her predispositions. However, we also need to recognise that

this information we are trying to isolate might have an effect on her answer to

the question about her preferences, because the way the bandwagon effect came

about is by revising her preferences about Party Y. This effect is part of what we

are trying to measure. It is part of the bandwagon effect. But by removing any

association between expectations and preferences, we remove the possibility of

observing this effect. To the extent that anyone undergoes a bandwagon effect of

this mediated form, we will not measure it. If all bandwagon effects are of this

form – as some insist (e.g. Blais, Gidengil, and Nevitte 2006) – and the behaviour

is widespread enough to be statistically detectable, then the expectations approach

will result in a null effect of popularity information when in fact this information

is at the root of a significant number of vote choices. It will give rise to a Type 2

error, or false negative.

For any given sample of voters, we simply do not know at what point we are

catching them in this causal process, so we cannot work out the direction of these

effects between the different forces at work. This is because the data used to

answer the question are cross-sectional. Such data take a snapshot of an electorate

and cannot assert which variables they measure have affected others. If somehow

we knew what affected what, such that we could assert causal ordering between

the variables without giving rise to double confounding, then there would be
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no problem. But theory contradicts this. Causal inferences can only be made

with cross-sectional data when a theoretical causal model permits it. The causal

model in this thesis does not. Adjusting for preferences in a statistical model of

cross-sectional data will always risk distorting estimates of the bandwagon effect,

because of double confounding.

It is worth establishing that this remains true even if the preferences variable

scholars ‘control for’ in isolating the bandwagon effect is party identification (e.g.

Lanoue and Bowler 1998). As Chapter 2 noted, it is widely argued across political

science that party identification serves as a stable trait guiding people’s political

actions and choices (Achen and Bartels 2015; Campbell et al. 1960; Lewis-Beck

et al. 2008). In this sense, arguably party identification is an exogenous force

which could not feasibly be affected by popularity information. As such, using

it to control for wishful thinking isolates the bandwagon effect while avoiding

double confounding. Note though that even if controlling for party identification

did resolve double confounding, it would not resolve the problem discussed further

below of distinguishing between static and dynamic popularity. This further

point alone would be enough to call into question the cross-sectional expectations

approach. But if the argument that party identification is a stable force is correct,

then it may indeed be true that controlling for party identification does a better

job of avoiding double confounding than controlling for other, more labile party

preference measures.

However, there are three factors that complicate this. The first is that this account

of party identification as a stable, exogenous force might not be quite right (Fiorina

1981; Popkin 1991). It might in many cases represent more of a powerful heuristic

providing a ‘default decision’ (Bowler and Donovan 1998, 29; Lau and Redlawsk
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2006, 257–58), rather than an overriding and unwavering force. The psychology

of party identification may also depend on the nature of the electoral system

(Bowler, Lanoue, and Savoie 1994). Even some of the strongest proponents of

party identification as a stable force insist that ‘it would be foolish to take the

position that party attachments are altogether unwavering’ (Green, Palmquist, and

Schickler 1998, 896).

Relatedly, as argued in Chapter 2, the very people who are most likely to undergo

bandwagon effects are those for whom party attachments are weakest.4 This is a

widespread claim in research on the bandwagon effect (Bartels 1987; Hardmeier

2008; Mehrabian 1998), as well as being entirely consistent with the theoretical

arguments of this thesis. A large part of the reason these people are more prone

to bandwagon effects is because their party attachments are weaker and therefore

more labile. Combined with the fact that, if someone’s party identification changes,

then we would expect their voting behaviour to be likely to change in accordance

(Bonneau and Cann 2015), this means that in the instances where a bandwagon

effect happens, it could be mediated by party identification. People who undergo

bandwagon effects are likely to have relatively weak party attachments, but the

party to which they are most attached could still change as part of the bandwagon

effect – it is affected by popularity information and then, in turn, affects their vote.

The considerable average stability of party identification across the population just

implies that these instances are likely to be few and far between. This is another

way of saying that the bandwagon effect is small. This is, in turn, precisely why it

is important not to rule out observing it in the instances where it involves a change

4 In other words, (strength of) party identification is unequally distributed across voters, and
this distribution is likely to be correlated with the distribution of bandwagon effects.
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in people’s answers to questions about which party they identify most with. This

might not happen often, but given that the bandwagon effect does not seem to

happen often either (Hardmeier 2008), controlling away party identification could

easily be the difference between detecting it and not detecting it.

Finally, relying on party identification alone as a way of accounting for wishful

thinking is likely to be insufficient. Consider the following example. There is

a UK general election taking place. A voter identifies with the Green Party. As

usual, though, the only parties with a chance of winning the election are Labour

and the Conservatives. She would rather Labour win than the Conservatives. In

many cases, if we ask this voter how likely it is that the Labour Party will win

the election, her answer will show signs of wishful thinking. Controlling for

whether or not she identifies with the Labour Party will do nothing to account for

this. Indeed, Figure 4.2 in Chapter 4 showed signs of exactly this: ‘other’ party

identifiers were consistently more optimistic about the Labour Party’s chances

than Conservative supporters were, in the 2017 election. In order to account for

this extra wishful thinking not explained by party identification, we would need

to introduce other variables, such as party evaluations, which are more labile and

thereby more prone to double confounding (Cowden and McDermott 2000). So

whether or not party identification is truly ‘stable’ does not even resolve the issue –

the cross-sectional expectations approach, upon scrutiny, necessarily entails double

confounding regardless.

Technically, double confounding means that the expectations approach measures

the direct effect of popularity information on voting behaviour, rather than the

total effect. This is, prima facie, consistent with the fact that studies using the

expectations approach have tended to find such small or insignificant effects. These
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studies might be finding small or null effects because, by design, they are suppress-

ing the effect. This might not seem particularly problematic, and appropriately

conservative – at least we are not over-estimating the effect. But in fact, research

should avoid biases in either direction: ‘underestimating a substantively significant

phenomenon could be just as problematic as overestimating a substantively trivial

phenomenon’ (Fowler 2019). Consider that an election could take place in which

polls – perhaps incorrect polls – bring about non-trivial bandwagon effects, but

controlling for preferences in models of the vote yields results indicating that this

effect was either tiny or non-existent. This would represent a major failure on the

part of political science to inform policy decisions on the regulation of opinion polls

– a key reason bandwagon research is useful, as noted in Chapter 1. The research

would suggest that the polls played no role in the election outcome, accordingly but

falsely suggesting to regulators that there is no cause for concern. The expectations

approach could even create a negative estimate of the bandwagon effect, where

there should be a positive one. Researchers will never know if they created these

effects by controlling for preferences, or if there is just no bandwagon effect – or,

indeed, an underdog effect. We simply should not adopt methods that we know to

induce ‘Type M’ (magnitude) and ‘Type S’ (sign – negative or positive) errors of

any form (Gelman and Carlin 2014).

Distinction From ‘Mutual Causation’ Approach

Superficially, this argument comes close to one made historically in research

on expectations and preferences. Scholars have frequently understood wishful

thinking and the bandwagon effect as mutual causation between expectations and

203



Chapter 5

preferences: they cause each other in a kind of feedback loop. Figure 5.4 is a

representation of the model behind any claims of such a relationship. Bartels (1985)

presents a causal model that explicitly stipulates a mutually causative relationship

between expectations and preferences. The problem, as these approaches see it, is

that the two arrows going back and forth betweenExpectations and Preferences

are indistinguishable in statistical analyses.

Expectations Preferences

Figure 5.4: Causal model of non-recursive relationship between electoral expecta-
tions and preferences. Dashed arrow indicates potential reverse causality.

Of course, expectations and preferences cannot be simultaneously mutually

causative in this sense. Causality occurs over time. Bartels makes this explicit

when describing the problem that

Potential voters may first decide which candidate they prefer, and then

project these preferences onto their expectations about the outcome of

the nominating contest, using selective perception or wishful thinking

to convince themselves that their favorite is doing well (1985, 805).

These models want to capture the problem depicted in Figure 5.5, where they seek

to isolate ExpectationsT 1 → PreferencesT 2 but cannot rule out that they are

instead measuring PreferencesT 2 → ExpectationsT 3, because they are using

cross-sectional data in which T is constant. This kind of thinking motivates the

use of panel data. For example, Lazarsfeld, Berelson and Gaudet (1948, 105),

Campbell (1963) and Granberg and Brent (1983, 483–84) have carried out panel

analyses on the interplay between expectations and preferences, drawing mixed
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conclusions from the same data. Granberg and Brent (1983) also introduced their

own panel data, analysing which they found no effect of expectations at Time 1

on preferences at Time 2, when controlling for the stability of preferences. The

reverse effect, however, was found to be significant. The simplicity of this method

unfortunately makes it susceptible to several biases, however (Hamaker, Kuiper,

and Grasman 2015; Kropko and Kubinec 2020; Zyphur, Voelkle, et al. 2019). In

short, even when panel data has been used – the crux of my recommendation below

– this has been done in a way that cannot reliably measure the bandwagon effect.

Longitudinal data, as I explain below, is necessary, but it is not sufficient. The

method of analysis is critical too.

Exp.T1 Pref.T2 Exp.T3

Figure 5.5: Causal model of the relationship between electoral expectations and
party support over time.

This body of research also falls short of studying the bandwagon effect in two key

theoretical ways. First, its focus is on the effect of expectations on ‘preferences.’

The implication of this is that there are two variables at play, expectations and

preferences, and the latter can be thought of as anything from vote choice to party

evaluations. Research then considers changes in which of these two variables

appears to bring about changes in the other. This creates a problem. If ‘preferences’

are operationalised as party evaluations, then this setup learns nothing about the

bandwagon effect as an effect on vote choice. If ‘preferences’ are operationalised as

vote choice, then this setup assumes that wishful thinking is the effect of changing

vote choice on expectations. But we should consider expectations always to be
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biased by how much people like each party, without them needing to change which

of these they vote for.

The second, related problem is that expectations should not be thought of as

bringing about changes in preferences. As the discussion above suggests, it is

popularity information that might bring about changes in preferences, as part of

the bandwagon effect. Understanding expectations and preferences as mutually

causative is too simplistic, and ignores what political psychology teaches us about

the structure of opinions and how wishful thinking is a direct implication of this

theory.

Static and Dynamic Popularity in Expectations

When considering these relationships between popularity information, expectations,

and the vote, a second problem rears its head: the expectations approach cannot

distinguish between static and dynamic popularity information. This much is

demonstrated by Chapter 4. People’s expectations are informed by popularity

information, such as the polls. They have higher expectations for parties leading in

the polls. However, they also take into account how much momentum parties have,

expressing higher expectations when a party is increasing its popularity over time.

As such, when measuring voters’ expectations, there is no way to know the extent

to which these are based on static and dynamic popularity information.

This, in turn, means that the association between these expectations and vote

choice – assuming wishful thinking is accounted for – is typically the effect of

some unknowable combination of static and dynamic popularity information. Both
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might be driving expectations upwards, in tandem, if a party is in the lead and

growing, or they may be working against each other if a party is trailing but gaining

ground, for example. This might seem trivial – we may not know whether we

are studying the static or dynamic bandwagon effect, but at least we know we

are studying the bandwagon effect – but it becomes problematic in the latter case,

when considering that these two different types of information can work against

each other, as well as working together.

For instance, people could be undergoing a dynamic bandwagon conversion effect,

switching to vote for a party because it is gaining ground in the polls – say, it has

increased its vote share by 6%. But, using their expectations to measure this, we

do not capture the effect because that party is not polling well in static terms –

say, it is polling in third place. The expectations might be based on both of these

considerations, cancelling each other out, which then means that the association

between them and vote choice does not capture this dynamic effect. The evidence

presented in Chapter 4 would suggest that the reverse is also true – a lack of

dynamic popularity could mask static bandwagon effects when we try to measure

them using expectations data.

However, in some cases, it is possible to approach this concern by taking into

account broader contextual factors. Knowledge of the electoral context and the

information that vote intention polls portrayed throughout a campaign can give

researchers a stronger basis on which to assert what kind of effect they observe.

For example, think back to the context given by the experiment in Chapter 4, in

which Party A led with 44% of the vote but this vote share was stagnating, while

Party B trailed on 40% but was gaining ground in the polls over time. Using the

expectations approach to study the bandwagon effect for Party B in such a context,
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by comparing vote choices and expectations between the treatment and control

group, we could be quite certain that any effect we capture would be a dynamic

bandwagon effect. This implies that in real-world electoral contexts, research can

focus on specific cases where it is known that a given party or candidate was, for

example, constantly in the lead but never gained ground, or gained ground but

never overtook its opponents, etc. In these cases, we can quite safely assert that

expectations reflect either static or dynamic popularity information, because we

know whether such information was available or not.5 In other words, rather than

just interpreting effects in the expectations approach as static bandwagon effects,

researchers can leverage the very factor that complicates this assumption (the fact

that static and dynamic popularity can affect expectations independently) to their

advantage in interpreting their models.

This does not go all the way to resolving the problem, however, because the fact

that a certain type of popularity information was more abundant in a given case

does not rule out the possibility that some people still had access to the other

type. For example, some voters might undergo a static bandwagon effect because

they hear a biased pundit claim that a party is in the lead, even though really it

is in second place and gaining ground, suggesting any bandwagon effect they

should undergo would really be dynamic. The cross-sectional approach to using

expectations data makes this problem unavoidable

5 This somewhat overlooks the fact that static popularity does not only refer to rank order,
but more broadly to the current standing of each party in terms of its vote share. People could,
in the example here, technically undergo a static bandwagon effect for Party B based on its large
share of the vote (40%). However as discussed in Chapter 2 the distinction between static and
dynamic bandwagon effects can be thought of as a difference of comparisons that voters are making:
between parties at one time point (static) and across time within one party (dynamic). A dynamic
comparison is much more favourable for Party B.
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The solution I propose below addresses this question of interpretation because,

by looking at expectations data longitudinally, it further encourages a dynamic

interpretation. By focusing on a specific case – the UK Labour Party in 2017 – in

which the party gained ground in the polls but never moved from second to first

place, it makes sense for people to be subject to a dynamic bandwagon effect, but

this becomes by far the more natural interpretation in my longitudinal framework.

I explain why this is the case below. Combined though, these two points also mean

that the method I propose is not a silver bullet. It encourages a dynamic interpreta-

tion by design, so is less useful if we are interested in static bandwagon effects. It

also works best if applied to contexts where the circumstances suggest a dynamic

interpretation makes more sense, which limits its applications. Nonetheless, this

approach demonstrates that there are rigorous ways to avoid double confounding

and study the bandwagon effect using expectations data in a way that is consistent

with the concepts, theory and causal assumptions set out in Chapter 2. I now turn

to describe this method and application.

Using Panel Data to Study the Bandwagon Effect

In the remainder of this chapter, I set out a blueprint for how better to measure

the bandwagon effect using expectations data, and apply this method empirically.

To resolve the issues above, it is necessary to track changes in both expectations

and preferences, as well as in vote intention, over time in the same individuals.

McAllister and Studlar (1991, 728) were correct in claiming that ‘the only data

which could address this implied question of causality are panel data, which
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interview the same respondents at two or more points in time.’6 Only in this way

can preferences be allowed to bring about changes in expectations while also

being responsive to changes in popularity information, with both affecting voting

behaviour.

Unfortunately, simply using panel data is not enough on its own to solve the

problem. Existing panel analyses on the bandwagon effect fall short of resolving

the problem of wishful thinking and double confounding, as just noted above

(Campbell 1963; Granberg and Brent 1983; Lazarsfeld, Berelson, and Gaudet

1948). Indeed, most approaches to analysing effects in panel analyses fail when

there is some form of ‘reverse causality’ involved (Leszczensky and Wolbring

2019), including existing research on the bandwagon effect. While I have refuted

the reverse causality framing above in theoretical terms, the problem of double

confounding has similar empirical implications. The two phenomena are similar

enough that methods which fail due to reverse causality will necessarily fail in the

presence of double confounding. Any time-series cross-sectional approaches with

‘fixed effects’ would necessarily fail, because they just carry out repeated versions

of the ‘statistical control’ approach above, at multiple time points (Kropko and

Kubinec 2020; Zyphur, Voelkle, et al. 2019). Leszczensky and Wolbring (2019)

find that panel models using structural equations typically work most effectively

in these situations. Accordingly, Zyphur et al (2019, 652) propose ‘general cross-

lagged models’ (GCLM), which build from typical cross-lagged panel models to

‘a more general structural equation model’ – an attempt to ‘expand the toolkits

of researchers who regularly use panel data to make causal inferences’ over time.

6 McAllister and Studlar (1991) were describing the mutual causation problem, not double
confounding.
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This is the method I suggest and make use of here.

The General Cross-Lagged Panel Model (GCLM)

A typical cross-lagged model is summarised in Figure 5.6. Focusing on expecta-

tions (Exp.), this graph shows firstly that at each time point, they are allowed to

be affected by their past state. This is called the ‘auto-regressive’ component. It

captures the fact that if your expectations were at a certain level in the past, in gen-

eral this will carry forward. Where this presents a challenge for many approaches

to panel analysis, such as random- and fixed-effects models, owing to serial cor-

relation of error terms, in cross-lagged models (and, by extension, the GCLM) it

is accounted for directly by modelling the dependency of each observation on the

past. In models with several (> 3) waves, this also captures the extent to which

past effects on a variable spill over into the future of that variable.

Secondly, Figure 5.6 shows that expectations are affected by the past state of

preferences and vote choice. The is called the ‘cross-lagged’ effect. It is designed

to capture the idea that if your preferences or voting intentions change, your future

expectations should change. This is what wishful thinking would predict.

Thirdly, because these effects are measured in regression models, each time point

of expectations by default also has its own intercept or constant, which captures the

general average level of expectations at that point in time. This directly accounts

for the extent of cross-sectional dependence, another problem faced in typical

time series cross-sectional models. This could be extended to account for more

nuanced claims about ‘spatial correlation’ by allowing the intercept to vary by
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certain group characteristics, in a multi-level regression model. Essentially, this

means that instead of having one intercept that captures average expectations, there

are several intercepts that capture average expectations among certain groups –

people in the same voting district, for example. This would represent the fact that

some people, based on some characteristics, are more similar to each other than

others.7

Exp.t−2

Exp.t−1

Exp.t

Pref.t−2

Pref.t−1

Pref.t

V otet−2

V otet−1

V otet

Figure 5.6: Basic cross-lagged model of possible relationships between expec-
tations, preferences and vote choice. This is an extension of the model used by
Granberg and Brent (1983) to cover three time periods and introduce vote choice.
Preferences are staggered to prevent arrows and shapes overlapping, for clarity.

The ‘general cross-lagged model’ described by Zyphur et al. (2019) extends and

improves this framework in two ways. First, it highlights that the regressions also

have a residual, and that this residual can be thought of as an ‘impulse.’ That is, each

person’s expectations at a given point in time will differ from what the regression

7 Currently, the software I use here does not permit this.
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model including the autoregressive component, the cross-lagged effect, and the

intercept would predict. This is the residual, or left-over variance. The co-variance

between these different residuals (e.g., the residuals of Expt−1 and Preft−1) is

also modelled, in order to further account for cross-sectional dependence.

These residuals have a specific interpretation. Something changes, at time t,

which makes expectations change, but which is not accounted for by past levels of

expectations, preferences and vote intention, or more general things that are unique

about the current time point. These impulses are unpredictable, and therefore

as-if-randomly assigned ‘shocks’ to the system (Stock and Watson 2001, 102;

Zyphur, Allison, et al. 2019, 657–58).

Impulses are allowed to affect future states of other variables. For example, an

impulse on expectations at t− 1 can affect expectations at t or indeed preferences

and vote choice at t. This introduces the idea that unpredictable changes in a

respondent’s environment at a given time point can be associated with her future

behaviour, and it is these effects which give the model a causal interpretation, and

in which we should be interested. The logic of this is crucial to applying the GCLM

to bandwagon research, as discussed below.

Zyphur, Allison, et al. (2019) also extend the cross-lagged model by explicitly

accounting for stable variation between people. As they note, ‘between-unit differ-

ences’ are ‘akin to unit-specific trends (e.g., long-run averages) that systematically

differentiate units over time’ and should not confound the other effects described

above because these ‘represent perturbations around any such trends. . . stable

factors are constant by definition and thus do not have a clear role in models of

causality over time’ (2019, 659, emphasis in original). This is crucial to address-
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ing a key criticism of cross-lagged models: ‘if stability of the constructs is to

some extent of a trait-like, time-invariant nature, the inclusion of autoregressive

parameters will fail to adequately control for this’ (Hamaker, Kuiper, and Grasman

2015, 102). That is, ‘vector autoregression’ (Stock and Watson 2001) does not

often fully account for serial correlation. Between-person differences are therefore

captured by a ‘unit’ effect, which is created as a latent variable. This means that it

is estimated according to a calculation of the level of common variance across the

same variable, for a given person, over time.

Each respondent’s expectations will differ from others’ expectations in systematic

ways, owing to individual differences. By loading their expectations at each time

point onto a single latent variable, these systematic differences are factored in and

controlled for. This ensures that serial correlation does not distort effect estimates

by modelling this serial correlation as representing some stable underlying traits

of each individual. These unit effects’ co-variance is also factored into the model,

representing that a given person’s stability on one variable is likely to be related to

their stability on another variable. Importantly, this approach avoids the ‘dynamic

panel bias’ introduced by more typical approaches, such as fixed effects, group

mean centering, or ‘first differences’ (Nickell 1981; Zyphur, Voelkle, et al. 2019).

A full GCLM, with all of these aspects included, is demonstrated graphically in

Figure 5.7 for the three-variable case. Applying the GCLM, in general, therefore

involves fitting a structural equation model to three or more waves of panel data, in

which there are measures of the relevant observed variables. The only thing not

explicitly captured in Figure 5.7 is the covariance between ‘impulses’ and between

‘unit effects.’ As explained above, these are not constrained to be uncorrelated.
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In practice, this model is just a combination of regression models and latent variable

modelling (Sturgis 2016). Statistical software such as MPlus and the ‘lavaan’ and

‘blavaan’ packages in R are easily capable of doing this. Zyphur et al. (2019)

provide code in their supplementary material for the general case in MPlus, as well

as the means of adapting this for use in R.

Unit

Unit

Unit

Exp.t−2

Exp.t−1

Exp.t

u1

u2

u3

Pref.t−2

Pref.t−1

Pref.t

u1

u2

u3

V otet−2

V otet−1

V otet

u1

u2

u3

Figure 5.7: Full general cross-lagged model. u represents impulses, Unit represents

unit effects. Rectangles represent observed variables, circles/ellipses represent

latent variables. Variables are staggered purely to prevent arrows and shapes

overlapping.
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Figure 5.8: Reduced general cross-lagged model. All paths coming out of expec-

tations, and out of vote/preference impulses, removed. The bandwagon effect is

captured by the bolded black paths.

Adapting the GCLM to Study the Bandwagon Effect

The bandwagon effect can be studied through a reduced form of this GCLM,

depicted in Figure 5.8. To reduce the model, I remove any causal path coming out

of each observed ‘expectations’ variable, except the autoregressive paths. This is

consistent with the discussion above and the model in Figure 5.3. Expectations do

not affect preferences or vote choice – at least, that is not what the bandwagon effect

refers to. It also capitalises on the fact that ‘conservative models are typically best

for out-of-sample generalizations, wherein conservatism means simpler models

that rely on theory, past findings, and contextual information’ (Zyphur, Allison, et

al. 2019, 668). Just because the GCLM framework allows all of the relationships

in Figure 5.7 to be modelled does not mean they should be. Theory tells us when to

remove certain relationships, and parsimony is useful not only for making models
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more ‘generalisable’ but also for preventing overfitting or saturated models.

Given this preference for parsimony, and to emphasise interpretability, I also

remove from the model any direct paths going from the preferences and vote

impulses to the other variables in the model. These ‘CLMA’ paths can easily

be included in order to expand the range of short-term and long-term dynamics

that the model can detect, ‘making each unit’s standing on an observed variable

a direct function of other variables’ past impulses’ (Zyphur, Allison, et al. 2019,

662). However, allowing for such dynamics is questionable when the data cover

inconsistent time lags. Their inclusion is also not essential in order to estimate the

bandwagon effect. Indeed, in the example below, their inclusion would not change

its estimate, while confusing its interpretation.

Instead of including paths from expectations, and therefore allowing expectations

to have effects on other variables in the model, I exploit the special place the

GCLM framework affords to ‘impulses’ (u). Given that the model explicitly

treats each expectations observation, at each time point, as a function of the

previous observation, stable individual-level factors, voter preferences, and vote

choice, the only thing left for each ‘impulse’ on these expectations to capture

is some change in the respondent’s environment that makes her respond in a

different way to an expectations question (Stock and Watson 2001, 102). In

other words, given the theoretical discussion above, the impulse should capture

changes in information.8 The cross-lagged effects from past levels of preferences

8 To some extent, these residuals will also capture truly random errors and measurement error.
Such errors could potentially be accounted for by taking multiple measures of each variable at each
time point (for example, asking more than one expectations question) and then loading them onto a
single latent variable, to remove item-specific errors. Zyphur, Allison, et al. (2019) address this
point in more depth. Here, it would also mean that the slightly vague concept of ‘expectations’
would not have to be contained simply within one specific question about the probability of winning,
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and vote choice into expectations carry forward wishful thinking, removing the

predisposition component from these expectations. What is left over should be

determined by information.

Given that the bandwagon effect is the effect of this information on vote choice,

the model captures the bandwagon effect in the bolded arrows in Figure 5.8.

The information might directly affect vote choice, but equally this effect might

flow through, or be ‘mediated’ by, preferences. As the information in a voter’s

environment starts to suggest a party is more popular, this may affect vote choices

directly, or it may first make her like this party more, which in turn has an effect on

her vote choice. This information should also make her have higher expectations

for the party, and the model factors this in.

This model therefore has a very specific interpretation. As Kropko and Kubinec

(2020, 20) explain, approaches that account for both within-person and between-

person trends, like the approach I adopt here,

Can only be understood as a generalization of the effect of deviations

from the case-means at a particular point in time, or equivalently, as a

generalization of the effect of deviations from the time-means for each

particular case.

More precisely still, when unit effects are introduced and effects are lagged rather

than cross-sectional, it is the effect of ‘the individual’s temporal deviations from

their expected scores’ (Hamaker, Kuiper, and Grasman 2015, 104), rather than

from group means, that is measured. These deviations are the ‘impulses’ in a

GCLM. So the GCLM measures the average effect of individuals’ deviations from

but could also encompass other things like predicted vote share.
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their expected scores at a given time point on the future. Where such a deviation

occurs in a voter’s expectations, this should be due to a change in information

about the popularity of the parties. If this leads to future change in vote intention,

then this should signal a bandwagon effect – providing the relationship is positive.

This means that the GCLM measures a between-person lagged bandwagon effect.

That is, it measures a bandwagon effect in terms of whether some people were more

likely to switch to support a party than others, owing to how much they previously

deviated from their predicted level of expectations. It asks whether those who

deviated more were more likely to switch.9 Consider a situation in which a party

very clearly becomes more popular, and everyone’s expectations increase because

of a universal change in information, and some of those people switch to support

the party as a result. The fact that expectations have, on average, increased will

be accounted for as a time-varying factor, meaning that these bandwagon effects

are unlikely to be picked up. This highlights that the GCLM approach resolves

the problem of double confounding by lagging the effects between the variables,

but otherwise works in the same way as the cross-sectional expectations approach.

That is, the standard approach of using expectations is also prone to this same

limitation, if indeed it is deemed a limitation. It, too, depends on between-person

variation in expectations. It, too, will therefore miss bandwagon effects of the sort

just discussed, in which average expectations increase because of a universally

recognised change in popularity information. Only the GCLM, though, studies

the bandwagon effect in a theoretically reliable way. Nonetheless, it must be

recognised that the bandwagon effect it studies is of this between-person type.

9 It does not necessarily have to measure switching, or conversion. As noted below, this
approach could be reapplied to study mobilisation.
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Finally, note that this structure also gives the bandwagon effect studied in the

GCLM a more natural dynamic interpretation. The impulses that capture popularity

information become relevant when something changes that was unpredictable

based on the past. In this case, this should be that a party or candidate has become

more popular than it was before. Such information about change over time is

what I have called dynamic popularity information. Although, just as was the

case with the example in Krizan and Sweeny (2013) discussed in Chapter 4, the

impulses could also respond only when a party or candidate has gained so much

popularity that it overtakes a rival. In this case, respondents’ expectations may only

be changing based on this new static popularity information. It would therefore

be more demanding to argue convincingly that it is only either a dynamic or static

effect at play, and the problems of interpretation discussed earlier may again rear

their heads.10 The case I now turn to discuss avoids this problem by focusing on a

second-place party that gained ground over time but never took the lead.

Data

To demonstrate this method, I apply it to data from three waves of the British

Election Study Internet Panel (BESIP) (Fieldhouse et al. 2020). These are the

campaign wave of the 2017 UK general election, the pre-campaign wave, and the

wave immediately prior to that. These three waves are the only three consecutive

waves of the BESIP to ask people questions about their electoral expectations

for the same upcoming election. This election is also a relevant case because
10 Panel data collected at a sufficient number of close intervals might be able to distinguish

between the two effects by identifying the two waves between which the change of ‘rank order’ in
the polls occurred.
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the Labour Party went from polling very badly in the run-up to the campaign, to

performing increasingly well during the campaign, and securing an unexpectedly

large share of the vote on polling day. This raises the possibility that the bandwagon

effect may have been present in the 2017 election, either as an explanation for, or

consequence of, this change in fortunes. Because of the theoretical relevance of the

Labour Party case, and for simplicity in the analyses, I focus only on the Labour

Party. As just noted above, in this particular circumstance in which the party was

always polling in second place but increased its vote share, any effects are likely to

be dynamic bandwagon effects.
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Figure 5.9: Percentage of respondents reporting each level of expectations in wave
10 (late 2016), wave 11 (pre-campaign) and wave 12 (2017 election campaign) of
the BESIP. Dashed line represents the mean estimate for a given wave.
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The following question measures expectations:

How likely do you think it is that either of these parties will win more

than half of the seats in the General Election so it will be able to form

a government on its own? (0-10)

This is the only question gauging expectations about the overall election in these

waves of the BESIP, but it is worth noting that it is unlikely to be an optimal

measure, particularly in this case. It was always very unlikely that the Labour

Party would win enough seats to be able to form a majority government. That

changed little with its growth in the polls. This means that people’s answers to

this question are likely to be constrained to lower values, possibly making it more

difficult to observe effects on or of this variable. Indeed, the distribution of this

variable in Figure 5.9 shows that responses were skewed towards values suggesting

a probability of winning below 50%, across all three waves, and approximately

30% of respondents gave it zero (actually labeled ‘very unlikely’).

The following question measures party preferences:

How much do you like or dislike each of the following parties? (0-10)

Other measures of partisan preferences are available, such as party identification,

but again such variables are more likely to have constrained variance, suppressing

effects. The extent of like or dislike of a party on a scale – especially combined

with a measure of vote choice – should capture more natural variance in opinions.

As discussed above, it may also do a better job of capturing the full extent of

wishful thinking because, for example, people who identify with other parties may

still engage in wishful thinking for parties they deem to be more ideologically

proximate to their own. The distribution of this variable in Figure 5.10 shows that,
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Figure 5.10: Percentage of respondents reporting each level of preferences in wave
10 (late 2016), wave 11 (pre-campaign) and wave 12 (2017 election campaign) of
the BESIP. Dashed line represents the mean estimate for a given wave.

although about 20% of people in every wave rate the Labour Party 0/10, its ratings

are otherwise fairly uniformly distributed 1-10. Opinions towards the party become

slightly more positive over time.

Responses to a standard vote choice question are recoded to a dummy variable

representing whether or not the respondent intends to vote for the Labour Party. Its

distribution in Table 5.1 shows that in the aggregate there is some suggestion that

a bandwagon effect might have happened – because Labour’s vote share grows

over time – but Chapter 2 discussed at length why this measure is not particularly

useful.
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Table 5.1: Distribution of Labour vote.

Vote Labour Percentage

Wave 10
No 76.09%

Yes 23.91%

Wave 11
No 75.69%

Yes 24.31%

Wave 12
No 71.81%

Yes 28.19%

Each of the variables is measured at all three time points. I restrict the sample

to those who provided valid responses to all of these questions in every wave.

This leaves a large total sample of 11,565 respondents. I fit the GCLM to these

data using the R package ‘lavaan’ (Rosseel 2012). This is based on adapting the

example code provided by Zyphur et al. (2019) in their supplementary materials.

Note that, in the GCLM, ‘unit effects’ are designed to capture all person-specific

traits that could confound estimates. For this reason, there is no need to control, for

example, for gender, ethnicity, etc, as is common in vote intention models. This

is similar to the role played by ‘person fixed effects’ in many multilevel model

approaches to panel data. But, as noted above, such time series cross-sectional

models introduce bias (Nickell 1981; Zyphur, Voelkle, et al. 2019) – as well as

being unable to assess causal order.

Finally, the discussion in this chapter has not mentioned the conver-
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sion/mobilisation distinction made in Chapter 2. This is because this distinction

pertains to the dependent variable (voting behaviour) and not the independent

variable (expectations/popularity information), which is the subject of the chapter.

There is nothing inherent in the expectations approach that makes it difficult to

distinguish between, or study either one of, conversion and mobilisation. Indeed,

the variables in the dataset used here would allow me to explore both, in principle.

In practice though, studying bandwagon mobilisation here is not feasible because

so few people state that they are not intending to vote.11 Without observing

sufficient abstention, it is not possible to measure mobilisation with enough power.

As such, I focus here on conversion effects. The vote variable captures whether

or not people intend to vote for the Labour Party. When it goes from 0 to 1 over

time, people have switched to vote Labour. Combined with the natural dynamic

interpretation of these analyses, the estimates should therefore correspond best to

dynamic bandwagon conversion effects.

Results

Table 5.2 displays key fit statistics for the reduced GCLM. All of these are within

typically desirable ranges, suggesting the model fits the data well (Lai and Green

2016). The Comparative Fit Index (CFI) and Tucker-Lewis Index (TLI), which

11 This would involve reducing the sample down to those who have been most supportive
of Labour, of the parties, throughout all three waves, and measure the relationships between
expectations, preferences, and turnout in these respondents. There are vanishingly few respondents
who claim not to intend to turn out while also consistently supporting Labour. This speaks to the
broader difficulty of measuring turnout in political surveys: people who respond to surveys are
typically more engaged in politics than the average voter, and more likely to participate in elections
(Karp and Lühiste 2016). It also perhaps provides an explanation for Chapter 2’s observation that
very few studies have considered bandwagon mobilisation effects.
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compare the correlations in the GCLM to a ‘null model’ in which the variables

are unrelated, are both above their usual ‘cut-off’ value of 0.95. The Root Mean

Squared Error of Approximation (RMSEA), which measures the strength of corre-

lations while adjusting for sample size, is below 0.06, deemed the maximum level

for good fit (Shi, Lee, and Maydeu-Olivares 2018). These fit statistics therefore

suggest that the reduced GCLM fits the data much better than a null hypothesis

in which the variables are unrelated, and that this is not simply due to the large

sample size. Appendix D.2 reports the full range of fit statistics reported by the

‘lavaan’ software.

Table 5.3 displays the estimated regression coefficients. As is standard, each

regression is constrained so that, for example, Exp.t−1 → Exp.t does not have a

separate coefficient from Exp.t−2 → Exp.t−1. Therefore, t and t-1 in Table 5.3

refer to any time point and the previous time point. For each effect, the first variable

is the dependent variable or outcome, and the variable to the right of the tilde (~) is

the independent variable or predictor. Each of these effects can be mapped back

onto an arrow in Figure 5.8. For clarity, Figure 5.11 visualises the main effects

of interest (the total bandwagon effect and wishful thinking). The circles mark

the average effect estimate, while the horizontal bars coever the range of the 95%

confidence interval around these estimates.12

Of primary interest here are the effects of popularity information, contained within

the ‘expectations impulse.’ For ease of interpretation, the top panel of Figure

5.11 zooms in on these effects. Note, first of all, that its direct effect on vote
12 Note that some of these confidence intervals are so narrow that they are not visible. This just

means that the standard error of the effect estimate is very small – i.e., the effect is estimated with a
lot of statistical precision.
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Table 5.2: Fit statistics for reduced bandwagon GCLM.

Fit Measure Estimate

CFI 0.997
TLI 0.988
RMSEA 0.051

choice appears to be positive and significant, if substantively small. The results

suggest that for a one-unit change in how much someone’s Labour expectations

deviate from their expected value, they become approximately 1% (95% CI: 0.007-

0.014) more likely to vote Labour in the future. Recall that this expected value is

determined by individual differences from other respondents, the past state of their

expectations, and their past preferences/vote intention, leaving only exogenous

changes in the popularity of the parties to determine their residual differences

in expectations. This result is consistent with a very small dynamic bandwagon

conversion effect.

Likewise, popularity information (expectations impulse) also has a statistically

significant – and larger – effect on preferences. For each one unit increase in

how much someone’s Labour expectations deviate from their expected value, their

future response as to how much they like that party increases by approximately

0.07 (0.050-0.098) points on a 0-10 scale. This is a substantively small effect. Note,

however, that previous attempts to study such an effect in panel data have concluded

that there was no such effect (e.g. Granberg and Brent 1983). It is unsurprising

that the effect is small, given the points made in Chapter 2 that it is difficult for

information to override people’s preferences. Changes in preferences are, in turn,

significantly associated with voting Labour in the future, with a one point increase
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Table 5.3: Regression estimates for bandwagon GCLM.

Effect Estimate SE p CI

Effects on expectations
Expectations (t) ~

Expectations (t-1)
0.133 0.016 0.000 0.101-0.165

Expectations (t) ~
Preferences (t-1)

0.318 0.011 0.000 0.295-0.34

Expectations (t) ~ Vote
Labour (t-1)

0.607 0.082 0.000 0.447-0.767

Expectations (t) ~
Expectations impulse (t-1)

-0.046 0.014 0.001 -0.073–0.019

Effects on preferences
Preferences (t) ~

Preferences (t-1)
1.064 0.008 0.000 1.049-1.08

Preferences (t) ~
Expectations impulse (t-1)

0.074 0.012 0.000 0.05-0.098

Preferences (t) ~
Preferences Impulse (t-1)

-0.177 0.010 0.000 -0.196–0.158

Preferences (t) ~ Vote
Labour (t-1)

0.171 0.056 0.002 0.06-0.282

Effects on vote
Vote Labour (t) ~

Preferences (t-1)
0.017 0.001 0.000 0.014-0.02

Vote Labour (t) ~ Vote
Labour (t-1)

0.919 0.013 0.000 0.895-0.944

Vote Labour (t) ~
Expectations impulse (t-1)

0.011 0.002 0.000 0.007-0.014

Vote Labour (t) ~ Vote
Impulse (t-1)

-0.193 0.010 0.000 -0.214–0.173
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in preferences bringing about an approximate increase of 2% (0.014-0.020) in this

probability. This might seem like an astonishingly small effect, but note that the

model controls for past vote intention, which carries forward substantially: those

who said they were intending to vote Labour in the past were approximately 92%

(0.895-0.944) more likely to say they would in the future. On the whole, these

findings suggest that a total bandwagon effect, of the sort proposed in Figure 5.3,

is likely to be at work.

The results also suggest that wishful thinking is substantial and significant, and

much more so than any bandwagon effect. The bottom panel of Figure 5.11 focuses

on these wishful thinking effects. Voters’ Labour expectations at a given point in

time are strongly affected by how much they previously said they liked Labour.

A one point increase in Labour preferences in the past is associated with a 0.32

(0.295-0.340) point increase in Labour expectations in the future. Beyond this,

having expressed the intention to vote Labour in the past also increases future

Labour expectations by approximately 0.61 points on a 0-10 scale, though this

effect is less precise (0.447-0.767). This therefore demonstrates the importance

of effectively accounting for wishful thinking in measuring the bandwagon effect

– as well as providing further evidence of how important the wishful thinking

phenomenon is in its own right.

Discussion and Conclusion

This chapter has appraised the widespread use of data on people’s electoral expecta-

tions to study the bandwagon effect. Its main argument is that simple assumptions
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Wishful thinking

Bandwagon effect

0.0 0.2 0.4 0.6 0.8

Preferences (t) ~  Expectations impulse (t-1)

Vote Labour (t) ~  Preferences (t-1)

Vote Labour (t) ~  Expectations impulse (t-1)

Expectations (t) ~  Vote Labour (t-1)

Expectations (t) ~  Preferences (t-1)

Effect estimate

Figure 5.11: SEM regression estimates.

230



Chapter 5

derived from the theoretical discussion in Chapter 2 demonstrate that the com-

mon practice of ‘controlling’ for preferences in cross-sectional models in order to

prevent wishful thinking from biasing the bandwagon effect gives rise to ‘double

confounding.’ Data on expectations are a way of measuring voters’ underlying

understandings of popularity based on their information environments. Scholars

get at this popularity information by removing the effect of preferences on the

expectations. However, the bandwagon effect should imply that the popularity

information will itself have an effect on these preferences, as an indirect, mediated

route to affecting vote choice. In this sense the relationship is doubly confounded,

ruling out using preferences as a control variable. I also noted that while controlling

for party identification as a specific measure of preferences might improve matters,

it is unlikely to resolve the problem of double confounding.

This problem of double confounding could potentially arise in any situation involv-

ing measuring the effect of an opinion on vote choice. These opinions are used

to study causal effects like the bandwagon effect, but the approach of removing

‘bias’ from the opinions by controlling for party preferences introduces double

confounding. This practice is widespread. One very prominent example is research

on the economic vote, where those who support the incumbent government are

more likely to have more positive economic perceptions than those supporting the

challenger party (Anderson, Mendes, and Tverdova 2004; Bailey 2019a; Pickup

and Evans 2013). Working out the effect of information about the economy on vote

choice – which a similar argument to that presented here would reveal to be the

underlying effect of interest – involves removing this predisposition from people’s

opinions on the state of the economy. Cross-sectional statistical models which

therefore control for party preferences in estimating the economic vote in this way
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would introduce double confounding.

I also argued that the findings of Chapter 4 reveal a further difficulty with using

the expectations approach: it cannot distinguish between static and dynamic band-

wagon effects, because expectations are driven by information about individual

parties’ momentum as well as the current popularity of parties relative to each other.

This not only precludes the nuance introduced by distinguishing between the two,

but also means that bandwagon effects can be difficult to observe, or artificially

suppressed, when studying them using expectations data.

Both of these main arguments, then, show that the expectations approach sets itself

up to under-estimate the bandwagon effect – or, perhaps, fail to find it when it is

there. This is notable in light of the fact that studies adopting this approach have

either found very small effects, or no significant bandwagon effect. Sometimes it

is argued that approaches to measurement that ‘work against’ finding an effect are

good, because they are conservative, but it is important to resist this claim (Fowler

2019). Consider a situation in which a policy debate hinges on whether or not

the bandwagon effect takes place, and how large it is. If the effect happens and is

substantial, policy-makers want to know this. The methods we use to measure the

effect should not underestimate it.

To address these limitations, I proposed an adapted version of ‘general cross-lagged

models’ (GCLM) (Zyphur, Allison, et al. 2019). Using panel data, this approach

models the effect of popularity information on future vote intention, as an ‘impulse’

– left-over variation in a voter’s expectations at a given point in time that is not

explained by her past expectations, her past preferences, or her past vote intention.

As such, it effectively applies the same between-person logic that is already used
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by scholars when studying the bandwagon effect using expectations, but while

crucially resolving the double confounding problem by lagging these effects over

time. These effects therefore have a more natural dynamic interpretation, especially

when applied to a case study in which the party of interest had momentum over time

(dynamic popularity) but never changed its overall standing relative to other parties

(static popularity). I demonstrated this approach to such a case, using data from

the British Election Study, and found some evidence suggestive of small dynamic

bandwagon conversion effects in the Labour Party vote in the lead up to the 2017

UK general election. This could be significant for debates about the regulation

of opinion polls, as it suggests that they might be missing part of the picture by

focusing only on static effects. The findings also have potential implications for

political strategy, in that they appear to demonstrate that parties and candidates can

benefit from being seen to have momentum. Forecasting, too, could learn from

these findings, as under certain circumstances they may do better at predicting

election outcomes when factoring in that parties or candidates with momentum

might attract more votes. I return to all of these points in Chapter 6.

Given that I find small effects, arguably the expectations approach has not yielded

particularly problematic results when it has found small effects in other studies.

This is not sufficient evidence to justify continuing to take the approach. Existing

analyses may still have considerably mis-estimated the bandwagon effect in the

elections they studied. Crucially, their estimates do not capture any indirect compo-

nent of the bandwagon effect, which could well have been large in those electoral

contexts. The analysis presented above found a small indirect bandwagon effect

passing through party preferences, which a cross-sectional approach would remove

by design. The only way to justify using the cross-sectional expectations approach
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is to claim that this part of the effect is not of interest. Chapter 2 explained why

this does not fit with a theory-driven conceptual understanding of the bandwagon

effect.

Nonetheless, while the GCLM approach is more theoretically justified, this comes

at a cost. Firstly, appropriate panel data for applying the GCLM to the bandwagon

effect are very rare. One reason for this may be that they are simply more costly to

collect. Secondly, scholars who are unfamiliar with structural equation modelling

may struggle to interpret or reapply the method, whereas the popular ‘statistical

control’ approach is relatively straightforward. Finally, the use of panel data

potentially lures scholars into thinking that their causal inferences do not still

depend fundamentally on a between-person logic, when they do. This dependence

on between-person variance also means the GCLM approach cannot resolve the

fact that using expectations to study the bandwagon effect potentially misses part

of the effect that may occur when everyone’s expectations increase in response to a

strong exogenous shock.

There are other general limitations to using expectations data to study the band-

wagon effect that the GCLM approach does not resolve. One is simply that the

estimation of the popularity information contained within expectations is very

uncertain and prone to error, especially when only based on responses to one

survey question. As such, this could be improved upon by gathering responses

to several expectations questions and modelling a latent expectations variable, or

by using the recently proposed method of Manski question formats (Leemann,

Stoetzer, and Traunmüller 2021). A second general limitation is that expectations

data could feasibly give the illusion of bandwagon effects that are partially brought

about by strategic voting behaviours – from which they should be distinguished.
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In the application here, however, it would typically be perceptions about parties’

chances in the voter’s constituency that would drive strategic decisions, rather than

the overall national race (e.g. Eggers and Vivyan 2020). Changes in information

about Labour’s overall, national-level popularity would not represent a primary

concern to a strategic voter (Alvarez, Boehmke, and Nagler 2006). In order to

more closely scrutinise this distinction, future research could potentially combine

aspects of the approach taken here with aspects of Lanoue and Bowler’s (1998)

method for distinguishing between bandwagon and strategic voting – especially

considering that this is the closest existing scholarship has come to distinguishing

the two concepts in line with how I did so back in Chapter 2.

In summary, if bandwagon research is to continue to use data on expectations, then

as a minimum this chapter has shown that efforts should be made to do so using

a longitudinal approach to causal inference. Though not a silver bullet, this will

address the problems created by wishful thinking and double confounding, making

for less-biased estimates of the bandwagon effect.
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Conclusion

Popularity matters in elections because elections are popularity contests. The

popular parties and candidates are those most people vote for, and getting votes

is how you win elections. But this thesis has shown that popularity matters even

more than this. Elections and polls measure popularity, but in doing so they also

provide this information to voters. This information then has an impact. It can

change people’s expectations of electoral outcomes, and even how they themselves

will vote.

Political science has mostly thought about these phenomena in terms of the ‘band-

wagon effect.’ In this thesis, I have unpacked this effect, examining how it can

be understood in a broader political psychological framework, and how it can be

studied as a result of these theoretical claims. I have then used this analysis to

inform empirical studies of how popularity information affects, or has affected,

attitudes and behaviours in both hypothetical and real recent electoral contexts.
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This concluding chapter proceeds in three parts. The first part addresses these

contributions in turn and restates why they matter for political science, summarising

the work of each of the preceding chapters in the process, with reference to the

research questions set out in Chapter 1. The second part returns to the three real-

world areas to which Chapter 1 claimed this thesis speaks – polling regulation,

campaign strategy and electoral forecasting – and draws out the direct implications

of my findings for each of them. The third part shifts gears, looking forward and

suggesting avenues for future research.

What This Thesis Has Done and Why It Matters

RQ1: What Is the Bandwagon Effect?

The first contribution this thesis makes is to provide a full conceptual account of

the bandwagon effect. Although it has been studied a lot, little has been said about

what exactly the bandwagon effect is. This has led to confusion. Taking the view

that a better approach is to start from a clear understanding of what the effect is

meant to be, and only then study it, Chapter 2 defined and provided a typology of

the bandwagon effect. Specifically, I defined the bandwagon effect as

A positive individual-level change in vote choice or turnout decision

towards a more or increasingly popular candidate or party, motivated

initially by this popularity.

This definition is grounded in conceptual analysis, building on a review of over 60

peer-reviewed journal articles. It captures what the majority of these articles study,

237



Chapter 6

while drawing strict lines between the bandwagon effect and other phenomena with

which it could be confused.

There is flexibility in this definition. Chapter 2 also formulates a typology of

the bandwagon effect around this flexibility. The bandwagon effect can be about

conversion – switching to support a more or increasingly popular party/candidate

– or it can be about mobilisation – turning out to vote for a candidate/party one

already prefers. The bandwagon effect can be static – based on information about

how popular the candidates/parties are relative to each other, right now – or dynamic

– based on information about how a candidate/party’s popularity is changing over

time.

This therefore sets clear terms and boundaries for scholarly debate. Until now,

studies operationalising the bandwagon effect in different ways have been taken as

a basis for claims about the existence of the effect, and some that find would-be

bandwagon effects are treated as evidence of something else entirely (e.g. Atkin

1969). A clear definition and typology resolves this by clarifying what counts as

a bandwagon effect and how to distinguish between different types. Had such a

definition and typology been proposed and accepted half a century ago, research on

the bandwagon effect could have made much greater advances. Indeed, research is

now beginning to apply the definition and typology set out here (Araújo and Gatto

2021; Larsen and Fazekas 2021; Volckart 2021).
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RQ2: Why Should the Bandwagon Effect Happen, Theoreti-

cally?

The second thing this thesis does is situate the bandwagon effect theoretically.

Understandings of why the bandwagon effect happens are quite diffuse, with some

relying on notions of irrationality and mass herd-like behaviour (Callander 2007),

and others suggesting more rational information processing (Roy et al. 2015). From

the outset, I have argued that the former of these categories has severe limitations

for studying the bandwagon effect in modern politics. Such normative accounts

of the bandwagon effect do not make sense in historical perspective, nor are they

borne out in any reliable evidence; they also do not mesh well with contemporary

understandings of voter psychology (Bowler and Donovan 1998; Lodge and Taber

2013).

Chapter 2 argues instead that if approached from an ‘informational’ perspective,

the bandwagon effect makes perfect sense in terms of such contemporary political

psychology. To do this, it integrates Mutz’s (1998) important work on ‘impersonal

influence’ with Zaller’s (1992) path-breaking model of opinion formation and

Lau and Redlawsk’s (2006) comprehensive account of how voters make decisions.

This suggests that bandwagon effects might come about as a result of voters using

popularity information as a ‘heuristic’ telling them which candidates are most

viable, and therefore worth considering, or through a ‘cognitive response’ in which

voters respond to popularity information by considering the arguments other people

might have for supporting a candidate. Both cases can lead to the voters supporting

these candidates where they otherwise wouldn’t have, and they do so because those

candidates are popular. By scrutinising how these processes work, I argue that
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people’s pre-existing political preferences play a central role in moderating and

mediating the bandwagon effect. This means that the bandwagon effect is unlikely

to be large – insofar as it is measured in real political contexts where voters care

to some extent about the outcome. This, in turn, makes concerns about how to

measure the bandwagon effect all the more important, because it is difficult to

measure small effects precisely.

The broader reason all of these arguments matter works in two directions. First,

they show that work on political psychology can enrich our understanding of the

bandwagon effect. They pave the way for future work to use insights from other

areas of voter behaviour research to better understand the bandwagon effect and

why it emerges in some contexts but not others. Second, working in the other

direction, these points matter because they show that new knowledge about the

bandwagon effect can make far-reaching contributions to political psychological

theory.

RQ3: How Can These Concepts and Theory Be Put Into Practice

Empirically?

These conceptual and theoretical points are all well and good, but would be of little

use if they could not be implemented in empirical research. Chapter 3 shows how

to do precisely that. It takes a previously unexplored potential cause of bandwagon

effects: state polls. It asks, theoretically, would it make sense for voters in US

presidential elections to be influenced by the results of polls in their state? For

example, would we expect the decision of a voter in Georgia potentially to be

affected by how well the presidential candidates are polling among voters from
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Georgia? With reference to the work of Chapter 2, I argue that the answer is yes.

Yet Chapter 2 also claims that there are multiple potential dimensions of such

an effect, because the bandwagon effect can be static or dynamic and can be felt

through conversion or mobilisation. So the study should ideally allow all of these

effects to emerge. As such, Chapter 3 takes the conceptual and theoretical insights

of Chapter 2 and uses them to inform empirical research design. The key result of

the experiment is that people who saw polls from their state suggesting Joe Biden

was in the lead were subsequently less likely to report intending to vote for him in

the 2020 US presidential election. This goes directly against the predictions of the

(static) bandwagon (conversion) effect.

This contribution therefore has two key elements. The first is methodological.

Chapter 3 demonstrates how to operationalise a full theoretical and conceptual

understanding of the bandwagon effect in order to study the effects of polls in a

real, ongoing election. Crucially, by using real polling data, it shows that this can

be done ethically and realistically. These issues are discussed at more length in

the essay in Appendix A. Along with other similar recent, deception-free, realistic

experimental research (van der Meer, Hakhverdian, and Aaldering 2016), this

therefore lays the groundwork for future experiments on the bandwagon effect.

The second element is empirical. I show that it is possible voters in the 2020

election, in swing states, were made less likely to vote for Biden by polls suggesting

he was leading there. This has important implications for how we see what

happened at this election, particularly in terms of the fact that Biden did not

dominate the vote quite as much as some forecasts suggested he would. If Biden

lost support when he was seen to be in the lead in state polls, then it could be that

rather than (or as well as) simply over-estimating Biden’s share, they may have
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partly caused it to decrease. Polls have the potential to change the very outcome

they measure, but not necessarily in the way we might expect. Rather than just

becoming self-fulfilling, they might become ‘self-defeating’ (Henshel 1982).

RQ4: Does Dynamic Popularity Information Affect Electoral

Expectations?

Next, the thesis moves beyond simple measurement of the direct relationship

between polls and voting behaviour. Specifically, I note that ‘electoral expectations’

– how well people expect parties/candidates to perform at an election – seem to

represent a part of the bigger picture of the bandwagon effect. Not only do they

appear to be the other outcome, alongside vote choice, that many people think

popularity information will affect (Irwin and Van Holsteyn 2000), but they are

sometimes used to study the bandwagon effect itself (Meffert and Gschwend 2011).

The justifications for both of these approaches are typically under-developed.

The first contribution of the thesis to these questions is to demonstrate in Chapter

4 that, just as the bandwagon effect can be static or dynamic, so can the effect

of popularity information on electoral expectations. Where existing research has

mostly demonstrated that people tend to think a candidate/party in the lead in the

polls is most likely to win (e.g. Irwin and Van Holsteyn 2002), I show that these

expectations also depend on whether a party/candidate has ‘momentum’ – whether

it is growing in the polls. This finding is robust across multiple experiments, though

the relationship is weaker when these experiments refer to real-world parties, in line

with how much people are able to incorporate other information and predispositions.

This is the first time it has been shown that parties’ growth in the polls has an
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independent effect on people’s expectations.

This is a useful psychological contribution, showing that voters are using infor-

mation about momentum to understand elections, just as they use it to understand

other phenomena, such as the development of behavioural norms, and the results

of sports matches. It also matters because pollsters regularly report not only the

current standings of the parties, but also how that compares to a previous poll. This

is likely consequential for how people predict what is going to happen at an upcom-

ing election. This observation may even be concerning when considering that such

changes between polls are purely the result of random noise rather than meaningful

shifts (Bailey and Barnfield 2021). Another way of forecasting elections is to pre-

dict the outcome based on aggregating individual voters’ expectations (e.g. Murr

2016), so my findings are also of broader consequence for the discipline of election

forecasting, because they help to understand the basis of such expectations. I return

to these practical implications below.

RQ5: Can Electoral Expectations Be Used to Study the Band-

wagon Effect?

Another reason it is important to understand electoral expectations is because they

are used as a way to study the bandwagon effect. The final contribution of the

thesis is to appraise, improve and reapply this approach. Chapter 5 uses the model

developed in Chapter 2 to demonstrate that the common practice of ‘controlling for’

measures of party preferences in regression models – to estimate the bandwagon

effect via the cross-sectional relationship between expectations and vote choice

– is flawed. This is because it gives rise to what I call ‘double confounding.’ A
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secondary problem comes from the findings of Chapter 4: expectations not only

contain information about ‘static popularity’ but also about ‘dynamic popularity.’

This means that they are unreliable in measuring how either of these types of

information affect people’s behaviour. The only clear solution to these problems is

to use longitudinal data in which the variables are measured at multiple time points

within the same individuals, and observe how they change through appropriate

panel models (e.g. Zyphur, Allison, et al. 2019).

I apply this improved approach to the case of the 2017 UK general election, in order

to study whether there was a bandwagon effect for the Labour Party. The findings

show that people whose information suggested that the Labour Party were doing

better over time became more likely (than those whose information suggested this

less) to say they would vote for the party as the election neared. In other words, it

looks like the Labour Party might have benefited from a relatively small dynamic

bandwagon conversion effect. This is an important finding as it helps to explain

the events of this election, which saw the Labour Party go from performing very

badly in the polls to winning over 40% of the vote.

The more significant contribution, though, is the ‘double confounding’ argument,

because it speaks to a whole class of questions in political science. In a nutshell,

this argument is about a paradox: the theory behind questions where an opinion or

perception is taken to have an influence on vote choice demands that researchers

make adjustments for confounding by party preferences; it also demands that they

do not. Because of how well-established it is that party preferences influence

attitudes and behaviours in politics (Bolsen, Druckman, and Cook 2014; Leeper

and Slothuus 2014), and how common it is to ask about effects of perceptions or

opinions on vote choice, this paradox calls into question much political science
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research, beyond the bandwagon effect. Attention to this argument will make for

better causal inference in questions of this type.

What This Thesis Says About Polls, Strategy and

Forecasting

The theoretical and methodological insights summarised above are of indirect

importance in the real world in the sense that they pave the way for rigorous study

of the bandwagon effect, which in turn informs debates about the regulation of

polling, campaign strategy and electoral forecasting. But the empirical findings also

have more direct implications for these three areas. I summarise these implications

here.

Implications for the Regulation of Opinion Polling

As covered in Chapter 1, debates about the regulation of opinion polls draw on

research on the bandwagon effect. In many cases, this debate hinges on whether

the bandwagon effect is ‘informational’ or ‘normative’ (Marsh 1985, 72) – those

who seek greater regulation are more likely to claim it is normative, while those

who defend polls claim their influence is informational. But regardless of this

point of contention, it is typically thought that if vote intention polls are capable

of producing significant bandwagon effects, it might be wise to restrict their

publication (Donsbach and Hartung 2008). A key part of this is that polls can be

wrong. Their influence may be informational, but they may misinform voters. If
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significant numbers of voters are swayed by incorrect information, they may not

end up making good electoral choices.

My main direct contribution to this debate is that in a recent election, information

that the polls contain likely had an effect on the vote. This effect was not beneficial

to the runaway leader – the Conservative Party – but its main rival – the Labour

Party. The momentum that the polls and other popularity information conveyed

made people exposed to this information more likely to vote Labour. This effect

was quite small. The implications of this are threefold. First, that policy debates

need to recognise the potential for the polls to generate such dynamic bandwagon

effects, rather than just static ones. Second, that they should recognise that these

bandwagon effects are unlikely to cause major electoral shifts in and of themselves.

Third and most boldly though, partly because of the first two points, I would

argue that there is a sense in which these effects are beneficial, or at least not

particularly problematic – on the condition that the polls are not too wide of the

mark. Bandwagon effects have the potential to perpetuate momentum for political

campaigns that appeal to broad swathes of the electorate. The straightforward

examples of this are campaigns that have gone against the grain of mainstream

political discourse and are said to have engaged young voters – such as those of

Jeremy Corbyn and Bernie Sanders – but this is potentially true of any political

movement, of any stripes. It is not necessarily the case that bandwagon effects

perniciously give certain electoral competitors an unfair advantage. Maybe they

just give those who are gaining traction a small ‘leg-up,’ helping them to reach the

audiences for whom they are the best ideological fit, allowing electoral democracy

to function as it supposedly should.1

1 This is somewhat similar to Mutz’s (1998) defense of ‘impersonal influence,’ which empha-
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By the same token though, it is perhaps important to note in these debates that

polling has the potential to jeopardise the chances of would-be successful candi-

dates. This is what Chapter 3 demonstrated: US citizens were less likely to vote

for Joe Biden, the runaway favourite in the 2020 election, when they saw that he

was leading in a poll in their state. What’s more, it is unlikely that this small effect

completely accounts for the inaccuracy of state polls in this election. This means

that any effect state polls had was potentially an effect of inaccurate information.

This also chimes with some interpretations of the famous ‘Dewey Defeats Truman’

case, as explored in Chapter 1 (Goeree and Großer 2007). Policy debates need to

recognise that polls might not only benefit those who are doing well, but also harm

their chances.

I would argue that this is a more significant consideration for such debates than

findings of small bandwagon effects. It is reasonable to assume that the main

reason a candidate would be in the lead in election polls is because that candidate,

by and large, appeals to a majority (or plurality) of the electorate. Assume that this

is because she is the closest match to most voters’ political ideology, as a rational

choice approach would hope for (Downs 1957). On this view, this candidate should

win. If polls contribute to preventing this from happening, they are pushing the

electorate away from sensible or ‘correct’ political choices (Lau and Redlawsk

2006). Despite the importance of this point, it goes largely overlooked in policy

debates, because of the prevailing logic of the bandwagon effect.

On balance, then, it is difficult to take one policy recommendation from the work of

this thesis. I do not see an overwhelming argument in favour of further regulation

sises its role as a mechanism of political accountability, by exposing people to (and allowing them
to scrutinise) more viewpoints and political programmes than they would otherwise encounter.
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of opinion polls, nor of the status quo, nor of less regulation. My findings are not

consistent enough across contexts to point clearly in any direction. My contribution

is more to suggest a reorientation of the debate. If bandwagon effects are small,

benefit candidates that voters like, and are not a sign of irrational behaviour, are

they really a major democratic concern around which to centre debates about

polls? Might it not also be worth considering that (potentially incorrect) polls could

sometimes play a part in making it more difficult for the popular candidates to win?

Implications for Campaign Strategy

The implications for political strategy are similarly nuanced. The overall logic

of the bandwagon effect certainly suggests that it is good to look like you are in

the lead. But this thesis presents no concrete findings in support of this. Rather,

Chapter 3’s finding that Biden suffered when seen to be in the lead suggests that

candidates might be wise to exercise restraint in cultivating the image of certain

victory. This is not news to campaign strategists, but it is likely a wise move to

remind voters that elections are not a foregone conclusion just because of what the

polls say: they need to vote the right way to make it happen.

Portraying oneself as a candidate with ‘momentum’ might, however, be beneficial.

Chapter 5 demonstrates that Labour’s dynamic popularity in 2017 likely brought

more voters on board. Chapter 4 also shows that people see second-placed parties

with momentum as having a better chance at an election than they would without

momentum, but crucially not a better chance than the leading party. It seems likely,

then, that dynamic popularity strikes a useful balance for candidates. It puts them

on the radar and increases their viability without necessarily making them look
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anything like inevitable winners. It also stimulates more people to think about why

the candidate is gaining ground, and those arguments might convince them to jump

on the bandwagon. The slant in media coverage also plays a part in this, increasing

the salience of these arguments, driven by and in turn perpetuating the momentum.

The perception of dynamic popularity can create a bandwagon effect, but it is not

immediately clear why it would create much of any countervailing effect. At the

very least, I have not found any convincing evidence of such backfire.

In summary, then, if this thesis has something to say to campaign strategists, it

comes in two parts. If they are working for candidates that are trailing in the

polls, they should cultivate the image of momentum where possible. If they are

working for candidates that are in the lead, they should be careful not to make

victory look like a foregone conclusion. It is worth emphasising, though, that more

evidence is still needed on both of these points. They are also probably of little

to no use on their own. Popularity will only get a candidate so far without some

political substance. Indeed, to be popular, you need to become popular in the first

place. This part of the process is certainly likely to require some sort of convincing

political platform, and that platform is likely to be more consequential than any

effect of the popularity it brings about. Furthermore, note that in both the UK and

US cases studied here, the leading candidate (Biden) or party (Conservative) still

won the election. The effects that worked against these candidates were not large

enough to prevent them from winning. Just because the image of likely victory

might lose a candidate some support, or the image of momentum might benefit a

rival, does not change the fact that, on balance, electoral candidates should want to

be in the lead. As I discuss below, there are also likely to be other advantages to

this that go beyond the bandwagon effect.
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Implications for Electoral Forecasting

Finally, both static and dynamic popularity are also likely to have an impact on

electoral forecasting. Consider, first, the case of Chapter 3 in which I argue that

state polls might have been so over-optimistic regarding Biden’s chances partly

because their publication actually harmed his chances slightly. Given that it is

widely deemed that part of the reason overall electoral forecasts suggested Biden

would dominate the election more than he did was because of the inaccuracy of state

polls, this suggests that the polls themselves may have had some impact on how

over-confident people were that Biden would win. Of course, he did win, so perhaps

this is not technically over-confidence. Many would have predicted, though, that

his margin of victory would be much larger. The polls did not simply over-estimate

his support in terms of their measurement of it; they actually probably decreased it

going forwards, turning their (over-)estimation into a (larger) over-estimation.

The upshot of this for electoral forecasting is, first, the frequently repeated point

that forecasters need to make sure they do a good job of reflecting uncertainty

(Gelman et al. 2020). Second, it might be worth considering the possibility that

runaway leads suggested by forecasts that rely heavily on polling data will have a

tendency not to be reproduced quite so clearly in the eventual election outcome.

This could lead forecasters to adjust their models towards expecting closer-run

races than raw polling suggests. It would, of course, be hasty to implement this

at this stage. The point is tentative, and based on very limited evidence, but may

at least be worth studying in more depth. It is worth noting, though, that it tallies

with the earliest work on the bandwagon effect in the aggregate: Gallup and Rae

(1940, 245) claimed that ‘support for the leading candidate is usually flat, and in
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fact, generally goes down toward the end of a campaign.’

Forecasting might also benefit from recognising the importance of dynamic popu-

larity. When a candidate has momentum in the polls, say, in the weeks preceding

an election, forecasts conducted at that point considering only how the candidates

are polling right now might be less accurate than those that account for the fact that

this candidate is gaining ground, and allow for the possibility that this momentum

might carry forward to a better performance on polling day. Again, this can be

seen in Chapter 5 where I provide evidence of dynamic bandwagon conversion

effects for the Labour Party in 2017.

To flip this on its head, though, citizen forecasts might also do well to adjust for

the fact that individuals reporting their electoral expectations might over-adjust for

dynamic popularity. Chapter 4 demonstrated that voters’ electoral expectations

are significantly influenced not only by the parties’ rankings relative to each other,

but also by how a given party is growing over time. As such, citizen forecasts –

which produce election predictions by asking voters which party is going to win

and aggregating these following a ‘wisdom of the crowds’ logic (Mongrain 2021;

Murr, Stegmaier, and Lewis-Beck 2019a; 2019b) – are partly based on information

about momentum. They naturally incorporate dynamic popularity, by virtue of

the fact that voters factor it into their expectations. Yet, often information about

changes between vote shares in different polls over time, which serves as dynamic

popularity information, is actually just the result of random statistical noise (Bailey

and Barnfield 2021). We also know that voters do learn from the polls (Zerback,

Reinemann, and Barnfield 2021). Chapter 4 showed that changes in the polls that

could easily be produced by such randomness are sufficient to significantly increase

voters’ expectations for a given party. This may, then, compromise the accuracy
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of citizen forecasts, because they aggregate predictions that are partly based on

meaningless noise. Dynamic popularity seems to be both a boon and a curse for

citizen forecasting.

As a result, citizen forecasters should remain aware of the broader information

environment into which they intervene. For example, if a citizen forecast is

conducted at a time in which a presidential candidate B has had a slight – but

potentially meaningless – uptick in her poll performance, and the citizen forecast

suggests this candidate is going to win, despite being ten points behind candidate

A in the polls overall, this may be because the people doing the predicting are

adjusting for the dynamic popularity. This could be a good thing, because perhaps

the dynamic popularity is real and is going to create a bandwagon effect that leads

candidate B to her eventual victory. This could feasibly be assessed, though, by

waiting a little while to see how the situation in the polls develops. If it turns

out that the gap between the candidates stays roughly the same, or even increases

back to its previous size, it could be that over-adjustment for dynamic popularity

compromised the validity of the citizen forecast. If candidate B continues to gain

ground on A, the citizen forecast may have spotted something that the polls could

not have told us alone.

But the point of forecasting is to forecast, not wait around just in case. So this is just

a demonstration, suggesting that forecasters should openly recognise the potential

for these discrepancies, and the fact that they can come from the psychology of

the formation of expectations. Again, this should encourage a reorientation of

debates. Rather than asking whether citizen forecasting or traditional forecasting

based on polls is better – a comparison proponents of the former like to make in

order to extol its virtues (e.g. Murr, Stegmaier, and Lewis-Beck 2019a)– forecasters
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can instead ask: how can a combination of the polling environment and citizens’

predictions be used to improve election forecasting?

What Remains for Future Research to Do

While the above shows that this thesis has made several significant contributions –

both to scholarly thinking on the bandwagon effect and related phenomena, and

to immediate real-world concerns in the areas of policy, campaign strategy and

electoral forecasting – it leaves open several potentially fruitful avenues for future

research. I address some of the most pressing, and potentially enlightening, of

these here.

Test the Theoretical Mechanisms

Each of the preceding empirical chapters put a theoretical relationship to the

test. However, they did not rigorously test the mechanisms that underlie these

relationships: the viability heuristic and the cognitive response. The viability route

to bandwagon effects is, however, the subject of extensive existing research in

the context of US presidential nomination campaigns. Research has consistently

supported the operation of this mechanism, in both experimental and observational

evidence (Abramowitz 1989; Bartels 1987; Lanoue and Bowler 1998; Lau and

Redlawsk 2006; Utych and Kam 2014). Recent research has also found this

mechanism in operation experimentally in Brazil (Cunow et al. 2021). Future

research could study whether this process takes place in other ‘difficult’ election

contexts, such as multiparty contexts (Roy et al. 2015) or new democracies.
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Less well-established is the case for the cognitive response mechanism. The

cognitive response, as highlighted in Chapter 2, has the benefit of being a direct

implication of theories of political opinion formation (Lodge and Taber 2013; Mar-

cus, Neuman, and MacKuen 2000) and dual-process theories of social psychology

(Chaiken 1980; Petty and Cacioppo 1986). It has also been tested qualitatively by

Mutz (1997, 1998) in the case of ‘impersonal influence.’ This nonetheless leaves

substantial room for future research to put the cognitive response mechanism to

the test using quantitative approaches to mediation analysis (Acharya, Blackwell,

and Sen 2018a; Bullock and Ha 2011; Bullock, Green, and Ha 2010; VanderWeele

2015). This would go a long way to validating the arguments of Chapter 2 and to

understanding when and where bandwagon effects are more or less likely to occur.

Study the Bandwagon Effect and Expectations Longitudinally

Chapter 5 explains why it is difficult – if not impossible – to study the bandwagon

effect cross-sectionally, outside of experimental data. As such, there, I study it

longitudinally in the case of the Labour Party at the 2017 UK general election.

But this is just one party, in one election, in one country. Moreover, it is a case in

which prima facie it is easy to imagine that a bandwagon effect took place. So this

limited scope not only limits the generalisability of the findings, but potentially

also indicates ‘selection on the dependent variable’ (Geddes 1990) – only studying

a case where the outcome of interest is likely to have occurred. The longitudinal

approach would be more useful if extended to other contexts, with data collected

specifically for this purpose, and without any a priori knowledge of how likely

bandwagon effects are. Such data would cover multiple waves, ask multiple
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questions about electoral expectations, and cover multiple parties. Doing this

would provide clear, nuanced, comparative evidence as to whether popularity

information has an observable, real-world effect on the vote. It would also facilitate

comparisons across time and space, shedding new light on the conditions in which

bandwagon effects are more likely to emerge and how contingent this is.

Just as measuring the bandwagon effect through expectations data is possible

through a longitudinal approach, so too could we learn more about how expectations

themselves respond to popularity information by measuring the relationship over

time. Thankfully, this potentially comes for free in the approach set out in Chapter

5. In order to establish whether expectations are responsive to changes in polls

specifically, a more complex approach might be necessary in which the panel data

are linked to poll aggregator estimates over time. This would complicate causal

inference, but could be combined with the experimental approach demonstrated in

Chapter 4 to draw conclusions about expectations balancing internal and external

validity.

Study All Types of Bandwagon Effect

Chapter 2 develops a typology of bandwagon effects, which can be static or

dynamic and based on conversion or mobilisation. I note that the vast majority

of bandwagon research is on static bandwagon conversion effects. Yet, Chapter 3

casts doubt on the validity of this effect in a major election, and both Chapter 4

and Chapter 5 demonstrate that dynamic popularity has important attitudinal and

behavioural effects. There is certainly ample room to explore dynamic bandwagon

effects further. This is increasingly common in proportional representation contexts
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(Dahlgaard et al. 2017; Stolwijk, Schuck, and de Vreese 2017; van der Meer,

Hakhverdian, and Aaldering 2016) but also needs to be done elsewhere, in order

to establish the extent to which such effects are contextually dependent. Chapters

3 and 5 provide blueprints of how to study these effects in experimental and

observational contexts, respectively.

I have been less able to shed light on the significance of bandwagon mobilisation

effects, whether static or dynamic. This is because of a familiar problem in social

science: it is difficult to measure turnout in surveys, because people who take

political surveys either (a) are the type of people who always turn out to vote or

(b) do not want to admit they (intend to) abstain (Karp and Lühiste 2016; Prosser

and Mellon 2018; Prosser et al. 2020). This problem plagues both Chapter 3

and Chapter 5. Nevertheless, very large sample sizes could permit the application

of the methods in Chapters 3 and 5 to the study of mobilisation. Failing this, it

may be that future evidence on the prevalence of such effects has to come from

experiments in the economic tradition, which measure turnout through abstract,

incentivised games (e.g. Agranov et al. 2018).

Expand the Scope of the Question – ‘Indirect’ Bandwagon Ef-

fects

Finally, all of the contributions I have made, and all of the above suggestions

for future research, remain within the specific question of what happens when

voters are exposed to popularity information – how does this affect their attitudes

and behaviours? But the ways in which popularity information shapes electoral

fortunes are not limited to this direct route. Popularity information, particularly
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from the polls, shapes the behaviour of political actors, and this behaviour can have

important effects on politics. Even just remaining in the realm of the bandwagon

effect, there is enormous potential for indirect influence. That is, it is possible to

imagine many ways in which the polls might influence political actors such that

their subsequent behaviour benefits parties that are doing well in the polls. This is

not to mention wider influences on politics writ large.2

In the 1997 UK general election, for example, it was a widely held – though likely

false – belief that polls published by The Observer had a (deliberate) direct impact

on the vote. Cowley points out, though, that this is not the only reason these polls

would have mattered, because

At a grassroots level, their publication almost certainly affected the

nature of the campaign in the seats covered. . . Even where the results

were not widely circulated, publication may still have affected the

nature of the campaign. One victorious Labour candidate believes that

the polls were not ‘widely read, or widely publicized in the local area

or indeed had any effect whatsoever on the final outcome.’ But he

admits that ‘it might just be that it spurred us on to put in the extra

effort as we approached the final fence’ (2001, 966).

More generally, Crewe (1992, 478) argues that ‘opinion polls are not. . . the

mere fluff of elections. They influence the timing, strategy and course of election

campaigns and, to that extent, the result.’ These kinds of considerations are what

led Henshel and Johnston to formalise the idea of ‘indirect’ bandwagon effects,

2 Consider, for example, that many claim the popularity of the United Kingdom Independence
Party largely led David Cameron to call a vote on Britain’s membership of the EU (Goodwin 2015).
Also, scholars of ‘mainstreaming’ have highlighted substantial shifts in the rhetoric of mainstream
political parties following the growth of those at the extremes (Brown, Mondon, and Winter 2021).
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proposing that

Existing models [of the bandwagon effect]. . . miss a major alternative:

indirect causes in which the forecast first operates selectively on cer-

tain key individuals, influencing their decisions in ways that, in turn,

influence the election outcome. Specifically. . . (1) through alteration

of the flow of financial contributions to candidates, (2) through alter-

ation in volunteerism (campaign support), and (3) through alteration

in the quality and quantity of endorsements (1987, 495–96, emphasis

in original).

This theoretical innovation has never been taken up in research on the bandwagon

effect since. This thesis is no exception to that. But these indirect processes are

certainly a part of why it could be good for a party or candidate to poll well. Such

effects may even be so substantial as to override any of the more direct processes.

Perhaps the fact that voters might undergo a slight (direct) bandwagon effect when

they see a poll pales in comparison to the part these polls play in determining how

a campaign is conducted, via increased donations, volunteerism, or endorsements –

or just ‘spurring on’ the candidates. It is relevant to this argument that much of the

vote intention polling survey companies conduct is never even seen by voters. It

is undertaken privately, for parties, candidates, and campaigns themselves. These

polls cannot induce the kinds of bandwagon effect that have been my focus. But

they have the potential to affect the vote indirectly.

It is, of course, useful to know about these indirect processes simply in order to

understand politics better. This would, after all, be major knowledge about ‘who

gets what, when, how’ (Lasswell 1936). But this would also be useful in order to
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contextualise the bandwagon effect, as it is currently understood, as part of the

broader political significance of popularity information such as the polls. This

would enable bandwagon research to speak better, and with more nuance, to what

exactly the place of polls is in the democratic process.

Summary

This research project set out with the goal of answering a universal political

question: is there a bandwagon effect? The answer to this question takes the form

of: maybe, sometimes. Yet what this question has done is guide the thesis through

solving important puzzles along the way to understanding it. In pursuing the

somewhat elusive bandwagon effect, I hope to have made substantial contributions

to knowledge, and how to acquire such knowledge, about the role of popularity

information in modern electoral democracies. Beyond this, as set out in this final

chapter, my findings have more immediate implications for politics in the real

world. They also pave the way for future research that both fills the gaps I have left

and extends the insights I have provided.
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Telling Lies to Tell the Truth?

Reflections on Experimental Design

When I pretend or engage in make-believe, I close my eyes to the

world around me, sometimes literally, the better to imagine a world

that isn’t actually there.

Agnes Callard, Aspiration: The Agency of Becoming (2018, 84)

If you’re honestly trying to tell what happened, you find facts are very

obstinate things to deal with. But if you begin to fake them, to pretend

things happened in a way that makes a nice neat story, you’re misusing

imagination. You’re passing invention off as fact, which is, among

children at least, called lying.

Ursula K. Le Guin, Making Up Stories (2019, 108)
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New recommendations adopted by the American Political Science Association

(APSA) in 2020 state that deception in research with human subjects can take at

least four forms (see Landgrave 2020, 494). They assert that all of these should

be carefully considered and justified. The first three forms are, collectively, the

subject of extensive commentary in academic work on experimental ethics:

Identity deception: Deception about who you are (a researcher in

political science) or with whom you are working.

Activity deception: Deception about what you are doing (e.g. research

for social science) or the situation confronting research participants.

Motivation deception: Deception about the reasons for the research or

the use to which the research or data will be put.

In these cases, false information of a specific type is given to respondents: false

information about the way the research project is being conducted. It is widely

argued that this is an unethical practice (e.g. Berghmans 2007; Kelman 1967).

For example, in political science, there was recently some uproar about a study

conducted by researchers from King’s College London and the London School

of Economics that ‘involved sending emails from fictitious constituents claiming

they were concerned about financial support during the coronavirus lockdown’

(Allegretti 2021; cf. Cowley 2021). People saw this as a problematic instance of

all three types of deception above.

But a different type of false information can also be given to respondents: a false

treatment that says nothing about the conduction of the experiment. For example,
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I could make up a poll result to give to the treatment group in an experiment on

the bandwagon effect (e.g. Dahlgaard et al. 2017), without engaging in identity,

acitivity or motivation deception. APSA dubs this ‘misinformation’:

Misinformation: Providing false information about the state of the

world – e.g., by providing unreliable or inaccurate information about

political candidates.

While this does not necessarily mean that misinformation takes the form of false

treatments, this is most commonly where misinformation is communicated in

research on the bandwagon effect and related questions (e.g. Dahlgaard et al. 2017;

Dizney and Roskens 1962; Madson and Hillygus 2019; Mehrabian 1998), and

likely elsewhere, so for simplicity I will treat misinformation and false treatments

interchangeably here.

When designing the research carried out in this thesis, I had to grapple with the

ethical implications of ‘misinformation’ and whether or not I could justify engaging

in it. Notwithstanding its inclusion in political science’s foremost ethical guidelines,

scientific and philosophical attention to the implications of this type of deception is

scarce. This essay sets out what these implications are, the conditions under which

they arise, and how they complicate ‘utilitarian’ perspectives on research design. I

also explain how I have attempted to account for all of these considerations in the

experiments conducted in this thesis.

First, I ask whether it is always unethical, or problematic, to invent treatment

information. This section makes a distinction between what will be called ‘pretend’

and ‘pretence’ experiments. The difference between these ideal-types is in whether

or not they invent an artificial context, to go with the invented treatment. ‘Pretend’
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experiments are those where treatment information is made up in a made-up

context; ‘pretence’ experiments are those where treatment information is made up

in a real context. Linking this to philosophical work on ‘lying’ (Carson 2006), I

argue that this contextual point matters. Pretend experiments are of little concern

because the artificial context means that they do not constitute a lie; pretence

experiments, by the same token, do constitute a lie. I explore why these lies matter

ethically in both deontological (Bok 1995; Kant 1978 (1798)) and consequentialist

terms (Kelman 1967). The argument of this first section is that when experimental

designs invoke a real-world context, researchers incur an ethical cost if they make

up false treatment information about that context – whichever way we look at it.

Arguably, such costs are acceptable if they are outweighed by the benefits of the

research – because the costs are small, or the benefits are large. If experimental

research on the bandwagon effect teaches us things we want to know about the

political world, as repeatedly pointed out in this thesis, then it may matter rela-

tively little that a few survey-takers were lied to along the way. But there is an

important point that this ‘utilitarian’ account has tended to miss: research with

false treatment information not only has a higher ethical ‘cost,’ but also usually

a lower practical ‘benefit.’ That is, although it is usually thought that invoking a

real-world context improves causal inference, false treatment information about

that context potentially compromises this gain – in terms of external and internal

validity. So-called ‘debriefing’ does not necessarily resolve this. This means that

balancing the utilitarian equation is often not as simple as typically thought.

The final section discusses how to navigate, and how I have navigated, experimental

design in light of these complications. First is the option of sticking to ‘pretend’

experiments, as indeed I did in Study One in Chapter 4. Another option is to move
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towards the ‘pretence’ approach, but attempt to account for its potential downsides

in various ways. This is what I did in Study Two in Chapter 4. Finally, researchers

can simply attempt to tell participants the truth. For example, respondents can be

given real poll results from a real election; neither context nor treatment is made-up.

In a pure form, these ‘true treatments’ would represent an ideal case minimising

ethical implications (costs) while also maximising internal and external validity

(benefits). The experiment in Chapter 3 of this thesis approximates this. Each of

these approaches has limitations, and they are not an exhaustive list. They simply

demonstrate the ways in which ethical and inferential considerations can interact

to inform experimental research with popularity information as a treatment.

Pretend and Pretence Experiments

In experimental research, the treatment is the thing whose effect we want to

estimate. Experiments work by giving (some) people this thing, and then seeing

what they do in response. In much political science research, experiments involve

treating people with information of some form. In research on the bandwagon

effect, this is usually the result of a poll. As I explained in Chapter 2, the logic of

this is that, if people who see a poll are subsequently more likely to say they will

vote for the front-runner, this is evidence that popularity information influences the

vote, in line with the bandwagon effect. Researchers have an opportunity here to

give respondents any poll results they want, to answer whatever specific question

they have: what if X candidate were in the lead? What if Y candidate had a larger

lead? A wealth of such opportunities present themselves because the researchers

can simply make up the information, if they so choose. In the terms employed by

264



Appendix

Table A.1: Pretend and pretence experiment examples.

Pretending to be on Mars Voting for President under False Pretences

Imagine you inhabit the planet Mars, and as a
Martian you are eligible to vote in an
upcoming presidential election between the
candidates Marvin and Martin. A survey of
your fellow Martians suggests they are going
to vote as follows:

A recent poll of vote intentions at the
upcoming presidential election, conducted in
your state of New York, put Joe Biden and
Donald Trump on the following vote shares:

Marvin 54% - 46% Martin Trump 54% - 46% Biden

Who would you vote like to for? Who would you vote like to for?

APSA, researchers can engage in ‘misinformation.’

Consider the two stylised examples in Table A.1. Both present the participant

with polling information. But in both, the poll is made-up. The information is

false. Yet the two examples are very different. One invites the participant to

imagine she is in an entirely made-up situation and then also invites her to imagine

made-up information about that context. The second intervenes in an election that

is taking place in the real world and gives respondents false information about that

election. What differs here is not really the treatment information and whether

or not it is true – in both it is the same, and false – but the context in which this

treatment is delivered, and whether or not this context is real. Treatments are

always given within a context, so researchers have to make a decision about both

of these dimensions.

I will call ‘pretend experiments’ those cases in which both the context and the

treatment are made-up. The experiment is hypothetical, or make-believe. This is

like the Martian case in Table A.1. Everything is pretend. I will term ‘pretence

experiments’ those cases in which the context is real, but the treatment is made-up.
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Given a real, usually ongoing context, researchers elicit respondents’ attitudes

or behaviours by false pretences. This is what the presidential election case in

Table A.1 does. There are plenty of examples of both pretend (e.g. Fleitas 1971;

Goidel and Shields 1994) and pretence experiments (e.g. Dizney and Roskens

1962; Madson and Hillygus 2019; Mehrabian 1998) that use made-up polling

information as their treatment.

Beyond this, the context of a treatment matters because context determines whether

a false statement is a lie. As Carson (2006, 298) argues, a false statement is a

lie when it is delivered in a context that ‘warrants the truth’ of the statement.

Statements are assumed to be true unless there is good reason to expect otherwise.

Context is what guides this assumption. That is, in order to be able to deliver a

false statement without that statement being a lie, one needs to establish a context

in which the default assumption of ‘warranting the truth’ no longer holds. By

either making the context something real or something invented, researchers affect

whether their treatments – which are, here, untrue statements – can be seen as

lies or not. This is consistent with the emphasis APSA places on ‘the state of the

world.’ False information about the state of the world is misinformation.

In pretend experiments, the context does not warrant that statements about it be

true. Indeed, there is no clear standard against which the veracity of any such

statements could even be assessed. Who can say whether Marvin or Martin is

really polling better in the Martian election? A useful analogy is to consider the

logic by which fiction – especially science fiction – operates, in that

You can read. . . a lot of. . . science fiction, as a thought experiment.

Let’s say (says Mary Shelley) that a young doctor creates a human
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being in his laboratory; let’s say (says Philip K. Dick) that the Allies

lost the Second World War; let’s say this or that is such and so, and see

what happens. . . In a story so conceived, the moral complexity proper

of the modern novel need not be sacrificed, nor is there any built-in

dead end; thought and intuition can move freely within bounds set

only by the terms of the experiment, which may be very large indeed

(Le Guin 2017, xiv).

Elsewhere, Le Guin (2019, 108) uses this logic to point out that ‘fiction is invention,

but it is not lies.’ By inventing and imagining, science fiction authors have licence to

see where this imagination leads – and they cannot lie about that, in any meaningful

sense.1 In pretend experiments, the participants play a role in deciding where the

imagination leads. They are not being lied to any more than the reader of science

fiction is being lied to, or the characters are being lied about. Both, as Le Guin puts

it, resemble thought experiments. I ask you to imagine that you are on Mars. Once

I do this, I can make up pretty much anything about that context. But rather than

writing a book about it in which I tell you what happens next, I give you something

I am interested in and ask you to play along in imagining what happens next.2

By the same token then, pretence experiments must involve lies. The real-world

context they invoke provides a reference point of true information that the treatment

1 Hannah Arendt (1972, 5) appears to blur this distinction somewhat when arguing that ‘the
ability to lie,’ like the ability to ‘act,’ owes its existence to ‘imagination.’ Yet she crucially defines
this ‘ability to lie’ as ‘the deliberate denial of truth.’ Fiction and lies may both be grounded in the
capacity to imagine alternatives to the truth, but it is when one states these alternatives about a
factual reality, rather than ‘invented’ reality, that one is telling a lie.

2 Note that philosophers such as David Lewis (1978) have provided more complex discussions
of how we can define ‘truth in fiction’ that complicate to some extent what I have said here, by
questioning on a more fundamental, metaphysical level what it means for something to be ‘true.’ I
avoid dwelling on this discussion because I am only using fiction as an analogy.
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does not meet. Donald Trump never polled anywhere near as well as 54% in New

York. By telling you that I am talking about the (upcoming) presidential election,

I establish a context that warrants that my statement be true. False information

about that context is therefore a lie. If pretend experiments mirror science fiction,

pretence experiments mirror false biography – or fictitious non-fiction. In Le

Guin’s terms, they ‘misuse imagination’ by ‘passing invention off as fact’ (2019,

108).

Moreover, Bok (1995) draws on Iris Murdoch’s (1992) distinction between truth

and truthfulness to note that, just because it cannot be said that any particular fact

or statement about the world is necessarily true, it is not therefore impossible to

lie to, deceive or deliberately mislead others when talking about that world. That

is, regardless of whether there are any objective truths, people still make a choice

about whether to be truthful in their interactions with others (see Frankfurt 1998,

133). Pretence experiments are a choice not to be truthful. In APSA’s terms, they

misinform respondents about the state of the world.

The Ethics of Lying

Whether or not an experiment involves lies matters because lying in experiments is

arguably unethical. There are two ways to look at this. The deontological view sees

lying should as unethical full stop, so lying in experiments is unethical by extension.

The consequentialist view sees lying in experiments as unethical because it entails

undesirable political and scientific consequences.

First, the Kantian deontological view. Here, lying in experiments is troublesome
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because it treats people as means to some other end. This violates Kant’s ‘highest

maxim, or subjective rule of life’ (Bok 1995, 14), of ‘uninhibited truthfulness

toward oneself as well as in the behaviour toward everyone else’ (Kant 1978

(1798), 207). Telling the truth, in this framework, is the most fundamental way

in which people maintain dignity in themselves, and respect for others. This

extends through to the research context, in which experimentalists’ own dignity is

compromised when they lie to, and thereby disrespect, participants.

Some criticise this view, though, on the basis that it opens a can of worms. Bergh-

mans writes that

The major problem with deontological absolutism is that it involves a

high moral ideal of truth and truthfulness and as a result of this would

frustrate any research project in which the researchers do not live up to

this high ideal, or in which the research participant is not fully aware

of all the ins and outs of the study in which he or she is participating

(2007, 14).

In the case of pretence experiments, it could be argued that false treatment informa-

tion is just one more way in which participants are deceived, which is inevitable in

an experiment. Kant’s ‘uninhibited truthfulness’ would compromise experiments

in many cases. For example, in the pretence experiment above, if I told respondents

‘this experiment is designed to test whether you will vote for a candidate just

because he is in the lead,’ this could compromise the findings by giving rise to

‘demand effects’ (Zizzo 2010). On this basis, few experiments will ever reach

Kant’s bar. Indeed, APSA’s revised guidelines note that ‘research integrity’ often

depends on some level of deception. Short of rejecting the experimental approach
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in its entirety, this arguably means that a deontological critique cannot be used to

guide experimental design. At least, it would seem that it provides little grounds on

which to criticise pretence experiments as a special case. This is, of course, without

mentioning the fact that researchers are human beings who therefore, to a number,

will all go about their regular lives telling fibs or otherwise being economical with

the truth.

To stop here would be to ignore the fact that pretence experiments are capable

of having non-trivial negative effects. They can be seen as problematic from a

consequentialist standpoint. A prominent concern in discussions of deception

(of the identity, activity and motivation forms), is its effect on trust. Deceiving

people gives them less reason to trust you. Where Bok (1995) emphasises this

because trust is a social good that is to be valued in its own right, others point out

that compromising research participants’ trust in researchers could have several

negative downstream effects on future research, because

Deception contaminates the participant pool. Whereas in sociology

it was suggested that a likely outcome of deceptive practices is par-

ticipants’ future resistance to other research efforts. . . psychologists

and economists have expressed concern that the expectation of be-

ing deceived produces suspicion and second-guessing and that these

reactions—rather than the experimenter’s scenario and instructions—

guide and ultimately distort experimental behavior (Hertwig and Ort-

mann 2008, 63).

It is also possible that deceptive experimental practices have an effect on the trust

of those who never even participate in experiments, through their encounters with
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participants, or otherwise hearing about deceptive experiments (Orne 1962). Given

rising rates of survey non-response and the ‘overextraction’ of human respondents

by social research (Leeper 2019), which already place increasing strain on scholars’

ability to conduct good survey research, it is better to avoid putting more people

off participating. This might also be particularly concerning in the case of ‘elite

field experiments’ or ‘audit experiments,’ where potential participants are more

savvy to the deceptive practices used by researchers (Landgrave 2020, 490).

These concerns arguably extend to the case of pretence experiments – deception

of the ‘misinformation’ form. It is easy to imagine someone being put off by

participating in an experiment which would have her believe Donald Trump has

a clear lead in the polls in New York, which is patently untrue. It is even easy

to imagine her passing this on to her friends. This is bad for social science, so

researchers should seek to avoid it.3

Beyond this, consider that the treatment itself is expected to have an effect on

participants, and that this effect is potentially problematic if it is based on a

falsehood. In the pretend experiment above, the treatment is designed to influence

people’s vote choice in a made-up election. This behaviour is not founded on

anything true, but it is also not directed towards anything real. Nothing happens in

the real world as a result. In the pretence experiment, however, the fact that the

context is real means that it is typically likely the respondent will already have

some behavioural intention in this context, which the treatment seeks to change.4

3 Arguably, regular survey respondents – perhaps in contrast to ‘elite’ participants – are unlikely
to have sufficient awareness of the ways in which social science is conducted to be able to catch
onto the fact that an experiment is deceiving them. As I will note below, though, this is less likely
to hold the more unrealistic the treatment is, and is almost guaranteed not to hold if ‘debriefing’
tells them they were just lied to.

4 If the respondent has no such intention or pre-existing attitude, then the experiment may (seek

271



Appendix

Participants probably have an idea which candidate they are more likely to vote for

– Biden or Trump. The treatment is designed to change this. Research intervenes in

the real world and manipulates this choice by false pretences. Participants might

end up voting for Trump where they would have voted for Biden, and this choice is

based on information that they could not have received in the real world, because it

is false.

A first objection to this might be that this simply is not the intention of such

experiments. Rather, the intention is to affect how people behave in the experiment

without this spilling over into the real world. But while this may be the intention,

that does not guarantee spill-over will not happen. This potential counterargument

also casts doubt on how useful an experimental approach even is in the first place.

It plays into the hands of those who criticise the experimental approach precisely

because it does not tell us much about real-world behaviour: there is a leap in

assuming how people say they will vote under experimental conditions reflects

how they will really vote (Green and Gerber 2003, 101). It is therefore not a

particularly useful point to make when considering what the negative consequences

of experiments are on the condition that experiments are useful in the first place.

A second objection could be that the example I have provided is too stark – treat-

ments can be ‘made up’ and much more closely approximate reality. For example, I

could flip the candidates in the pretence experiment in Table A.1 and the treatment

would be much closer to the truth.5 This is certainly a grey area, and ultimately

to) form one.
5 The fact that researchers could feasibly make up treatment information that accidentally

approximates the truth raises the question of whether they are ‘lying’ or instead ‘bullshitting.’
Frankfurt (1998, 129) explains that bullshit is ‘produced without concern with the truth’ but ‘need
not be false,’ whereas lies are knowingly false. In response to this, it is first worth noting that
this would not somehow make misinformation more acceptable: ‘bullshit is a greater enemy of
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comes down to the fact that pretend and pretence experiments are meant to be

ideal-types which, in practice, experiments approximate rather than fully embody.

It is possible that researchers using pretence experiments could reduce ethical

concerns by using more realistic treatments – a point I return to when discussing

my experimental approaches below. Yet, arguably, this is not always possible,

depending on the type of treatment information. In bandwagon research, the treat-

ment is typically numerical and how close it comes to the ‘truth’ can therefore

be assessed – for example, by comparing it to real-world polls. It is less clear

how we would do this for more categorical information – for example, reporting

a candidate’s ethnicity. Having to use treatments that approximate the truth also

limits the type and number of questions pretence experiments can attempt to tackle,

by putting more extreme counterfactuals off limits.

A third objection could be that although experiments may alter people’s behaviour

in the real world, they will not alter many people’s behaviour – the effect will be

trivial. In the bandwagon case, an experiment with 2,000 respondents, assuming

everyone is entirely unaffected by treatment except ten percent of the treatment

group (itself half of the full sample), might change the vote choice of 100 people.

This is vanishingly unlikely to affect the outcome of the election, so why should

we care? Yet this implies that we also should have less reason care about the

bandwagon effect itself in most cases, given that it is nearly always also a small

effect (see Hardmeier 2008). So again, claiming that small effects are trivial is not

the truth than lies are’ (Frankfurt 1998, 132). Second though, it is unreasonable to assume that
political scientists who are experts in the subject matter of their experiments are unaware, or pay
no heed to, the ground truth of the information they give to respondents. Indeed, it is arguably the
ability to make up information that contradicts reality that gives pretence experiments their appeal
to researchers, as already noted and discussed further below. It seems unlikely that experimentalists
see their research as a chance to make up ‘any old bullshit’ and see what happens. Instead, they
have hypotheses about specific counterfactuals that they know are counterfactual.
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a particularly useful argument to make on the assumption that a whole political

science literature showing the bandwagon effect to be small is itself non-trivial.

This could be a matter of degree though – if the bandwagon effect is small in

the population, then the bandwagon effect in an experiment with a sample from

that population is much smaller. Yet this would imply that the larger the sample,

the more we should care about the size of the effect, because the less trivial its

real-world impact could be. But of course larger effects, and larger sample sizes,

are also less scientifically trivial, making us want to study them more. So the

number of people affected – in terms of both effect size and sample size – looks

like something we should want both to maximise and to minimise. This hints at

the kind of utilitarian thinking that I explore further below.

The triviality objection also implies that some cut-off point is required at which the

effect would become non-trivial. Perhaps it is the point at which the experiment

changes the outcome of an election. Yet it is impossible to know what this point

will be a priori, so this cannot be the basis for the design of a pretence experiment.

For a given election that has already taken place, we can say what it would have

taken for the balance to be tipped, but we cannot know this ahead of time. It is also

not necessarily the case that experiments just have one, immediate spill-over effect.

Consider, for example, that voting is known to be habit-forming (Coppock and

Green 2016; Cutts, Fieldhouse, and John 2009) and voting a certain way changes

how people subsequently think about politics (Acharya, Blackwell, and Sen 2018b;

Bølstad, Dinas, and Riera 2013). Experiments on the bandwagon effect that change

people’s behaviour in one election could have unmeasurable knock-on effects for

their future behaviour. Remember that all of this would be on the basis of false

pretences.
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Note that none of this is to suggest that experimental research has ever substantially

changed election outcomes or produced major realignments. But it is entirely

possible that many of the things political science investigates have never, in them-

selves, determined election results or changed the course of politics. Voting is

mostly stable and predictable (Gelman and King 1993), and voting behaviour

experiments largely investigate influences at the margins. My point is that it is

not straightforward to apply the triviality criterion in designing an experiment or

deciding whether a study should be conducted.

The False Promise of Debriefing

Many propose ‘debriefing’ as a way to resolve these potential issues (Berghmans

2007). In the pretence experiment example, suppose respondents are told after the

experiment that the poll results they saw were fake and the purpose was to see how

they would behave if they were real. This should remove spill-over or otherwise

downstream effects, because people should see that there was no basis to their

change in behaviour or attitudes that they went through in the experiment, cueing

them to reverse that change.

This only holds if the new behaviour observed in the experiment is entirely and

directly brought about by the information contained in the treatment. Yet in this

thesis, I have noted the importance of the broader information environment in

which new ‘popularity information’ is received. The cognitive response mecha-

nism explored in Chapter 2 points to the fact that when people change their mind

in response to poll results, to vote for the leading candidate, this is likely because

they reflect on other arguments supportive of that candidate, as a reaction to the
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new information (Mutz 1998, 212). This suggests, therefore, that the behaviour ob-

served in the pretence experiment would be the product of reflection on arguments

supportive of candidates other than just their popularity, brought about by false

information about their popularity. These arguments then become more salient

to the respondent, and debriefing cannot guarantee that they will cease to be so,

because the debrief cannot hope to address all of these additional considerations.

Indeed, in many cases these considerations will be based on valid information

and therefore it would be questionable for the researcher to attempt to reverse

them. The way in which the respondent thinks about the candidates in the election

might be fundamentally changed by participating in an experiment in which she

is misinformed about these candidates.6 Importantly, as noted in Chapter 2, this

proposed ‘mechanism’ is consistent with broader political psychological theory

about how new information leads to attitude or behavioural changes (e.g. Lodge

and Taber 2013; Marcus, Neuman, and MacKuen 2000; Zaller 1992). The problem

is not unique to this example.7

Some of the negative consequences of untrue treatments are possibly even more

likely to occur because of debriefing. Consider, for example, the trust problem

noted above. If respondents do not find out after the experiment that the information

6 Paul and Healy (2018) have proposed the framework of ‘transformative treatments’ to describe
examples in which experimental treatments cause shifts in people’s preferences or values. Under
this framework, the person who receives a debriefing message could be a fundamentally different
person from the one who entered the experiment.

7 Some of these alternative theories put the emphasis on ‘hot’ or otherwise ‘affectively charged’
cognition (Lodge and Taber 2013; Marcus, Neuman, and MacKuen 2000). In the case of Affective
Intelligence Theory (Marcus, Neuman, and MacKuen 2000), central to how persuasion works is
by inducing ‘anxiety’ in people, which motivates a ‘search’ for information not unlike Mutz’s
‘rehearsal’ of arguments. Debriefing may reassure people that they do not need to have been anxious,
but it cannot undo the anxiety they experienced – which was, recall, based on false information.
Kelman (1967) questions the researcher’s right to affect the psychology of participants in such ways
at length, albeit employing more extreme examples.
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they were given was untrue, they may see no reason to believe it was, meaning

their trust in researchers is unaffected. Debriefing, as such, cannot necessarily undo

the effects of experimental treatments on either politics or science. In some ways it

might even make them worse.

Weighing up the Costs and Benefits: The Utilitarian

Case

Arguably, the benefits of experimental research can be weighed up against these

ethical costs. To some extent, I have already alluded to this idea in discussing

objections to my arguments above. This utilitarian perspective holds that lying ‘is

prima facie morally wrong, but can be justified in the light of the good consequences

which may flow from the experiment in the interest (actual or future) of others’

(Berghmans 2007, 14). The idea is that researchers can justify untruth because it

helps them to reach greater truth. In Bok’s (1995) and Murdoch’s (1992) terms, the

truth justifies the lack of truthfulness. This greater truth might then also be applied

to benefit society, at the small cost of an initial lie. Researchers tell lies in order to

tell the truth.

It is worth noting that this thinking can explain why researchers often avoid using

pretend experiments. It is questionable whether the results of pretend experiments

are particularly useful in the real world, given that they are about imaginary worlds.

Pretence experiments are supposed to be more externally valid, by virtue of their

real-world context. Because they combine this with the reasearcher’s freedom to

make up the treatment information, they enable externally valid causal inferences
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about a whole range of effects that could not be studied as successfully either

in observational evidence or in pretend experiments. For example, the pretence

experiment above enables a researcher to answer the question of what would

happen if a poll were published in New York suggesting that Donald Trump is in

the lead there. This is the benefit they offer that is meant to justify their ethical

cost.

This implies that the apparent benefits of the research are entirely unaffected by the

fact that it is based on a lie. The assumption is that made-up treatment information

creates ethical problems, while only producing benefits in terms of inference. But

this is unlikely to be the case. The first way to see this problem is to reflect on

the factors that affect external validity. It not only matters that the context reflects

the real world; it also matters that treatments do.8 In the pretence experiment

example, we can think about there being a population of polls out in the world.

The experimental design needs to maximise the representativeness of the sample

of polls used in the experiment with respect to this population, if its results are to

be generalisable to the relevant context: in my example, the real US presidential

election (de la Cuesta, Egami, and Imai 2021). If the design and analysis of the

experiment implicitly treats Trump’s lead in New York as no more or less likely

than Biden being in the lead (which the polls would really have suggested), then

the effect of this scenario can be seriously miscalculated when mapping it onto

the real world (see de la Cuesta, Egami, and Imai 2021). Treatments that are not

reflective of reality harm inference by compromising external validity.

A useful, additional way to see this is to think about what it would mean for

8 Typically, discussions of external validity also focus on the representativeness of the respon-
dent sample.
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Trump to be ahead in the polls in New York. It is likely that this would require

a fundamentally different political context that would greatly alter the behaviour

of respondents in the experiment above and beyond the effect of treatment. The

findings of the experiment will be based on the real, current political context in

which these alterations do not apply. So this study would not really tell us what

would happen to voters in New York if Trump were shown to be in the lead in

the polls, because it is so far from capturing what this situation would actually

entail. Pretence experiments are explicitly about the real world, and their untrue

treatments are not from that world.

It is possible to imagine that this might encourage many respondents to make

assumptions beyond what the treatment is trying to measure. A fake poll might

make them assume broader differences in the election context. They might think,

for example, that the economy must be doing well if the incumbent Trump is

polling so well in New York. This could be what is of interest to them, and not the

treatment. This is similar to the discussion of the ‘cognitive response’ above, but

differs in that it suggests people are inventing rationalisations for the treatment, not

calling upon what they already know to rationalise it. Importantly, if the treatment

is false, so are these rationalisations likely to be. This means the experiment will

end up measuring the effects of these uncontrolled, unobserved, false imaginings

about the world, rather than just the treatment itself.

With this in mind, pretence experiments also have implications for internal validity,

because they compromise the tenet of ‘experimental realism’ which holds that

To the extent that subjects become psychologically engaged in the

process they confront, internal validity intensifies. Similarly, internal
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validity diminishes in the face of subject disengagement. . . If subjects

approach a task with skepticism or detachment, then genuine responses

fade. . . This raises the possibility that measures obtained do not

accurately reflect the process being manipulated, but rather manifest a

different underlying construct altogether (McDermott 2011, 28).

Consider what might happen when providing respondents with false information.

As a result of ‘skepticism,’ respondents might not look at the experimental task as

something to take seriously. Rather than getting them to think about the election

and how they would behave, instead the false treatment leads them to behave in

arbitrary ways. They might also see the false treatment as deliberately pushing

them in a certain direction, and then do what they think the researcher ‘wants’

them to do (Orne 1962; Zizzo 2010). In both of these cases, the effect observed

in the experiment does not fully reflect what people would do in the real-world

scenario on which the experiment is designed to comment. The benefit of the

realistic context is compromised.

Arguably, this concern about experimental realism is only valid if we assume

participants know they are being lied to. If they are really being deceived then they

should not realise that the treatment is unrealistic. This is a valid critique, but it also

means that the ethical problems discussed above presumably must be taken more

seriously. Essentially, if a treatment is deceptive, it has to pass a threshold of realism.

If it is not realistic, it must not be deceptive. If an experiment is successfully duping

participants, then it may be more realistic than if they recognised the treatment as

untrue, but it is therefore also more concretely deceptive. Pretence experiments,

seen in this way, depend on being deceptive in order to maximise their scientific

value. To the extent that they are effective, ethical concerns about deception become
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more pressing. But, as I have just shown, as well as being ethically problematic,

this deception also creates other problems for how valuable they are. This interplay

of realism and deception, therefore, further complicates the utilitarian case.

The key point, then, is that the weighing up of costs and benefits in pretence

experiments is not as simple as it might first appear. The lies researchers tell

participants in these experiments do not simply produce ethical costs that are

outweighed by the unique combination of external and internal validity afforded by

experimental designs in real contexts. Rather, in some ways, these lies compromise

external and internal validity.

Resolving the Dilemma: The Experiments in This

Thesis

Faced with this challenge, this thesis features three partial solutions. The first is to

try to extract as much potential as possible from pretend experiments, to overcome

their limitations, without needing to lie. This is what I did in Study One in Chapter

4. The second is to move more towards pretence experiments, while attempting

to minimise the ethical and inferential problems set out above. This is what I

did in Study Two in Chapter 4. The third is to avoid using false information in

experimental treatments. This is what I tried to do in Chapter 3.
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Maximising the Potential of Pretend Experiments

As noted above, pretence experiments are used in order to do better than pretend

experiments can offer, particularly in terms of external validity. However, in some

cases, pretend experiments still serve as a good starting point. Because they come

with negligible ethical concerns, the utilitarian view should hold that they are

worthwhile providing they offer some benefit, even if this benefit is small.

Arguably, pretend experiments are useful as an approach to causal questions about

political behaviour about which we know very little, or for which we have little to

no evidence. They create an abstract context in which respondents have little useful

information to go on other than the treatment. If their decision is not affected by

that treatment, and we fail to reject the null hypothesis, then this gives us reason

to be very suspicious as to whether the treatment would have any effect outside

of this stylised, pretend context. This means that pretend experiments provide a

conservative test of the null hypothesis. This is a good place to start when the

dominant way experiments are used is as a form of null hypothesis significance

testing. It means that pretend experiments can be a good starting point in working

out whether a theory is worth pursuing with more rigorous, externally valid study.

Consider the experimental design used in Study One in Chapter 4. This is the

first attempt to experimentally assess whether people’s electoral expectations are

influenced by dynamic popularity, or ‘momentum’ in the polls over time. Because

this is the first time this has been tested, it is useful to know whether it is even

possible to reject the null hypothesis in the abstract. If the treatment had no effect

in these experiments, it would have been very unlikely that it would have an effect

in non-imaginary circumstances, where it is not the only information people have,

282



Appendix

and they have a real reason to care about the election outcome. The broader point is

that the ethical implications of such experiments are negligible, so on a utilitarian

basis, the possibility that they are beneficial, however minimally so, is likely to

justify conducting them.

Minimising the Problems With Pretence Experiments

Once the relationship has shown up in a pretend experiment like this, it is then

useful to implement changes and see whether the effect holds up. However, it is

difficult to enable people to use more information, and encourage them to care

about the election outcome, without introducing a real-world context. Or, at least,

this is the easiest and most obvious way to do so.9 This is what I did in Study

Two in Chapter 4. The introduction of a real-world context, I argued, gave people

chance to use their existing information and predispositions in order to react to the

treatment information as they would react to it in the real world. However, in doing

so, I moved towards the pretence experiment format, and risked the problems set

out above.

In order to minimise these concerns, I made a series of design choices.10 First was

that, although the political contexts (UK and Canada) and parties (Conservative,

Labour, and Liberal) were real, they were not really currently competing in an

election. I did not intervene in a real ongoing electoral process. To some extent,

9 This is how ‘psychology’ experiments tend to try to increase theoretical interest, whereas
‘economics’ experiments tend to do so using highly stylised games in which preferences and
information are controlled using incentives (Dickson 2011).

10 These are all design choices that I discuss in Chapter 4 itself, which is why I do not explain
them in detail here. The situation is slightly more complicated in the Canadian case, but that is
again explained in more depth in Chapter 4.
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this keeps things closer to the realm of pretend experiments. This is an example

of a case where the lines become somewhat blurry between pretend and pretence

experiments. Respondents are imagining there is an election taking place. It just

so happens that they are imagining an election taking place in real countries.11

To encourage and emphasise this, the wording of the experimental vignette asks

respondents to ‘imagine’ there is an election taking place. In one condition, this

election was taking place in Canada, where respondents (from the UK) are unable

to vote. It therefore could not have any downstream consequences for their vote

choice in that electoral context. Moreover, although I made up the vote shares the

parties were on and this did not mirror current polling at the time of the experiment,

they were nonetheless realistic vote shares that the parties have achieved in recent

elections (at least in the UK case). The treatment itself was also designed to reflect

how much the parties’ vote shares in the polls would have to change in order to

produce the figures given in the experiment. Again, this demonstrates a grey area

in pretence experiments which I noted above: treatments can be made-up, but still

approximate the truth, even accidentally. It is likely that consequentialist ethical

concerns, and inferential problems, diminish the closer the treatments approximate

reality.

In sum, I aimed to minimise ethical concerns by establishing a more ‘imaginary’

rather than truly ‘real’ context, and I aimed to maximise realism by tailoring

treatment information to make sense in terms of the real-world polling environment.

Arguably, these are the kinds of changes that are necessary in order to account

for the complicated cost-benefit analysis that comes with pretence experiments.

11 This is quite a common approach (see, e.g., Campbell and Cowley 2014; Campbell et al.
2016; Cunow et al. 2021; Roy et al. 2015).
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Applying the utilitarian approach, I believe the added value of this experiment,

given these adjustments, justifies any (reduced) ethical cost. This is, of course, up

for debate.

True Treatments

It is possible to avoid these concerns altogether, though, by simply using true

information in experimental treatments. This would involve taking data from

the real world and deploying it in a real-world context. In experiments on the

bandwagon effect, this means taking real polling data and exposing respondents

in the treatment group to it in a real ongoing election (Cook and Welch 1940;

Tom W. G. van der Meer, Hakhverdian, and Aaldering 2016).12 This enables

researchers to intervene in real elections and conduct an experiment without facing

the charge of unduly influencing it by false pretences. They might still affect the

election outcome in some small way, but they will do so by simply giving people

information that they could have encountered in the real world. In the case of

polling, it could even be argued that they are likely to encounter such information,

because of the ubiquity of poll results in election coverage. In such cases, any

change they bring about may have been likely to happen anyway. And given what

Chapters 1 and 2 pointed out about people’s rational, informational use of poll

results, such influence can mostly be seen as unproblematic because it pushes

people towards appropriate political choices.

This is the approach I took in the experiment in Chapter 3. I randomly assigned

12 There is also the option to use real polling information in an imaginary context, but this would
represent a wasted opportunity to leverage a real-world context to improve external validity.
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voters in the US presidential election to see real poll results. To the extent that this

has effects on their voting behaviour, this just reflects the fact that once they saw

that information in their real life, they would have changed their behaviour in the

same way.

Nonetheless, the experiment in Chapter 3 is not perfect in terms of the arguments

set out above. The key reason for this is that it does not completely reflect the

probability with which people would have seen the different polling results in their

day-to-day lives. In most cases, my experiment implicitly treats polls in which

Donald Trump was in the lead as just as likely as those in which Joe Biden was in

the lead, for example. Even though both were true polling results, and I conducted

the experiment in states where it was most likely that respondents could see polls

suggesting either candidate was in the lead, a more externally valid design would

weight the probability with which respondents saw each of them in accordance

with how common these outcomes were in real polling data. This could have

a meaningful impact on the estimation of effects, as noted above (de la Cuesta,

Egami, and Imai 2021). So while Chapter 3 nonetheless takes a major step in the

direction of using true treatments, it does not avoid the problems set out above

altogether.

Even a fully-fledged version of the true treatments approach might be criticised on

the grounds that it does not do what experiments are supposed to do. Essentially,

experiments allow us to answer counterfactual questions: what would happen

if we changed X to Y? Keeping X within the range of values it takes within

the real world, currently, misses the potential to change it to Y and observe this

counterfactual. This is likely part of the reason why researchers do not use true

treatments more often. Arguably though, this is not quite right. The types of
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experiment I have considered here, including those on the bandwagon effect, are

informational. The counterfactual is about exposure to information. What would

happen if people received information suggesting X? True treatments facilitate

answers to this question while only considering the real Xs that the information

could suggest. This avoids the ethical and inferential problems that come with

making up convenient falsehoods.

Arguably, it is not because experiments allow researchers to deceive respondents,

and thereby estimate things that they cannot observe in the real world, that an

experimental approach should be taken. This short-cut to causal inference compro-

mises research ethics and validity. Rather, scholars should opt for an experimental

approach because it allows them to estimate things they can observe in the real

world but from which it is impractical to draw casual inferences. The true treatment

approach still allows for this, but simply does so without telling lies. It still allows

for random assignment, and thereby for estimates of causal effects of information,

but it simply depends on this information being true.

Conclusion

The purpose of this essay is mostly reflective. It orders the considerations I had to

make in designing large parts of the research done in this thesis, to make sure I did

my work in justifiable, ethical ways. These concerns are particularly salient given

new APSA guidelines on research ethics, which recognise that ‘misinformation’

matters as a way in which researchers deceive participants. The essay has noted

that when conducting experimental research with made-up treatment information,
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context matters. Context alters whether this invention is a lie. Lying, in turn,

matters, because it is morally wrong to at least some degree. And crucially,

balancing this cost of moral wrong against the benefits of research is not as

straightforward as it seems, because these benefits are compromised to some extent

by the made-up treatment information. I explained how my experimental designs

– fleshed out in Chapters 3 and 4 – represent different ways of navigating these

challenges.

These reflections also have the potential to bring increased attention to the idea of

‘misinformation’ as a form of deception in experimental research. As noted from

the outset, debates about deception have mostly focused on whether researchers

mislead people about the purpose of an experiment, or the way in which it is

being conducted, as a specific type of false information conveyed to participants.

My arguments demonstrate that this is not the only way in which researchers can

lie to respondents that is potentially problematic, substantiating APSA’s recent

recognition of this. Discussions of experimental ethics need to recognise the fact

that researchers routinely lie to respondents through false treatment information.

To this end, future work on the ethics of deception in experiments could engage

in more depth with the philosophical points raised above. For example, I have

primarily based my argument around ‘lying’ and used this term more or less

interchangeably with ‘deception’ and ‘misinformation.’ But prominent discussions

of what it means to lie argue that deception does not even come into it (Carson 2006;

Sneddon 2021), and ‘misinformation’ appears to be a more neutral term than either

of the others. Alongside this, the ways in which I navigated the problem of lying

in the experiments used in this thesis demonstrated various grey areas where my

arguments are weaker, but still seem relevant. This raises the question of whether
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and how we can conceive of experimental misinformation in different types, or on

a spectrum. Conceptual analysis of this kind could bring greater nuance to debates

about research ethics than I have offered here, or than is currently available in

political science guidelines.
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B.1 Power Analysis

Figure B.1 shows the probability of detecting statistically significant effects, by

effect size, at a range of sample sizes, in the experiment in Chapter 3. This is based

on 100 simulations at each of 500 different randomly generated combinations

of effect sizes. For example, one simulation might have generated a dynamic

bandwagon effect of 5% (0.05), a static bandwagon effect of 2% (0.02) and an

emphasis effect of 1% (0.01). A random sample of voters is then generated, and

their responses are randomised with these probabilities, 100 times. Power is defined

by the proportion of those times that each of these effects is statistically significant.

It is higher for larger effects and for larger sample sizes. The simulation-based

approach is more suitable to a design like this that has a lot of moving parts.
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Figure B.1: Probability of detecting statistically significant effect, by absolute effect size and type of effect. Based
on 100 simulations at each of 500 different combinations of random effect sizes.
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The standard cut-off for sufficient power in experimental design is 80%. The results

show that 80% power is only achieved at (static or dynamic) bandwagon effects

of approximately 8% (0.08) in a sample size of 1000. With 2000 respondents,

an effect of approximately 6% has sufficient power. This reduces to 5% in a

sample of 3000, and to 4% in a sample of 4000. Note that it is more difficult to

detect emphasis effects because there are four different levels to this feature in

the experimental design – but these effects are not of primary interest anyway.

Based on past meta-analysis that shows bandwagon effects on average are of only

a few percentage points (Hardmeier 2008), I targeted a sample of at least 4000

voters across the four states where I conducted the study. I also decided not to

investigate interaction effects between the design features (for example, interacting

emphasis with popularity information) because the analysis shows these would be

substantially under-powered: Gelman, Hill and Vehtari (2021, 301) explain that

‘you need 4 times the sample size to estimate an interaction that is the same size as

the main effect.’

Significant rates of non-response meant that I fell short of this number. The final

sample used in the analyses in Chapter 3 is 2,661. This implies that the results have

sufficient power for effects of approximately 5-6%. So if bandwagon effects were

as large as some studies suggest (Cook and Welch 1940), then we would expect

my data to detect them.
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B.2 Randomisation Check

Figure B.2 shows the predicted probability, and 95% confidence interval, of receiv-

ing static or dynamic popularity information that is supportive of Biden in each

state, by a series of respondent characteristics: gender, age, education and past

vote choice. The dashed horizontal lines in each case denote the probability that

would be expected under perfect randomisation. This is nearly always 0.5, except

in the case of Texas, where it is 0.66 for dynamic information and 0.33 for static

information, because there was no condition in which Joe Biden was in the lead

(static) and Trump was gaining ground (dynamic). None of the characteristics has

a significant association with whether or not the person received static or dynamic

popularity information that was positive for Biden. In other words, randomisation

was successful.
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Figure B.2: Randomisation check: Chapter 3. Predicted probabilities of receiving Biden static/dynamic popularity
information, rather than Trump in each state, by gender, age, education, and previous election vote choice. Dashed
line denotes expected probability under random assignment. None of the characteristics are significantly associated
with treatment status, indicating randomisation was successful.
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B.3 Poll Sources

Table B.1: Full selection of polls from which results were taken in each state.

Result Recent poll source Previous poll source

Georgia

Biden 47% (-) - 46% (+3) Trump https://www.aarp.org/

content/dam/aarp/research/

surveys_statistics/politics/2020/2020-

election

-battleground-states-senate-georgia-

annotated-

questionnaire.doi.10.26419-

2Fres.00401.016.pdf

https://electjon.com/wp-

content/uploads/2020/07/2020.07.22-

Ossoff-poll-memo.

pdf?__cf_chl_jschl_tk__=

b53f1584e6c6fee 058a8570996c235

066d22f7ed-1623959363-0-

AWGLwuec5x qqY1mlCHjSY0P

HMPZ88rbEwgNEXqy UdVTeIiRu

XsPvnuTLXd WsW5J2ojOu

DVRWdQZn e0qTPXuTsjv

_ZuzyjMaIPy0-NW_1t wnr3IuXW1k

_bsIhB40 QaqgJJ3hRa

tKbbzHbRsiaAYF QoYS1CrT7ypAb

BntX-BaHTDn4OWd BzW44kQX

3L1aQf3nQfpCHY 7C44x6MKcVaPzA

AdgqXfr 7iOQeSX96J1t1

CvlvKxOVygMUtz 5UabSSSJvIgiQx

RnoeWOWeYk7cdY QvOb2yEv4mE

ySs9mbcwE8 GnuJG2x-M- Yhu0wcsZi

-4HM4mwSZi 9EXJbUANDxu

uRK05qT340 4BDsWxANt

8ZeOl5Ysl2 47qJ9hBp0U

fA_1mV8iYDLQ ENj5HxdikkWz

6dHWuLBEe9UJvTb Ztrp1RtZva8

xf9EWKAgdF8 XRnZA6k3tqsbu

ys-wS3slFnnGNBfy tigiLTV-7suqvd

7Pa2BfP_PX40vHRt_

j7kwQag9PIsavMJ 1X4TPrlaLqNKKQ

2PcoQYcHnkO0
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Table B.1: Full selection of polls from which results were taken in each state. (continued)

Result Recent poll source Previous poll source

Biden 47% (+3) - 46% (+1) Trump https://www.aarp.org/

content/dam/aarp/research/

surveys_statistics/politics/2020/2020-

election-battleground-states-senate-

georgia-annotated-

questionnaire.doi.10.26419-

2Fres.00401.016.pdf

https://s3.documentcloud.org/

documents/ 6880530/20426-GHRT-GA-

Toplines.pdf

Trump 47% (-1) - 46% (+5) Biden https://www.cbsnews.com/

news/trump-biden-opinion-poll-georgia

-north-carolina-supreme-court-09-27-

2020/

https://s3.documentcloud.org/

documents/ 7072527/Landmark-Poll-

Georgia-Presidential-Election-8-31.pdf

Trump 47% (+3) - 46% (-) Biden https://www.cbsnews.com/

news/trump-biden-opinion-poll-georgia

-north-carolina-supreme-court-09-27-

2020/

https://www.surveyusa.com/ client/

PollReport.aspx?g=4b9009c4-ef1d-

4774-a211-0c4402738ec8

North Carolina

Biden 48% (+4) - 46% (+1) Trump https://www.cbsnews.com/

news/trump-biden-opinion-poll-georgia

-north-carolina-supreme-court-09-27-

2020/

https://www.nccivitas.org/ polling/

trump-biden-dead-heat/

Biden 48% (+1) - 46% (+3) Trump https://www.cbsnews.com/

news/trump-biden-opinion-poll-georgia

-north-carolina-supreme-court-09-27-

2020/

https://www.suffolk.edu/

-/media/suffolk/documents/

academics/research-at-suffolk/suprc/

polls/other-states/2020/9_17_2020_

final_marginals_pdftxt.pdf

Trump 49% (-) - 48% (+2) Biden https://www.uml.edu/docs/

2020-NC-Sept-Topline_tcm18

-330590.pdf

https://morningconsult.com/

form/july-presidential

-battleground-state-polling/

Trump 49% (+3) - 48% (-) Biden https://www.uml.edu/docs/

2020-NC-Sept-Topline_tcm18

-330590.pdf

https://www.monmouth.edu/

polling-institute/documents/

monmouthpoll_nc_090320.pdf/

Ohio
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Table B.1: Full selection of polls from which results were taken in each state. (continued)

Result Recent poll source Previous poll source

Biden 48% (+3) - 46% (-) Trump https://www.progressivepolicy.org/

wp-content/uploads/2020/09/

ALG.PA_.OH_.energy-poll.09.30.20-

.pdf

https://drive.google.com/ file/d/1

Vbmv7EXnwqeubTuvB

YNiBvq565sOxi_9/view

Biden 48% (-1) - 46% (+2) Trump https://www.progressivepolicy.org/

wp-content/uploads/2020/09/

ALG.PA_.OH_.energy-poll.09.30.20-

.pdf

https://static.foxnews.com/

foxnews.com/content/ uploads/2020/09/

Fox_September-20-23-2020_Complete_

Ohio_Topline_September-24-

Release.pdf

Trump 49% (+3) - 47% (-1) Biden https://hrc-prod-requests.s3

-us-west-2.amazonaws.com/

ME-13067-HRC-Issues-10-State-

1.pdf?mtime=2020

1002132812&focal=none

https://www.progressivepolicy.org/

wp-content/uploads/2020/09/

ALG.PA_.OH_.energy-poll.09.30.20-

.pdf

Trump 47% (-1) - 46% (+2) Biden https://hrc-prod-requests.s3

-us-west-2.amazonaws.com/

ME-13067-HRC-Issues-10-State-

1.pdf?mtime=2020

1002132812&focal=none

https://morningconsult.com/

2020/09/09/trump-biden-

race-tightens-2020-polling/

Texas

Biden 48% (+3) - 44% (-) Trump https://projects.fivethirtyeight.com/

polls/20200921_TX.pdf

https://poll.qu.edu/poll-results/

Trump 48% (-) - 46% (+5) Biden https://drive.google.com/

file/d/1ZsMPYa9d2L2vg4YYk-

DFcwlXosTMmMYP/view

https://www.txhpf.org/

wp-content/uploads/

2020/08/THPFFinalAug17.pdf

Trump 48% (+3) - 46% (-1) Biden https://drive.google.com/

file/d/1ZsMPYa9d2L2vg4YYk-

DFcwlXosTMmMYP/view

https://www.chrystafortexas.com/

media/press/TX_RR_ Commis-

sion_Polling_Memo_F08.14.20.pdf
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B.4 Emphasis Sentences

Table B.2: Range of possible emphasis sentences. Ohio used as example.

Level Sentence

Biden static
Yes static With the lead in this poll, it looks like

Biden could be set to win in Ohio.

No static Trailing in this poll, it looks like Biden
could be set to lose in Ohio.

Biden dynamic
Yes dynamic Biden appears to be winning over an

increasing number of voters in Ohio as
the campaign goes on.

No dynamic Biden appears not to be winning over
many more voters in Ohio as the
campaign goes on.

Trump static
Yes static With the lead in this poll, it looks like

Trump could be set to win in Ohio.

No static Trailing in this poll, it looks like Trump
could be set to lose in Ohio.

Trump dynamic
Yes dynamic Trump appears to be winning over an

increasing number of voters in Ohio as
the campaign goes on.

No dynamic Trump appears not to be winning over
many more voters in Ohio as the
campaign goes on.

B.5 Robustness Check: Texas

As explained in Chapter 3, it was impossible for respondents to receive information

suggesting that Biden was in the lead, but Trump had momentum, in Texas. In

order to verify that the effect observed in the main text is not an artifact of this,
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Figure B.3 conducts the Joe Biden conversion analysis on a reduced dataset in

which respondents from Texas are removed. The main finding from the above is

reproduced here: people are less likely to switch to vote for Joe Biden when he is

in the lead.

Emphasis

Dynamic popularity (H2)

Static popularity (H1)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Joe Biden

Figure B.3: Effects of popularity information on voting for Biden (left) and Trump
(right), for those who do not identify with Democrats (left) or Republicans (right),
in all states except Texas.

B.6 Robustness check: Attention

In order to assess whether respondents were paying attention to the polling informa-

tion they received in the experiment in Chapter 3, I asked them, immediately after
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they indicated their vote choice, which candidate was ahead in the poll they just

read about. The overwhelming majority of participants (2237, or 84%) answered

this question correctly, suggesting that on the whole, attention levels were adequate.

Nonetheless, in order to validate that the effect on Joe Biden’s vote share observed

in Chapter 3 is not the result of the behaviour of inattentive respondents, Figure

B.4 reports the results of a conversion model that excludes all those who failed the

attention check. The main effect discussed in the text is robust to this specification.

Emphasis

Dynamic popularity (H2)

Static popularity (H1)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Joe Biden

Figure B.4: Effects of popularity information on voting for Biden, among non-
Democrats, partially pooled with varying intercepts by state, excluding those who
failed the attention check.
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B.7 Robustness Check: Already Voted

Due to the timing of the experiment, it was possible that participants had already

voted by post in the 2020 election. This could affect the results in multiple ways.

First, the real vote choice of those who had already voted was already set in stone,

so may be less strongly affected by treatment. Second, in contrast, these people

may have behaved in arbitrary ways, taking the experiment less seriously and being

overly responsive to treatment. Thirdly, given that postal voters were more likely

to vote for Joe Biden, the model might overestimate his support when including

these people. However, the overwhelming majority of respondents had not yet

voted (2484, or 93%). Figure B.5 shows that the main effect discussed in Chapter

3 is robust to the exclusion of those few participants who voted early.

B.8 Robustness Check: Defining Conversion by

2016 Vote Choice

In Chapter 3, I model conversion using respondents’ previously reported party

ID from their Prolific profiles. Figure B.6 reports the results of modelling voting

for Joe Biden only among those who did not vote for Clinton in 2016, treating

these people as potential converters, rather than those who do not identify with

the Democrats. The main effect discussed in Chapter 3 is no longer statistically

significant at the 5% level in this specification, though it is significant at the 10%

level. This likely reflects the fact, as noted in the main text, that this alternative

sample includes many people who were too young to vote in 2016, but who
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Emphasis

Dynamic popularity (H2)

Static popularity (H1)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Joe Biden

Figure B.5: Effects of popularity information on voting for Biden, among non-
Democrats, partially pooled with varying intercepts by state, excluding those who
had already voted before taking the experiment.

would have voted Democrat if they could. Many of these people will have voted

Biden in the experiment, regardless of the treatment information they received,

dampening the observed conversion effect of this information – because these

(Democrat) voters were not actually available for conversion to voting Democrat.

This complication is, indeed, why I operationalised conversion through the party

ID people reported in their Prolific profiles.

Another way to account for this is to only consider people who voted for Donald
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Emphasis

Dynamic popularity (H2)

Static popularity (H1)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Joe Biden

Figure B.6: Effects of popularity information on voting for Biden, among those who
did not vote for Hillary Clinton in 2016, partially pooled with varying intercepts
by state.

Trump in 2016. Figure B.7 shows that the main conversion effect discussed in

Chapter 3 is reproduced at a statistically significant level among these people –

even in a very reduced sample of only 438 respondents. People who voted for

Trump in 2016 were less likely to switch to vote for Biden when he was in the lead

in a poll in their state than if he was behind.
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Emphasis

Dynamic popularity (H2)

Static popularity (H1)

-0.1 0.0 0.1

No static

Yes static

No dynamic

Yes dynamic

Biden dynamic

Biden static

Trump dynamic

Trump static

Joe Biden

Figure B.7: Effects of popularity information on voting for Biden, among those
who voted for Donald Trump in 2016, partially pooled with varying intercepts by
state.

B.9 Experiment Screenshots
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Figure B.8: Example experimental task from Ohio.
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Figure B.9: Example experimental task from Georgia.
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Figure B.10: Example experimental task from North Carolina.

307



Appendix

Figure B.11: Example experimental task from Texas.
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C.1 Power Analysis – Study One

Figure C.1 shows the probability of detecting statistically significant effects (power)

for a range of effect sizes, at a sample size of 1500, based on the experimental

design in Study One, in Chapter 4. This is based on 100 simulations at each of

500 different randomly generated effect sizes. The sample size is based on the

fact that the number of respondents for a YouGov omnibus survey, where I knew

the experiments would be fielded, is typically just over 1500. I conducted the

power analysis in order to assess what size of effect the experiments would have

sufficient power to detect, given that they would be included in these surveys. I

use a simulation approach because this allows greater flexibility to follow a more

realistic data generating process. For example, while a simple calculation could

work out, analytically, the sample size needed to detect a given difference in means

between treatment and control, this would not factor in the fact that the responses

to the experiment are on a 0-10 ordinal scale. The simulation process makes this

explicit. The flexibility of this approach also makes it more capable of easily
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extending to the more complex design of Study Two, as below.

N = 1500

80% power cutoff

0.00

0.25

0.50

0.75

1.00

0.0 0.5 1.0 1.5

Figure C.1: Probability of detecting statistically significant effect, by absolute
effect size, in Study One. Based on 100 simulations at 500 different random effect
sizes.

In experimental design, the conventional cut-off for statistical power is 80% (the

dashed horizontal line). Figure C.1 shows that, to achieve this level of power with a

sample size of 1500, the true underlying effect would need to be of approximately

0.25 or larger – where the line crosses the 80% threshold. This means that the

experiments have sufficient power to detect whether the dynamic popularity treat-

ment increases people’s expectations by about 1/4 of a point on a 0-10 scale. In
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fact, the sample sizes I collected were even larger than this, meaning even smaller

effects could be detected with sufficient power. The results also showed effects of

approximately 0.5 or higher. Figure C.1 shows that, given their sample size, if the

underlying effects were of such size, the experiments were almost certain to detect

them as statistically significant. In short, the sample sizes in Study One were more

than large enough to yield reliable statistical results for effects of any substantively

meaningful size.

C.2 Power Analysis – Study Two

Study Two is more complicated both because it also focuses on both two-way

and three-way interactions, and because in doing so, it increases the imprecision

in the estimation of the main treatment effect. This is necessary in order to

detect differences across conditions owing to levels of information, and across

parties due to wishful thinking. Figure C.2 repeats the simulated analysis from

above but this time, the randomised sample is also split across three different

conditions (representing A/B, UK and Canada) and comes from three different

parties (representing Conservative, Labour and Other). In order to realistically

reflect the numbers of each party’s voters that would be present in the experiment, I

weighted the randomisation between parties according to the proportions of each in

the experiments in Study One, from which I already had data.1 In this case, I again

knew that the experiments would be fielded through YouGov omnibus surveys,

but I also knew that the more complex design meant that I would require a larger

1This actually made little difference to the results compared to having a uniform split across
parties.
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sample size in order to replicate the findings of Study One, and certainly in order

to detect interaction effects. As such, the sample sizes are based on the assumption

that the experiment would feature on two (3000), three (4500) or four (6000) of

such surveys.

Firstly, Figure C.2 shows that here a sample of 3000 would be able to reliably

replicate the main effect of approximately 0.7 estimated in the +6 experiment

of Study One (green line). If average expectations differ across the different

conditions (A/B, UK, Canada) by a comparable amount, then this would also be

detected (red line). It is plausible that differences across the conditions could be

smaller than this though, making a larger sample necessary. Moreover, interaction

effects are much harder to detect, as shown by the khaki, blue and pink lines, which

all correspond to an effect reported in Chapter 4. Based on this, I decided to go

for the largest sample possible, in order to minimise the size of these interaction

effects that the experiment would be able to detect. Figure C.2 demonstrates that

Study Two is sufficiently powered to detect the following:

• An average treatment effect of approximately 0.4

– E.g. average expectations in the treatment group (in the A/B condition)

are 4.9, versus 4.5 in the control group

• A condition effect of approximately 0.4 (A/B vs UK/Canada)

– E.g. average expectations (in the control group) in the UK condition

are 4.9, versus 4.5 in the A/B condition

• A treatment effect difference, by condition, of approximately 0.6

– E.g. the difference between the treatment and control group in the UK

condition is only 0.2, versus 0.8 in the A/B condition

– This could happen, e.g., if people incorporate other information into
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their expectations in the UK condition, rather than depending as much

on the treatment information

• A condition effect difference, by party, of approximately 0.5

– E.g. the difference between the UK and the A/B condition, among

Conservatives, is 0.7, versus 0.2 among Labour supporters

– This could happen, e.g., if Labour partisans engage in wishful thinking

by reporting unduly high expectations for the Labour Party on average

• A treatment effect difference, by condition, by party, of approximately 0.75

– E.g. the difference between the treatment and control group, in the

UK condition, among Conservatives, is 0.1, versus 0.85 in the A/B

condition, among Labour supporters

– This could happen, e.g., if Labour partisans engage in wishful thinking

by being more strongly influenced by the treatment information than

other groups, specifically in the UK condition

This implies that there could be some small effects that the findings in Chapter

4 rule out as not statistically significant, but which are in fact systematic in the

population. However, arguably, to the extent that these effects are of a substantively

meaningful size, they are likely to be detected. Indeed, the results reported in

Chapter 4 do reveal many significant, complex differences across the experimental

conditions, and across partisan groups.
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Main effect Change in intercept across conditions Change in treatment effect across conditions Change in intercept across conditions, by party Change in treatment effect across conditions, by party
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Figure C.2: Probability of detecting statistically significant effect, by absolute effect size and type of effect, in Study
Two. Based on 100 simulations at 500 different combinations of random effect sizes.
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C.3 Randomisation Check – Study One

Figure C.3 shows that, across all three experiments, there are no systematic dif-

ferences between the treatment and control groups in terms of gender, age, social

grade, past vote choice or Brexit vote choice. These key covariates are balanced.

This suggests that the randomisation was effective and should have removed any

potential confounding influences on the outcome.

+
3 

ex
pe

ri
m

en
t

+
6 

ex
pe

ri
m

en
t

Men Women

Gender

+
9 

ex
pe

ri
m

en
t

20 40 60 80

Age
A B C1 C2 D E

Social grade
Con Lab Lib Other

Election vote
Leave Remain

Brexit vote

P
ro

ba
bi

li
ty

 o
f 

be
in

g 
in

 tr
ea

tm
en

t g
ro

up
 (

da
sh

ed
 li

ne
 =

 0
.5

)

Figure C.3: Randomisation check: Study One, Chapter 4. Predicted probabilities of
being in treatment group rather than the control group, by gender, age, social grade,
previous election vote choice and Brexit vote choice. Dashed line denotes 0.5
probability. None of the characteristics are significantly associated with treatment
status, indicating randomisation was successful.
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C.4 Randomisation Check – Study Two

Figure C.4 shows that there are almost no systematic differences between the

treatment and control groups in terms of gender, age, social grade, past vote choice

or Brexit vote choice. These key covariates are balanced in nearly every case. The

exception to this is age in two specific cases. The youngest respondents are slightly

more likely to be in the control group in the UK condition, and slightly more likely

to be in the treatment group in the A/B condition. The oldest respondents were

slightly more likely to be in the treatment group in the UK condition.

In order to establish whether this is likely to have had any substantial impact

on the main inferences drawn in Chapter 4, I fit a three-way interaction model

equivalent to the one originally presented in Table 4.5 and Figure 4.6, but with an

additional control for age. Age is not significantly associated with the expectations

reported in Study Two (β = -0.002, p = 0.281) when accounting for the interactive

effects of treatment, condition, and past vote choice – as I do in the main analyses

reported in Study Two. This should demonstrate that the slight deviation from

perfect random assignment to treatment by age in two of the conditions is unlikely

to have significantly biased the results. Indeed, it could be that this is simply a

case of multiple comparisons biasing the statistical tests. That is, in Figure C.4, 54

different coefficients are reported. Three of these are statistically significant at the

95% level. This is approximately equal to 5%, which is precisely the number of

tests that would be expected to be significant at this level purely by chance.
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Figure C.4: Randomisation check: Study Two, Chapter 4. Predicted probabilities of
being in treatment group rather than the control group, by gender, age, social grade,
previous election vote choice and Brexit vote choice. Dashed line denotes 0.5
probability. Randomisation was successful except, in the UK condition, younger
respondents were slightly less likely to receive treatment than control, and the
opposite for older respondents. In the A/B condition, the youngest respondents
were slightly more likely to be in the treatment than in the control group.

C.5 Reduced Sample Model: Study Two

The analyses used to detect wishful thinking in Study Two rely on a reduced sample

of only those who provided valid answers about which party they voted for in

the last UK general election. In order to verify that the behaviour of this sample

does not differ significantly from the full sample used in earlier analyses, Table

C.1 reports the results of applying the model used in the first part of Study Two
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(reported in Table 4.4) to the reduced sample. The results are essentially equivalent.

Table C.1: Linear regression results, reduced sample, Study Two.

Intercept 4.531∗∗∗

(0.070)

Treatment 0.849∗∗∗

(0.097)

UK condition −1.301∗∗∗

(0.097)

Canada condition 0.255∗∗∗

(0.097)

Treatment:UK condition −0.251∗

(0.137)

Treatment:Canada condition −0.556∗∗∗

(0.136)

Observations 5,207
Adjusted R2 0.118

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

C.6 Ordinal Regression Models

The effects in both Study One and Study Two in Chapter 4 are measured on a

scale that is not truly continuous or ‘metric,’ but they are modelled using linear

regression. According to recent research, this can lead to type I and II errors
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(saying there is an effect when there is not, and saying there is not an effect when

there is), estimates with incorrect signs (e.g. saying an effect is positive when it

is negative), and predicted outcomes that lie outside of the measurement scale

(e.g. predicting that someone in the treatment group will rate Party B’s chances at

12/10) (Liddell and Kruschke 2018). In McElreath’s (2020, 380) simpler terms,

‘treating ordered categories as continuous measures is not a good idea.’
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Figure C.5: Summary of ordinal model, Study One, +3 experiment.

These concerns are arguably not entirely applicable here given that my scale

contains eleven possible options, which are expressed as numbers. Though not

strictly continuous, respondents might essentially treat this outcome as if it were.

Some research has indeed shown that the problems above are usually negligible

when the outcome scale has seven or more response options (Allen and Seaman

2007; Rhemtulla, Brosseau-Liard, and Savalei 2012). Nonetheless, I also fit ordinal

models as a robustness check, following best practices suggested by Bürkner and

Vuorre (2019), in order to allay concerns that the linear approach significantly
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Figure C.6: Summary of ordinal model, Study One, +6 experiment.

misrepresents the estimated effect.

Figures C.5, C.6 and C.7 present the results of these models, for Study One. In

each figure, the left-hand plot presents the effect of treatment on each possible

level of the outcome. The right-hand plot shows the average predicted response

under treatment and control, as in Figure 4.4, derived from these models.2

2 This is derived in the way suggested by Kurz (2020), following an example by McElreath
(2020, 386–87).
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Figure C.7: Summary of ordinal model, Study One, +9 experiment.

Looking first at the plot on the left of Figures C.5, C.6 and C.7, larger values are

more likely under treatment, smaller values less likely. There are no rogue values

on the scale, at which the effect is in the opposite direction – for example, there

is no value above five that is less likely under treatment. The effect is larger the

stronger the treatment. This can be seen in the way the points and their intervals

move further away from zero as the strength of the stimulus increases. In the +9

experiment, the effect is so strong that it even substantially reduces the probability

of a 5/10 rating. H1 and H2 are again supported. This representation also reveals

that this effect varies across the different levels of the outcome, systematically

across all three experiments. For example, the values 3, 4, 6, and 7 – that is, those

closest to the middle of the scale without being its midpoint – are consistently

among the most affected by treatment. Towards the extremes of the scale, the effect

tends to be at its smallest. Broadly, this is evidence that Party B’s momentum is
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not convincing people it is definitely going to win, but the fact it is trailing overall

is generally not enough to convince them it has no chance either. Rather, knowing

Party B has momentum tips the balance slightly more in its favour. The plot on

the right of each figure shows that, on average, these effects equal out to predicted

responses that are essentially identical to those in the linear regression models

above.
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Figure C.8: Summary of ordinal model, Study Two, A/B condition.

322



Appendix

Conservative Labour Other

0

1

2

3

4

5

6

7

8

9

10

-0.1 0.0 0.1

Effect of treatment

R
at

in
g 

le
ve

l

2

4

6

8

Control Treatment

Treatment status

P
re

di
ct

ed
 r

at
in

g

Figure C.9: Summary of ordinal model, Study Two, UK condition.
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Figure C.10: Summary of ordinal model, Study Two, Canada condition.

Turning to Study Two, Figures C.8, C.9 and C.10 show the corresponding effects

323



Appendix

for the A/B, UK and Canada conditions, split by 2019 vote. Figure C.8 tells a very

similar story to that seen in the +6 experiment in Study One, as expected. The effect

is strongest on levels close to the midpoint of the outcome scale, and the average

treatment effect is the same as estimated by the linear model. These effects are

slightly stronger for other party supporters than Labour supporters, on whom the

effect is in turn stronger than on Conservative supporters. Figure C.9 shows that the

effect in the UK condition is instead concentrated lower down the scale. Treatment

here makes people substantially less likely to give the Labour Party 0/10 chance of

winning, and slightly less likely to give it 1/10 or 2/10. Ratings of 5/10 and 6/10

are correspondingly slightly more likely to be chosen. This reflects an average

treatment effect that is substantial, but again concentrated among low outcome

levels. These effects appear to be slightly stronger for other party supporters than

for Labour or Conservative voters. Finally, Figure C.10 confirms that effects in the

Canada condition are essentially negligible across the full outcome scale. Though

the pattern of effects on the outcome scale is similar to that seen in Study One,

only for Labour and other party supporters does treatment appear at any point to

have a discernible effect on the outcome, reducing their probability of giving the

Liberal Party a 3/10 chance and making them more likely to give it a 6/10 or 7/10

chance. This is reflected in small average effects, consistent with the linear model.

These findings serve to demonstrate that the main discussion in Chapter 4 does not

misrepresent the results, which are robust to an alternative, ordinal specification.

They also provide additional information, however, about how the effects are

expressed more directly in terms of the outcome scale.
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D.1 Complex Causal Models

The models presented to illustrate my key points in Chapter 5 are kept deliberately

simple and parsimonious, in order to avoid unnecessary complexity that would

confuse the argument. Here, I demonstrate what these models would look like

when reintroducing this complexity. Figure D.1 shows how distinguishing between

predispositions and preferences changes the picture slightly. This model more

accurately asserts that it is predispositions, along with popularity information, that

drive expectations, rather than preferences. Recall that preferences are convenient

measures of relevant aspects of predispositions. Because there is still an indirect ef-

fect of popularity information on the vote through preferences here, the conclusions

of Chapter 5 are unchanged.

Figure D.2 makes a further distinction between static and dynamic popularity

information. This model is equivalent to the main model presented in Chapter 2,

with the addition of predispositions. Again, this does not change the conclusions

drawn in Chapter 5 and only further demonstrates the problem of distinguishing

325



Appendix

between static and dynamic effects using expectations data.

Popularity Information

Predispositions

PreferencesExpectations

V ote

Figure D.1: Causal model of the relationship between expectations, predispositions,
preferences, popularity information, and vote choice.

Stat. Pop. Info

Dyn. Pop. Info

Predispositions

PreferencesExpectations

V ote

Figure D.2: Causal model of the relationship between expectations, predispositions,
preferences, static and dynamic popularity information, and vote choice.
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D.2 Full GCLM Fit Statistics

Table D.1 reports the full range of fit statistics for the GCLM in Chapter 5. In

the main text, I only focused on the three most common, and easiest to interpret,

measures. This full range of statistics consistently demonstrates a good level of fit.
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Table D.1: Fit statistics for reduced bandwagon GCLM.

Fit Measure Estimate

npar 45.000
fmin 0.012
chisq 284.276
df 9.000
pvalue 0.000

baseline.chisq 93423.914
baseline.df 36.000
baseline.pvalue 0.000
cfi 0.997
tli 0.988

nnfi 0.988
rfi 0.988
nfi 0.997
pnfi 0.249
ifi 0.997

rni 0.997
logl -144918.298
unrestricted.logl -144776.160
aic 289926.597
bic 290257.605

ntotal 11565.000

Fit Measure Estimate

bic2 290114.600
rmsea 0.051
rmsea.ci.lower 0.046
rmsea.ci.upper 0.057
rmsea.pvalue 0.313

rmr 0.038
rmr_nomean 0.042
srmr 0.010
srmr_bentler 0.010
srmr_bentler_nomean 0.011

crmr 0.008
crmr_nomean 0.009
srmr_mplus 0.008
srmr_mplus_nomean 0.009
cn_05 689.303

cn_01 882.423
gfi 0.996
agfi 0.979
pgfi 0.166
mfi 0.988

ecvi 0.032
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