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Abstract
Breast cancer is the most common women’s cancer worldwide. Prevention trials show

that endocrine therapy can significantly reduce the incidence of breast cancer, though

benefits must be weighed against side effects. Concerns about side effects are cited

as a major reason behind poor uptake and adherence to endocrine therapy. However,

research focussed on the risk factors of side effects or their impact on long-term breast

cancer outcomes is limited. Hypotheses of this thesis are that there are multiple diverse

risk factors for side effects; that risk factors can be used to predict side effect incidence;

and that early reported side effects are a sign of endocrine therapy efficacy.

Hypotheses were tested through studies of clinical baseline factors, genetic risk factors

and sex hormones to explore associations with side effects in women from the IBIS-I

and IBIS-II trials. Statistical algorithms combining risk factors were subsequently used

to develop side effect prediction models and risk scores. Lastly, a study assessed the

effect of reporting side effects on breast cancer incidence during long-term follow-up of

IBIS-I and IBIS-II.

Markers including menopausal status, BMI, age, reproductive factors, and sex hor-

mones were found to affect the risk of side effects. However, no significant genetic

markers were identified. Prediction of side effects using a side effect risk score derived

from a logistic regression model, containing clinical and sex hormone factors was possi-

ble, but performance was poor. Further investigation of risk factors is required before

accurate prediction is possible. Contrary to the initial hypothesis, reporting hot flushes

in women randomised to tamoxifen and reporting arthralgia in women randomised to

anastrozole was associated with increased risk of breast cancer, particularly oestrogen

receptor-positive breast cancer in postmenopausal women.

Overall, risk factors were identified that impact a woman’s risk of side effects. The

negative impact of side effects on breast cancer outcomes was also established.
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Chapter 1: Introduction and literature review

Side effect
A secondary, typically undesirable effect of a drug or medical treatment.

‘many anti-cancer drugs now in use have toxic side effects’

When discussing side effect occurrence as a result of a drug or medical treatment,

it would be easy to assume that they are in some way a simple by-product of an

intervention targeting a different biological site or mechanism. This is often not the case

and many side effects result from disruption of the same biological site or mechanism

the intervention targets. This has led to speculation that side effects could be used as

a predictor of whether an intervention will ultimately be successful.

However, as with many diseases, side effects can be remarkably complex and display

wide variation across a population that otherwise may seem very similar. It is therefore

necessary to investigate possible underlying causes for side effects in order to understand

(i) how likely a patient is to have a given side effect and (ii) whether these side effects

could be used to show the benefit of the intervention. If the latter of the associations

can be established, then the definition of side effects could be changed to include their

potential use as key markers of therapeutic success.

The aim of this thesis is to establish whether markers can be identified to predict

the likelihood of side effects in women receiving endocrine therapy for prevention of

breast cancer. A further aim is to establish whether a model can be created from

these markers to predict the potential of developing side effects as a result of a medical

intervention. Additionally, can side effects be predictive of outcomes after endocrine

therapy for breast cancer prevention.

This introductory chapter, presents an overview of breast cancer, explores the preven-

tion trials and sets out the biological markers known to impact the incidence of breast

cancer and treatment related side effects. It reviews the work to date assessing the

impact of these markers on side effects, and addresses the use of models for prediction

of breast cancer risk.
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1.1 Introduction to breast cancer

1.1.1 Incidence

One of the major health problems facing society today is breast cancer. In women,

breast cancer remains the most common cancer diagnosed worldwide. Worldwide in

2018, over two million new breast cancer cases and over 620,000 deaths were recorded

in men and women; and cases are rapidly increasing (Bray et al., 2018). In the UK,

over 55,000 new diagnoses are made in women, and while survival rates are improving,

approximately 11,400 women die each year (Cancer Research UK, 2020). While 99%

of all breast cancers are diagnosed in women, about 1% are diagnosed in males (Cancer

Research UK, 2020). In 2017, about 390 cases were diagnosed in men and 80 deaths

were reported (Cancer Research UK, 2020).

Between 1995 and 2015 the incidence of breast cancer in women increased from 139

cases per 100,000 to 170 cases per 100,000, an increase of 22.3% (Cancer Research UK,

2019a). However, for males, breast cancer incidence rates have remained stable over

the same time period (Cancer Research UK, 2020). Unfortunately, there is no single,

simple answer for this increase. Instead, it is probably the result of a number of factors

- some of which are controllable, while other are not modifiable or avoidable.

Breast cancer rates have risen especially quickly among women aged 65-69 likely as a re-

sult of inclusion of women in this age group in the national breast screening programme

(Cancer Research UK, 2020). The rate of breast cancer screening in England increased

from 64% of eligible women to 77% between 2002 and 2009 after which time screening

rates remained consistent until 2012 (Cancer Research UK, 2020). Since 2012 there has

been a gradual decrease in breast cancer screening coverage to 75% in 2019; however,

coverage in women aged 65-69 has remained high at 76% coverage (Cancer Research

UK, 2020). An increase in the number of women attending screening probably lead

to an increased number of cancers being detected as screening programmes are meant

to detect early-stage cancers. Early-stage cancers are easier to treat successfully so,

rates are expected to rise when a new group of women are invited for screening(Cancer

Research UK, 2020).

However, screening is not without controversy. Critics propose that screening identifies
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cancers which may never progress to cause any health problems and that the impact

on breast cancer mortality is minimal but risks over-diagnosis (Bleyer & Welch, 2012;

Heath, 2014).

Age is important as people now live longer than ever, and this is a major risk factor for

many cancers including breast cancer. Increasing age correlates strongly with breast

cancer incidence, with about 25% of new cases occurring in people older than 75 (Cancer

Research UK, 2020). Whilst the figure of 1 in 8 women is a lifetime risk of breast cancer,

this risk changes throughout a woman’s lifetime with risk increasing sharply around

the time of menopause. In women, incidence rises steadily between 25 and 29 and

more sharply between 35-39. The highest increase for new cases in males is 60-64. The

highest rates of breast cancer, for both males and females occur in the 85-89 age group

(Cancer Research UK, 2020) (Figure 1.1).

Figure 1.1: Age specific new breast cancer cases incidence rates in the UK
in 2013-2015. Breast cancer incidence increases up until the ages of 65-69
before then decreasing (Cancer Research UK, 2019a).

Several lifestyle factors can affect the risk of breast cancer. Alcohol consumption, and

body weight, particularly in women who are postmenopausal, have been associated

with an increase in breast cancer risk due to increases in oestrogen concentrations.

In contrast, exercise may reduce the risk of breast cancer by up to 40%. Whilst the

mechanism behind this change is not fully understood, evidence points to hormone

concentrations as the major factor in this reduction. In addition, having children

protects against breast cancer. Women who have their first child at an earlier age are
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less likely to have breast cancer. Their risk is further decreased as they have more

children and if they spend longer breastfeeding (Ma et al., 2006).

Hormone replacement therapy (HRT) is another factor which can increase the risk of

breast cancer. Although it is unclear how much HRT is associated with recent trends.

Between 1992 and 2001, the rate of HRT use increased rapidly with around 25% of

women aged 45-69 using HRT (Cancer Research UK, 2020). However, in the early

2000s some developed countries such as the United States and the United Kingdom

reported a decrease in the rate of breast cancer incidence, which is likely due in part to

the decrease in use of HRT in postmenopausal women as a result of the release of the

Women’s Health Initiative (WHI) report on HRT (Ravdin et al., 2007; Writing Group

for the Women’s Health Initiative Investigators, 2002).

Incidence of breast cancer varies by geographic location with knowledge of the rela-

tionship between geographic regions and breast cancer incidence steadily increasing.

Through-out the world rates are highest in western countries and are lower across

Africa and Asia (Figure 1.2). A study on Japan migrants to the US suggest that the

reasons for lower incidence are environmental and not genetic (Ziegler et al., 1993).

Figure 1.2: Global breast cancer incidence in women in 2018. Values are
estimated age-standardized rate (ASR) per 100,000 women. (International
Agency for Research on Cancer, 2018)

However, the most rapid increase has been occurring in regions which previously have

had a relatively low breast cancer burden such as South America, Africa and Asia

(Bray et al., 2004). This likely reflects the trend of postponing childbirth until later in
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life and a general increase in the rate of obesity.

However, the coverage of cancer registries varies considerably through-out the world.

The proportion of the population covered by cancer registries varies by continent with

those of Africa (2%), Asia (6%) and central and South America (8%) notably lower

than the coverage in Europe (42%), Oceania (78%) and North America (95%) (Bray et

al., 2015). The lower coverage in particular regions must be taken into consideration

when reviewing cancer incidence worldwide.

1.1.2 Mortality rates

Despite improvements in detection and survival rates, breast cancer remains the second

largest cause of cancer related deaths in women in the UK, Western Europe and North

Americas (Cancer Research UK, 2019a).

Although breast cancer incidence in the UK has been rising, mortality has been steadily

declining over the last 20 years (Figure 1.3). Almost two in three women with breast

cancer now survive the disease for more than 20 years compared to less than 50% in the

1990s, and more than 75% survive for 10 years or more (Cancer Research UK, 2019b).

The start of the breast cancer screening programme in the UK in 1988 for women

aged between 50 and 64 may partly explain the declining mortality trend. Although

resulting in higher incidence rates due to earlier detection, the screening programme

has had a positive effect on overall survival rate with women being diagnosed and

treated quicker than previously.

In the UK there is an increase in breast cancer incidence and a decrease in breast

cancer mortality which is generally the case in more-developed regions. However, there

are still some countries, such as Japan, which are experiencing increases in incidence

and mortality rates (Cancer Research UK, 2019b).

Whilst incidence in the UK has dropped, incidence of breast cancer in Japan has been

rising since 1960 (Taira et al., 2016). Over the same period Japan has a lower breast

cancer mortality rate than the UK, 20.4 per 100,000 compared to 27.9 per 100,000 in

the UK (Cancer Research UK, 2020; Taira et al., 2016). The mortality rate in UK

females since 1960 has decreased by more than a third (35%) compared to an increase

in mortality in Japanese women (Kawamura & Sobue, 2005; Saika & Sobue, 2009;
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Taira et al., 2016). These increases in mortality are not due to poorer survival but as

a result of increased incidence (Taira et al., 2016).

Figure 1.3: Age-standardised mortality rates per 100,000 population for
UK women between 1971 and 2016. (Cancer Research UK, 2019a).

One explanation for this trend may be an increased exposure to the westernised diet,

characterised by a higher fat content than the traditional diet, and the subsequent de-

velopment of obesity (Iwasaki et al., 2007; Suzuki et al., 2011). Additionally, exposure

to radiation, family history of breast cancer and HRT use also display convincing evi-

dence for breast cancer increases in Japanese women (Taira et al., 2016). Other possible

explanations include an increase in habitual alcohol consumption among middle-aged

females (Suzuki et al., 2010). Whilst an increase in tobacco smoking may also increase

breast cancer incidence (Taira et al., 2016).

The decrease in mortality observed in the UK is partly due to the introduction of the

screening programme. However, screening is not the only intervention that has led

to a decrease in mortality. Since the early 1980s when mortality was at its highest

rate treatment options have changed dramatically. Chemotherapy continues to im-

prove with shorter courses proving to be as effective as longer courses; however, side

effects of chemotherapy still remain a concern. Endocrine therapy, such as tamox-

ifen or aromatase inhibitors, used for prevention of new and recurrent breast cancers

have also had a major impact on reducing breast cancer incidence. Additionally, ad-

vances have occurred in the treatment of human epidermal growth factor receptor 2
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(HER2)-enriched tumours, with the development of monoclonal antibodies and kinase

inhibitors. Despite advances, these treatments come at a huge financial cost and with

important side effects (Zurrida & Veronesi, 2015).

1.1.3 Risk factors of breast cancer

Comparison of low-risk populations migrating into populations at higher-risk has shown

that as generations progress the cancer risk becomes closer to that of the higher-

risk population (Ziegler et al., 1993). This suggests that these previously low-risk

populations are changing their habits to become more like the high-risk populations.

Risk factors of breast cancer are varied, from age, reproduction (nulliparity and late age

of first birth), inherited genetic predisposition, mammographic density, anthropometric

factors (obesity), exogenous hormone intake and alcohol intake (Bray et al., 2018;

Breast Cancer Now, 2018). Some of these risk factors are avoidable and some are

modifiable meaning that for some breast cancer is preventable. Currently, about 23%

of breast cancer in the UK is deemed preventable with obesity, alcohol and radiation the

leading causes behind these preventable cases (Cancer Research UK, 2020). Although

breast cancer can be due to inherited factors, studies indicate that approximately 5% of

all breast cancer and up to 25% of familial breast cancer cases have genetic causes due

to inheritance of high-penetrance BRCA1 or BRCA2 mutations (Antoniou & Easton,

2006; Skol et al., 2016). This suggests that the majority of breast cancers can be traced

to factors linked to environment and lifestyle (Bray et al., 2018).

1.1.3.1 Family history

The genetic predisposition of cancers is based on observations of multiple cancers within

a family and cancer risk increasing in individuals who suffer from certain syndromes,

such as Li-Fraumeni syndrome (Malkin, 2011). Clusters of cancers within families

have been attributed to combinations of shared genes and shared environments and

lifestyles. Studies have determined that risk of breast cancer increases two-fold if

a close relative has suffered from breast cancer (Collaborative Group on Hormonal

Factors in Breast Cancer, 2001). Categorisation of family history has ranged from

simple presence or absence of breast cancer in the family to more specific definitions

based on the number, type and age of diagnosis of family members with breast cancer
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(Colditz et al., 1996; Egan et al., 1998; Pharoah et al., 2000). However, factors such

as the number of female relatives, and the number of years they have lived have a

significant bearing on familial risk. Women who have many relatives who have reached

older ages would be expected, to have more reported breast cancer cases than those

who have fewer younger relatives (Brewer et al., 2017). Therefore, taking age-structure

and size of the family could improve risk stratification. Brewer et al (2017) developed

a familial history score (FHS), which divides the number of observed cancers, including

those in male relatives, by the expected number of cancers based on the age structure

of the family and national incidence rates, providing a standardised incidence ratio.

Application of the FHS to assess breast cancer risk found that, when combined with

age of diagnosis in relatives, the FHS gives a much stronger predictor of risk than other

models based solely on the number of relatives with breast cancer (Brewer et al., 2017).

1.1.3.2 Genetic factors

A history of breast cancer within the family is a strong risk factor, particularly when

BRCA1 and BRCA2 genes are mutated. Three bands of genetic mutations have been

established for breast cancer: high, moderate and low penetrance mutations (Mavaddat

et al., 2010). Variant penetrance is considered high, moderate, or low according to

lifetime risk of breast cancer: high (>50%), moderate (20% to 50%), and low (<20%).

High penetrance mutations, such as BRCA1 or BRCA2, are rare but are associated

with high breast cancer risk. The overall prevalence of BRCA1 or BRCA2 mutations

differs depending on the population under study. In the general population prevalence

is normally very low, approximately 0.2–0.3%, but is increased to approximately 3% in

all breast cancer carriers, rising further to 6% in those who develop breast cancer before

age 40 (Lippi et al., 2017). In women with a positive familial history of breast cancer,

prevalence can be as high as 20% (Lippi et al., 2017, Nelson et al., 2019). Inherited

genetic mutation account for 5-10% of all breast cancer cases and mutations in BRCA1

and BRCA2 significantly increase an individual’s risk of breast cancer particularly in

those with a family history of breast cancer (Easton et al., 1993; Friedman et al., 1994;

Lippi et al., 2017; Miki et al., 1994; Wooster et al., 1994). The 5-year prospective

follow-up of a prospective cohort study by Kuchenbaeker et al. (2017) which included

6,036 BRCA1 and 3,820 BRCA2 female carriers, demonstrated that the overall breast

cancer risk for women carrying BRCA1 mutations who had a positive familial history
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was 73%, and 65% in women with BRCA2 oncogenic mutations and positive familial

history for breast cancer (Kuchenbaecker et al., 2017).

Moderate penetrance mutations, like ATM, CHEK2 and PALB2, tend to be protein

shortening variants of DNA repair genes and have been shown to increase susceptibility

to breast cancer (Easton et al., 2015). Moderate penetrance mutations are found in

approximately 1-2% of the general population but frequency may increase to up to 5%

in breast cancer patients and those with a family history (Shiovitz & Korde, 2015).

Carriers of moderate penetrance mutations have an approximately 2 to 4-fold increased

risk of developing breast cancer compared with the general population although the risk

may be higher in women with a family history of breast cancer (Shiovitz & Korde, 2015).

Studies in the UK population have estimated that combined, moderately penetrant

gene mutations account for <3% of familial breast cancer after accounting for BRCA

mutation status in women with a personal or family history of breast cancer (Shiovitz

& Korde, 2015).

Low penetrance mutations are common, but only carry a small increase in risk individu-

ally. However, given the prevalence of these mutations they often occur in combination,

and increase breast cancer risk in a polygenic fashion. Low penetrance genetic muta-

tions, such as single nucleotide polymorphisms (SNPs), are often distributed through-

out the genome and are commonly used to evaluate genetic variability. The difference

between a polymorphism and a mutation is that a mutation is any change away from

the normal DNA sequence commonly found in the population and hence the mutation

is rare or abnormal. Whereas, a polymorphism is a DNA sequence variation which is

common in the population. Variations are most often found in the DNA between genes.

Some SNPs act as biological markers, aiding location of genes that are associated with

disease. SNPs occurring within a gene or in a regulatory region near a gene, may play

a more direct role in disease by affecting the gene’s function; however, most SNPs have

no effect on health or development.

SNPs found in a gene coding region can be either synonymous or nonsynonymous. Syn-

onymous SNPs do not affect the protein sequence, while nonsynonymous SNPs change

the amino acid sequence of a protein and can be further subcategorised as missense or

nonsense. Missense SNPs result in an amino acid change in the protein which can lead

to its malfunction and underpins the disease. Nonsense SNPs are a change in base that

leads to a premature stop codon creating a truncated and incomplete protein. SNPs
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found in non-coding regions can impact gene splicing, transcription factor binding,

message RNA degradation or the sequence of noncoding RNA. Gene expression which

is affected by SNPs found in a noncoding region is referred to as an expression SNP

and can be located upstream or downstream from the gene.

Genetic changes have been identified which are important in the study of human health.

SNPs have been found which affect an individual’s response to drugs, and underlying

risk of developing diseases (Weinshilboum & Wang, 2017). SNPs have also been used

to track the inheritance of disease genes within families. The focus of future studies will

be the identification of SNPs associated with complex diseases, such as heart disease

and cancer, to further improve treatments.

Candidates for low penetrance genes have been selected on the basis that gene muta-

tions lead to alterations in the protein affecting a pathway involved in carcinogenesis.

The main focus being on such biological pathways as detoxification of carcinogens, oe-

strogen metabolism and DNA damage repair (Weber & Nathanson, 2000). Addition-

ally, numerous genome-wide association studies (GWAS) have been used to identify

over 300 novel SNP loci with an association with breast cancer, these SNPs had not

previously been linked with a pathway to carcinogenesis (Mavaddat et al., 2019).

Over 100 different breast cancer GWAS have been performed, leading to the iden-

tification of over 182 variants associated with breast cancer risk at a genome wide

(P<5×10−8) level of significance (GWAS Catalog, 2018). Each of these variants are

associated with small effect sizes and therefore, there has been a need for larger GWAS

data sets to detect true genetic associations (Amos et al., 2017). The establishment of

the Breast Cancer Association Consortium and The Collaborative Oncological Gene

Environment Study have made large scale GWAS possible with the main aim of better

understanding the genetic influence on multiple cancers. Both these large consortia

have been utilised for confirming the breast cancer risk of previously reported breast

cancer associated loci (Michailidou et al., 2013, 2015). However, a recent study sug-

gested that combining SNPs to form polygenic risk scores (PRS) may explain up to

18% of the risk (Michailidou et al., 2017).

Polygenic risk scores (PRS) have been used to identify a larger fraction of the popula-

tion at risk of breast cancer but have been underutilised in the prevention setting. If

PRS can be applied to the identification of women who are at low risk of side effects,
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PRS could further increase the target population for prevention (Khera et al., 2018).

Several studies have proposed SNP panels as a new source for breast cancer risk. The

first by Cuzick et al. (2017) investigated 88 SNPs in a nested case-control study of

women enrolled in IBIS-I (Cuzick et al., 2017). The second by Evans et al. (2017) used

PRS of 18 SNPs coupled to known mutations to BRCA1/2 to assess whether the 18

SNPs provided further important information regarding risk of breast cancer (Evans

et al., 2017).

1.1.3.3 Lifestyle and reproductive factors

In addition to genetic factors, some modifiable lifestyle and environmental factors have

been associated with breast cancer risk, such as previous breast disease; age at menar-

che; parity, particularly age at first pregnancy; and the use of exogenous hormones,

such as HRT or oral contraceptives (Kelsey et al., 1993; Pike et al., 1993).

Most of the risk factors described above increase the lifetime exposure to oestrogens

in an individual. It is well known that lifetime oestrogen exposure is responsible for

increased breast cancer risk, which is supported by clinical studies (Dall & Britt, 2017;

Travis & Key, 2003).

Age at menarche, as with age of menopause, is associated with breast cancer risk.

However, the association is reversed as older age at menarche reduces breast cancer

risk whereas older age of menopause increases breast cancer risk (Dall & Britt, 2017).

Sisti et al. (2015) found that women have a 5% increased risk of breast cancer for each

year younger at onset of menarche (Sisti et al., 2015). While the collaborative group

on hormonal factors in breast cancer found that women who experience menopause

before the age of 45 halve their risk of breast cancer compared to those who go through

menopause after the age of 55 (Collaborative Group on Hormonal Factors in Breast

Cancer, 2012).

In addition to age at menarche being a risk factor, there is also evidence that breast

cancer risk is positively associated with longer duration between breast development

and menarche i.e. with the pubertal tempo (Bodicoat et al., 2014). Increased breast

cancer risk suggests that development of breast ducts may be a time when risk of

carcinogenesis is heightened and greater attention needs to be given to how breast
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cancer risk varies through-out puberty and at each of the different stages of puberty

(Bodicoat et al., 2014).

In contrast, age at first pregnancy and increased parity have a protective effect from

breast cancer, with a risk reduction of 7% per pregnancy (Ma et al., 2006). Parity has

been shown to reduce the risk of breast cancer by 25% over women who are nulliparous.

However, this protective effect is not immediate, with studies showing an increase in risk

during and after pregnancy before disappearing leading to reduced risk, and is limited

only to ER-positive disease (Kelsey et al., 1993; Ma et al., 2006, 2010; Sivaraman &

Medina, 2002). Comparisons of uniparous and nulliparous women show that uniparous

women are at higher risk of breast cancer in the 10 years following delivery, with the

most notable increases seen in those who are 30 or older at time of delivery (Dall &

Britt, 2017). Furthermore, a precise characterization of the factors responsible for the

effect of pregnancy will be helped by the observation that each early age pregnancy,

women below 30 at childbirth, offers cumulative protection against breast cancer. The

likely mechanism behind why an early pregnancy is protective is due to differentiation

of breast cells during pregnancy which is protective of breast cancer. This shortens

the window during which breast tissue is the most sensitive to carcinogenicity, between

menarche and first birth, and therefore reduces breast cancer risk.

Exogenous oestrogens may also have implications for breast cancer risk. The most

common exposure to exogenous oestrogens comes in the form of oral contraceptives

and HRT (Collaborative Group on Hormonal Factors in Breast Cancer, 1997). Women

who use HRT have an increased risk of developing the disease and risk increases with

longer HRT use (Collaborative Group on Hormonal Factors in Breast Cancer, 2019).

There was significant excess risk for oestrogen-progestagen therapy (RR = 1.60 (95%

CI 1.52 - 1.69)) and a smaller but significant increase of 17% (RR = 1.17 (1.10 - 1.26))

for oestrogen only HRT in the first 1-4 years of use. For women using HRT for 5-14

years, breast cancer risk increases two-fold (RR = 2.08 (2.02 - 2.15)) for oestrogen-

progestagen and a 33% increase was observed (RR = 1.33 (1.28 - 1.37)) for oestrogen

only HRT. After cessation of HRT increased risk persists for more than 10 years with

the magnitude of the risk dependent on prior duration of use. However, little excess

risk exists if HRT was used for less than a year (Collaborative Group on Hormonal

Factors in Breast Cancer, 2019).

In the UK, for women aged between 45 and 64 the prevalence of HRT use to relieve
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symptoms of the menopause increased through-out the 1990s from 18.6% in 1992 to

27.7% in 1998 (Bromley et al., 2004). However, the negative consequences on breast

cancer risk only became apparent when epidemiological data from the Women’s Health

Initiative study in 2002 showed a correlation between combined oestrogen-progesterone

HRT use and an increase in breast cancer development (Chlebowski et al., 2003; Writing

Group for the Women’s Health Initiative Investigators, 2002). The study also showed

that oestrogen-only HRT decreased the risk of breast cancer. However, this is a topic

of debate as another similar study has shown the opposite (Million Women Study

Collaborators, 2003). A meta-analysis conducted for HRT studies has shown that there

is a positive correlation between all types of HRT, except vaginal oestrogens, and breast

cancer with risks increasing with duration of use (Collaborative Group on Hormonal

Factors in Breast Cancer, 2019). The collaborative group on hormonal factors in

breast cancer analysis also found that oestrogen-progesterone risks were greater than

for oestrogen only (Collaborative Group on Hormonal Factors in Breast Cancer, 2019).

The link between the use of oral contraceptive and breast cancer remains in question.

However, there is evidence to suggest that women using oral contraceptives have a

higher risk of breast cancer than those who are not, but risk is only increased whilst

women are actively taking oral contraceptives. (Collaborative Group on Hormonal

Factors in Breast Cancer, 1996).

In addition to the factors discussed above, various lifestyle factors can have a signifi-

cant impact on breast cancer risk. Postmenopausal women who are overweight have an

increased risk of breast cancer of 10-20% compared to those with a body mass index

(BMI) of < 25 kg/m2 (Reeves et al., 2007). This is likely due to adipose tissue being a

key site for conversion of testosterone to oestrogen. Adjusting relative risk calculations

to include oestradiol concentrations reduces the risk to a non-statistically significant

2% association between BMI and increased breast cancer risk (Key et al., 2003). How-

ever, this is not the case in premenopausal women where obesity has been found to be

inversely associated with breast cancer (The Premenopausal Breast Cancer Collabora-

tive Group, 2018). An inverse linear association exists between BMI and breast cancer

risk and is observed even in those who are not overweight. The association for BMI in

women who were aged 18-24 was stronger than that seen in women aged 45-54 years

(HR per 5 kg/m2 difference 0.77 vs 0.88). Associations between ER-positive disease

is stronger for all ages per 5 kg/m2 increase in BMI compared to ER-negative dis-
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ease. However, association of increased BMI was still observed for ER-negative disease

(The Premenopausal Breast Cancer Collaborative Group, 2018). The hypothesis be-

hind increased adiposity being protective of both ER-positive and ER-negative cancers

suggests that both non-hormonal and hormonal pathways could be involved.

While non-hormonal pathways exist, such as those involving inflammatory mediators,

evidence that the inverse association is predominantly seen in ER-positive breast can-

cers rather than ER-negative breast cancers, suggests a hormonal mechanism is more

likely (The Premenopausal Breast Cancer Collaborative Group, 2018). Hypotheses

focus on evidence that obese women with abnormal ovulatory cycles have reduced oe-

strogen exposures (Pike et al., 1993). Approximately 5% of total oestradiol synthesis in

premenopausal women occurs via aromatisation of androgens in fatty tissues. In women

with high BMI this can trigger a negative-feedback loop which alters normal ovarian

function leading to an abnormal ovulatory cycle (Dowsett & Folkerd, 2015). It has also

been reported that premenopausal women with high BMI had lower oestradiol, total

testosterone, SHBG, and progesterone concentrations, but greater free testosterone

compared to premenopausal women with lower BMI (Tworoger et al., 2006).

Diet may also increase the risk of breast cancer, with those who have a higher fat

intake having a 13% increased risk over those who are on a low-fat diet (World Cancer

Research Fund, 2017). Increased alcohol consumption also increases the risk of breast

cancer with every 10g (1 unit) of alcohol a day corresponding to an increased relative

risk of 12% (World Cancer Research Fund, 2017).

1.1.3.4 Mammographic density

The relative amounts of fat, connective tissue, and epithelial tissue determines the

breasts appearance on a mammogram. Fatty areas appear dark and radiological lu-

cent, whereas connective and epithelial tissue appear as areas of high radiologic density.

Mammographic density (MD) is the radiodense area. MD can be expressed as a per-

centage or as an area-based density. Percentage MD, quantifies the percent of the

breast area observed on a mammogram that is radiodense or white (Ursin & Qureshi,

2009). Whereas area-based density is an absolute measure that quantifies the amount

of fibroglandular tissue in mm2 or cm2. Non-dense breast area and total breast area

are two additional measures related to MD that can also be used in the prediction of
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breast cancer risk (Abdolell et al., 2016).

MD has been found to be one of the strongest independent predictors of breast cancer

risk with increased risk associated with higher MD (Boyd et al., 1998; Oza & Boyd,

1993). Women with the highest density have a 4-6 fold increased risk of breast cancer

compared to women with less dense breasts (Torres-Mej́ıa et al., 2005; Ziv et al., 2004).

The most common method of MD measurement is by visual assessment, in which

experts assign mammograms to one of four classes, where the top two classes are termed

as “dense” (Sickles et al., 2013). Alternatively, mammograms can be classified into one

of six Boyd categories depending on the proportion of visual density (Boyd et al.,

1995). However, these methods can suffer from variability both between mammogram

reviewer and in how one reviewer rates mammograms. The broad assessment of using

MD in this manner has not substantially increased the predictive power of breast cancer

risk models. This is possibly due to categorical classification assuming a homogeneous

risk within each group resulting in inaccuracies when estimating outcomes. Therefore,

a more precise measure of MD, provided on a continuous scale, may offer improved

prediction power over broader categorical measures of MD.

A visual assessment of percentage density can be recorded as a visual analogue scale,

thereby providing a continuous measure of breast density. Additionally, the availability

of semi- and fully automated quantitative mode of assessment, such as Cumulus or

Volpara, can also provide reliable and continuous measures of percentage density and

absolute density. Continuous scales of MD can be included more easily than categorical

measures in cancer risk models (Astley et al., 2018; Pettersson et al., 2011).

Semi-automated thresholding methods, such as Cumulus, were developed to reduce the

variability seen in visually assessed mammograms and provide a reproducible measure-

ment of MD (Boyd et al., 1995). However, trained observers are still required, meaning

that these methods are still open to some reviewer variability. In addition, visual ana-

logue scales and Cumulus are all relative, area-based methods, so breast positioning

and patient weight may affect the estimates produced via these methods (Boyd et al.,

1995). Therefore adjustment for BMI should be performed for better interpretation of

these percentage MD outcomes (Boyd et al., 2006).

Fully-automated volumetric measures of mammography, such as Volpara or CumulusV,

are now a standard through-out the UK (Astley et al., 2018). Volumetric measures
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of mammographic density are made by using measured breast thickness and x-ray

attenuation of raw or “for processing” full-field digital mammography image to estimate

the dense and non-density tissue volume for each pixel. The sum of the dense pixel

volume gives the volumetric density of the breast (Brandt et al., 2019). The use of

fully automated density assessment allows for risk stratification in screening and for

development of the most appropriate screening frequency and method for an individual

whilst saving time and providing high reliability and accuracy.

The biological mechanisms for why MD is a risk factor for breast cancer are not clearly

understood. However, the fact that density is increased by HRT use and reduced by

tamoxifen, suggests that it is a marker of stimulation of breast tissue by oestrogens

(Cuzick et al., 2004; McTiernan et al., 2005; Ursin et al., 2004). Several studies have

reported that dense breasts contain more epithelial hyperplasia than less dense breasts

(Hawes et al., 2006; Khan et al., 2007). However, these findings are not consistent (Boyd

et al., 1992). Other features of dense breasts include stromal fibrosis, higher levels of

collagen and altered expression of stromal proteins (Alowami et al., 2003; Guo et al.,

2001; Oza & Boyd, 1993). The role of stromal proteins and collagen in the initiation

of cancer in epithelial cells is not clear; however, it is known that stromal-epithelial

interactions are important in breast carcinogenesis (Barcellos-Hoff & Medina, 2005).

Therefore, although not completely understood MD is associated with markers enabling

epithelial growth and has a biological basis for its role in breast cancer development.

1.1.3.5 Mammographic density and breast cancer risk factors

MD is associated with genetic factors and with many other breast cancer risk factors

including age, BMI and reproductive factors (Boyd et al., 1998; Oza & Boyd, 1993).

Studies of twins suggests that a large percentage of MD variation is due to inherited

genetic factors (Stone et al., 2006; Ursin et al., 2009). Studies have shown a 60%

correlation between percentage mammographic density (%MD) in monozygotic twins

compared with 30% in dizygotic twins (Boyd et al., 2002a). A number of epidemio-

logical studies have been performed to determine which genes are important using a

candidate gene approach. However, a review by Kelemen et al. (2008) suggests that

this approach has had little success (Kelemen et al., 2008). Common genetic variants

identified by GWAS which play a modest role in breast cancer risk have thus far not
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had any significant association with MD (Tamimi et al., 2008). Newer studies have

focussed on the role of genes associated with oestrogen metabolism, such as HSD17B1,

CYP1B1 and COMT, together with hormone metabolism and insulin growth factor

genes as candidates for influencing MD (Brand et al., 2018; Diorio et al., 2008; Dumas

& Diorio, 2010; Keller et al., 2015; Tamimi et al., 2008). Brand et al. (2018) con-

ducted a genetic association study and found three novel loci, one for percent volume

(HABP2 ) and two for absolute volume (INHBB, LINC01483 ). One locus has been pre-

viously linked to ER-negative breast cancer (INHBB). While HABP2 and LINC01483

represent new loci for breast cancer susceptibility (Brand et al., 2018).

Inherited genes with known association to breast cancer include BRCA1 and BRCA2

mutations; and evidence suggests both of these mutations have a weak association

with MD. However, another study found no difference in MD between BRCA1 or

BRCA2 mutation carriers compared to non-carriers (Mitchell et al., 2006). There is

some disagreement regarding the strength of the association between MD and SNPs

identified in GWAS or candidate gene studies. Therefore, the relationship between

SNPs, MD and breast cancer risk remains an active area of research.

Other breast cancer risk factors such as age at menarche, parity and menopause have

shown inconsistent results for association with MD. Numerous studies have found no

evidence of an association between age at menarche and MD (Gapstur et al., 2003;

Hart et al., 2015; Modugno et al., 2006; Nguyen et al., 2013). In contrast, one study

has reported a positive association between %MD and increasing age at menarche in

both pre and perimenopausal women in unadjusted models, but the trend was not sta-

tistically significant after adjustment for age, race, study site, body BMI, and smoking

(Butler et al., 2008). MD is inversely associated with parity as MD reduces at first full-

term pregnancy and reduces further in a linear manner with subsequent pregnancies

(Boyd et al., 2007). The reduction in MD is thought to be as a result of lower circulat-

ing concentration of reproductive hormones post-pregnancy. In contrast, MD, as with

breast cancer risk increases with age at first birth (Gram et al., 1995; Titus-Ernstoff

et al., 2006). The association between MD and breast cancer risk is not limited to pre-

menopausal women, since postmenopausal women with higher MD also have a higher

risk of breast cancer (Byrne et al., 1995). MD reduces through-out menopause (Boyd

et al., 2002b). It is hypothesised that these reductions are as a result of decreased

circulating sex hormones post menopause and decrease in the lobular structures of the
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breast; which also increases the risk of breast cancer (Ghosh et al., 2010).

In contrast to breast cancer risk MD decreases with age (Burton et al., 2017; Krishnan

et al., 2017; Ursin & Qureshi, 2009). This change in MD reflects the reduction in

glandular tissue and accompanying increase in fat which occur with increasing age.

This relationship may seem contradictory given that both age and MD are positively

associated with breast cancer risk but are inversely associated with each other.

To understand why this scenario exists, it is important to consider how breast tissue

ages rather than assuming the calendar age for breast tissue. A model proposed by

Pike et al.(1983) considered breast tissue aging as the lifetime exposure to circulating

hormones, such as oestrogen, and growth factors, such as insulin-like growth factor

(IGF-1), which stimulate epithelial and stromal cell division (Oza & Boyd, 1993; Pike

et al., 1983; Spicer et al., 1994). Pike’s model postulates that the rate of breast tissue

aging is fastest at menarche, but is slower during pregnancy, and then slows further

in the perimenopausal period, and is at its lowest at the end of menopause (Pike et

al., 1983). This model suggests that an earlier age at menarche, nulliparity, later age

at first birth and later age at menopause increase cumulative exposure to hormones.

These risk factors for increasing hormone exposure for breast tissue are also known to

be risk factors for breast cancer. Hence hormonal exposures throughout a woman’s

lifetime are likely the link between MD, age and breast cancer risk.

In addition to age, BMI is a major confounder of MD. Percent MD is inversely asso-

ciated with BMI as women who have higher BMI are also more likely to have greater

quantities of non-dense fatty tissue and greater total breast tissue (Baglietto et al.,

2014; Soguel et al., 2017). Taken together these features lead to lower percentage MD.

That MD and obesity are both positively associated with breast cancer risk compli-

cates this relationship (McCormack & Dos Santos Silva, 2006; Reeves et al., 2007). It is

therefore important that when considering %MD as a risk factor for breast cancer that

any estimates are adjusted for BMI to avoid underestimating risk. Failure to adjust

for BMI (or age) would lead to confounded estimates of breast cancer risk (Boyd et al.,

2006).

It has been widely demonstrated in clinical trials that treatment with a SERM can

reduce breast density (Chow et al., 2000; Cuzick et al., 2011). The associations between

exogenous hormones and MD suggest that endogenous oestrogens may influence breast
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density. Indeed, there is evidence to show that circulating oestrogens do increase MD

(Bertrand et al., 2018; Oza & Boyd, 1993; Spicer et al., 1994).

However, the relationship between circulating sex hormones and MD in postmenopausal

women is more inconsistent. Studies show that there is little to no association between

MD and serum oestrogen concentration in postmenopausal women (McCormack et al.,

2009; Tamimi et al., 2005, 2007). However, this may be due to oestrogen concentrations

declining with age and the difficulties obtaining accurate oestrogen concentrations.

This is not the case in premenopausal women, whose MD seems to have a strong

association with circulating oestrogens (Tamimi et al., 2005, 2007). In postmenopausal

women, no association between circulating androgens have been observed before or

after adjustment for BMI with the exception of free testosterone which was inversely

associated with MD prior to adjustment for BMI. (Tamimi et al., 2005).

Other studies have attempted to relate breast density with exposure to mitogens, such

as prolactin, and insulin-like growth factors (IGF) (Walker et al., 2009). In post-

menopausal women, studies have shown positive association between prolactin and

MD; however, no statistically significant associations with IGF-I have been observed

(Greendale et al., 2007). High levels of serum IGF-I in premenopausal women have

shown significantly positive associations with MD but only weak association with con-

centrations of prolactin (Diorio et al., 2005; Walker et al., 2009).

In addition to endogenous hormones, exogenous hormones have been associated with

MD. Use of HRT after the menopause and the impact on MD has be the focus of

numerous studies. Two trials in the USA, the Postmenopausal Estrogen and Progestin

Interventions trial and the Women’s Health Initiative (WHI) trial found a 5% and 6%

increase in MD respectively in women taking HRT for a year (McTiernan et al., 2005;

Ursin et al., 2004). There is large individual variation in how these treatments affect

MD part of this variation can be explained by changes in oestrogen concentrations

suggesting that understanding how women metabolise oestrogens is important in de-

termining the role of hormones on MD and understanding individual variation (Ursin

et al., 2004).

The effects of HRT on MD only occur short-term, as MD decreases approximately 4

weeks after ending HRT (Harvey et al., 1997). The risk of breast cancer also decreases,

to a level of a non-HRT user, within a few years of stopping HRT (Beral et al., 2011).
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In addition to an increase in MD in response to HRT, MD can be lowered through the

use of tamoxifen. Cuzick et al. (2004) investigated the impact of tamoxifen, compared

to placebo on MD in healthy women at high-risk of breast cancer (Cuzick et al., 2004).

Results showed that tamoxifen use (7.9%, 95%CI (6.9% - 8.9%)) led to a greater re-

duction in MD compared to placebo (3.5%, 95%CI (2.7% - 4.3%)) during the first 18

months of treatment. The tamoxifen-associated reduction was observed regardless of

body weight, parity and menopausal status although there was a statistically signifi-

cant interaction with age (Cuzick et al., 2004). This suggests that changes in MD could

be a biomarker for the efficacy of tamoxifen for prevention. AIs, such as anastrozole or

exemestane, can also be used for the prevention of breast cancer (Cuzick et al., 2014;

Goss et al., 2011). However, it is currently unknown whether AIs have any effect on

MD and on whether MD could be used as a biomarker of AI efficacy.

1.1.4 Prevention

The majority of primary risk factors are not modifiable as they stem from chronic

exposure to endogenous hormones. However, there are strategies for prevention, which

over a longer duration, may prove beneficial (Bray et al., 2018).

Increasingly, countries are employing primary prevention strategies, including lifestyle

changes. However, use of other strategies such as hormonal therapies remains low

(Smith et al., 2016). Lifestyle changes to moderate alcohol intake, maintain a healthy

body weight, and regular physical activity could prevent up to 23% of new breast

cancer diagnoses (Colditz & Bohlke, 2014; Dartois et al., 2016). Hormone therapy

options can reduce the impact of exogenous hormones on breast cancer risk. The use

of endocrine therapy for women at high risk of breast cancer has been highly effective.

Both selective oestrogen-receptor modulators (SERMs) and aromatase inhibitors (AIs)

have been shown to decrease the risk of breast cancer incidence in women at high-risk,

decrease the risk of recurrence and improve survival time in those women with breast

cancer (Cuzick et al., 2015, 2020; Goss et al., 2011; Key et al., 2001; Powles et al.,

2007; Veronesi et al., 2007). While the benefits of SERMS and AIs are clearly shown in

clinical trials, these trials also highlight the issue of side effects. Each of these aspects

are discussed in more depth in sections 1.2.

There are multiple ways to target the reduction in population risk of breast cancer by
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25%. One example could be to target the entire population and reducing the risk by

25% across the whole population. Alternatively, if a high risk (three-fold higher than

average) group of about 20% of the population were targeted and their risk reduced by

42%, this would give the same 25% reduction in breast cancer risk across the population.

It is worth noting, however, that while targeting higher risk groups will mean that the

intervention is more cost-effective, and the balance of favourable and unfavourable

effects will improve, the public health impact can diminish if one is overly selective.

Thus, for example, targeting BRCA mutation carriers might be very cost-effective but

would only influence a small minority of breast cancers.

Intervention for prevention is usually targeted at higher risk populations, as targeting

the entire population is not useful with only those at high risk having a benefit of the

preventive therapy. For those at lower risk, the risk reduction would not be as large as

the high-risk population. However, interventions have adverse effects which must be

taken into account and only given to those whose risk of the event is high enough to

outweigh the negative adverse effects. The risks involved in giving endocrine therapy

to a whole population could be unacceptable if the number of severe adverse events

as a result of side effects increases beyond the benefit seen in the population. The

alternative plan is to target the high-risk population, this would result in fewer adverse

events while decreasing the number of breast cancer events, the combination of which

reduces the number of life-threatening events (Gail, 2009). The most effective way of

improving this latter strategy is to understand which women are at high-risk and which

are at low risk of side effects to ensure the best risk benefit ratio.

1.1.5 Oestrogens and the oestrogen receptor

Epidemiological data shows that women with breast cancer exhibit a higher blood

serum and urinary levels of oestrogen when compared to those without breast cancer

(Dorgan et al., 1996; Tamimi et al., 2007; Toniolo et al., 1995).

Oestrogens, including the subtypes oestrone, 17β-oestradiol, and oestriol are steroid

hormones which promote the proliferation of normal and cancerous cells. Oestrogens

are the primary sex hormone in females and are therefore involved in numerous physio-

logical processes, such as the menstrual cycle, breast acini formation and maintenance

of endometrial tissues and bones (Maggi et al., 2004; Sims et al., 2002). Epidemiolog-
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ical data show high levels of oestrogens can have an adverse effect on health via their

involvement in breast and ovarian cancer development. Additionally, high concentra-

tions of oestrogens also increase risk of blood clots and strokes (Henderson & Lobo,

2012; Vinogradova et al., 2019).

The synthesis of oestrogen is controlled by follicle stimulating hormone and luteinising

hormone, both of which are excreted from the anterior pituitary gland. These hormones

stimulate the ovaries, corpus luteum and adrenal cortex to synthesise oestrogen. In

premenopausal women the major source of oestrogen is the ovaries; however, this is

not the case in postmenopausal women whose ovaries no longer produce oestrogens. For

postmenopausal women the major source of oestrogens is the conversion of testosterone

to oestrogen, catalysed by aromatase (CYP19), occurring in the adrenals and adipose

tissues, such as those found in the breast (Simpson, 2003). Breast adipose tissue has

emerged as a key site for aromatisation with tissue concentrations in healthy breasts

having a 4-6 fold higher oestrogen concentration than that found in serum (Simpson,

2003).

Only 5% of total oestrogens are biologically active; the rest is bound to plasma proteins,

such as sex hormone binding globulin (SHBG) and albumin, rendering them inactive.

Oestrogenic action is mediated via the nuclear receptors ERα and ERβ. Although

ERα and ERβ are encoded for by separate genes (ESR1 on chromosomes 6 and ESR2

on chromosome 14 respectively), they share significant sequence homology. They are

composed of five domains denominated A-F (Figure 1.4).

The structure of ERα and ERβ are very similar in certain regions, the DNA-binding

domain of ERα and ERβ are 97% similar (Parker et al., 1993). However, the homology

between other regions of the receptors varies widely, hence the transcription of some

genes is exclusive to one or other of the two receptors. Intriguingly, one ligand can

be both an agonist and antagonist depending on which of the two ER forms it binds

to. Despite significant sequence homology between ERα and ERβ, the receptors are

distributed differently in diverse body tissues and possibly mediate different effects.

ERβ expression is also often down-regulated in cancer, whereas ERα expression is

often increased in cancer patients (Holst et al., 2007).
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Figure 1.4: The structure of ERα and ERβ, consisting of five domains.
A/B domain contains the AF-1 region for the transcriptional activation of
oestrogen-responsive genes. C domain for binding of the ER to the ERE. D
domain is a hinge region. Ligand binding occurs in the E domain and the F
domain contains the AF-2 region that allows association with co-regulatory
proteins required for the activation or cessation of transcription. AF-1/2 =
Activation Function Domain 1/2, DBD = DNA-Binding Domain, LBD =
Ligand Binding Domain, NTD = N-Terminal Domain.

Oestrogens can freely diffuse across a cell membrane allowing binding to ERs in the cell

nucleus. The receptor-ligand complex then acts as a potent transcription factor con-

trolling the expression of numerous genes, including those encoding for progesterone

receptors and growth regulating proteins (Mourits et al., 2001). These growth reg-

ulation proteins are secreted by the tumour cell to stimulate growth of surrounding

cells while other factors stimulate the growth of surrounding structural tissues such

as fibroblasts and endothelial cells. Fibroblasts and endothelial cells then complete

the signalling cycle by releasing growth factors and other proteolytic enzymes, which

promote invasion and metastasis (Mourits et al., 2001).

The action of oestrogens is therefore a key target in breast cancer prevention. Endocrine

therapies like SERMs, target the oestrogen mechanisms through blocking oestrogen

receptors, or by inhibiting production of oestrogen, like aromatase inhibitors.

1.2 Endocrine therapy for prevention of breast cancer

Endocrine therapy represents one of the major forms of breast cancer prevention strate-

gies as well as for treatment of ER-positive breast cancers. The main classes of en-

docrine therapies used are SERMs and AIs (Ali et al., 2016). Each of these endocrine

therapies work through different mechanisms. A summary of breast cancer prevention

trials using both SERMs and AIs is shown in Table 1.1.
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1.2.1 Selective oestrogen receptor modulators (SERMs)

1.2.1.1 Tamoxifen

SERMs, such as tamoxifen and raloxifene, compete with oestrogen at the receptor and

can displace oestrogen. This inhibits function and disrupts the homeostasis of systems

and pathways that require oestrogen. Binding to the ER does not alter the shape

of the receptor, as the binding of oestrogen does, and does not recruit the necessary

co-activators for oestrogenic signalling, which inhibits the proliferation of breast cells

(Shang & Brown, 2002).

Tamoxifen has been used in breast cancer treatment for both pre and postmenopausal

women for over 40 years. When tamoxifen is prescribed for five years to women post-

surgery, it approximately halves the recurrence rates and reduces breast cancer mor-

tality by a third ((EBCTCG) Early Breast Cancer Trialists’ Collaborative Group et

al., 2011). In the prevention setting, tamoxifen has shown to reduce breast cancer

incidence by 31% overall. However, when considering ER positive cancers only, the

reduction increases to approximately 50%. Thus far tamoxifen shows no significant

impact in mortality when compared to the placebo group although very long follow-up

will be needed for this (Cuzick et al., 2015). More discussions about prevention trials

using SERMs will be discussed in section 1.2.2.

Tamoxifen has a complex pharmacology. Tamoxifen itself is a weak antioestrogen,

which requires extensive metabolism to produce a range of metabolites, some of which,

such as endoxifen, demonstrate more potent antioestrogenic activity (Jordan, 2007; Wu

et al., 2009). In addition to its antioestrogenic properties, tamoxifen can act as an ER

agonist depending on the tissue and whether particular coactivators or corepressors are

present (Shang & Brown, 2002).

Tamoxifen undergoes extensive primary and secondary metabolism to endoxifen in the

liver catalysed by cytochrome P450 enzymes via one of two pathways: N-desmethylation

and 4-hydroxylation (Figure 1.5).

58



Figure 1.5: Primary and secondary metabolism of tamoxifen and its
metabolites. The major metabolic routes involve conversion to N-
desmethyl-tamoxifen followed by conversion to endoxifen. (Adapted from
(Lyon et al., 2012).

Over 90% of tamoxifen metabolism occurs through demethylation to N-desmethyl-

tamoxifen catalysed by CYP3A4/5 followed by conversion to endoxifen catalysed by

CYP2D6 (Desta et al., 2004). A secondary pathway also exists via hydroxylation of

tamoxifen to 4-hydroxy-tamoxifen, controlled by CYP2D6, CYP3A4 and CYP2C19,

which is then converted to endoxifen by CYP3A4/5 (Sanchez-Spitman et al., 2017).

The hydroxylation step in Figure 1.5, converting tamoxifen to 4-hydroxy-tamoxifen or

N-desmethyl-tamoxifen to endoxifen, is considered to be an activation step as both

endoxifen and 4-hydroxy-tamoxifen exhibit a near 100-fold greater antioestrogenic ac-

tion than tamoxifen itself with maximum inhibition occurring in the range of 100-1000

nM (Lim et al., 2005; Wu et al., 2009). However, while variation in tamoxifen con-

centrations is well known, 4-hydroxy-tamoxifen concentrations are normally low, and

variation is not well understood. This is in contrast to endoxifen which generally has

a plasma concentration 10-fold higher than 4-hydroxy-tamoxifen and displays large

variation (Desta et al., 2004; Ingle et al., 1999; Stearns et al., 2003).

While tamoxifen is considered anti-oestrogenic in breast tissues, it is considered mildly

oestrogenic in endometrium (Hu et al., 2015). In some circumstances these agonist

effects could be beneficial, as they may help to prevent bone demineralisation and
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subsequent bone loss in postmenopausal women. However, there is clear evidence that

long-term use of tamoxifen can increase the risk of other cancers such as endometrial

cancer ((EBCTCG), 1998). Tamoxifen use is also linked to a variety of side effects

most commonly hot flushes and gynaecological symptoms. Additionally, the agonistic

effects of tamoxifen may also be contribute to the development of tamoxifen resistant

traits (DeFriend et al., 1994). Although the precise mechanisms behind resistance to

tamoxifen remain unclear with several mechanisms proposed leading to anti-oestrogen

resistance (Chang, 2012).

The site-specific effects of tamoxifen and the effects seen in pre and postmenopausal

women are complex, ensuring that determination of the biological effect observed in

individuals is very difficult to predict. Both ERα and ERβ are expressed in different

levels in different tissues and have different ligand binding properties (Paige et al.,

1999). These may be key reasons why tamoxifen has such different actions in different

tissues.

Tamoxifen has also shown to have both agonistic and antagonistic effects within the

same tissue, such as breast tissue. Within breast tissue, tamoxifen induces progesterone

receptors (PRs) (agonist effect) and at the same time inhibits breast cancer growth

(antagonist effect). These findings suggest that tamoxifen is cell specific rather than

tissue specific with regards to its mode of action. The cell specific effects have best been

explained by Katzenellenborgen et al. (1996) who investigated the pharmacological

basis for the action of steroid hormones in both a cell and promoter specific manner

(Katzenellenbogen et al., 1996). Katzenellenborgen et al. (1996) describe a three-

part system consisting of ligand, receptor and effector. Results of their study show

that molecular elements within the nucleus interact with the ligand-receptor complex

and influence the transcriptional response to the ER activation by the ligand. It is

proposed that the balance between agonism and antagonism is determined by the

receptor effector coupling and not the ligand receptor coupling (O’Brian et al., 1985).

An explanation is supported by other studies (Brzozowski & Pike, 1997; Paech et al.,

1997). Binding of the ligand to the receptor initiates a cascade of molecular events

ending in the activation or repression of a target gene. Each ligand can induce a

specific conformation of the receptor activation domain leading to an interaction surface

to which coactivators or corepressors are likely to bind. These can only bind to the

receptor once activated by the respective ligand and provides evidence for a structural

60



based mechanism of gene activation or repression (Paech et al., 1997).

1.2.1.2 Tamoxifen prevention trials

For women known to be at high-risk of breast cancer, usually those with a family

history, preventive endocrine therapy is an option to reduce breast cancer risk. Four

breast cancer prevention trials have been performed comparing tamoxifen 20 mg/day

with placebo, assessing the time to breast cancer occurrence in healthy women at high-

risk of breast cancer (Table 1.1).

The Royal Marsden Study recruited 2,471 women who were randomised to tamoxifen (N

= 1,238) or placebo (N = 1,233) for 5-8 years. Initially, trial results found that during

the treatment phase the reduction in breast cancers was not statistically significant (HR

= 0.78 95% CI (0.58-1.04), P = 0.10) (Powles et al., 1998). However, post-treatment

follow-up indicated that a statistically significant reduction in ER-positive cancers was

observed in the tamoxifen group compared to the placebo group (HR = 0.48, 95% CI

(0.29-0.79), P = 0.004), indicating the need for long-term follow up to fully establish a

preventive drug’s ability to reduce risk. However, no statistically significant reductions

were observed from ER-negative breast cancers (Powles et al., 2007).

The NSABP P-1 study recruited 13,388 healthy women who were deemed to be at high

risk of breast cancer who were randomised to tamoxifen (N = 6,681) or to placebo (N

= 6,707) for five years (Fisher et al., 1998). The NSABP P-1 study found a statistically

significant 49% reduction in invasive breast carcinomas after a median follow up of 69

months (Fisher et al., 1998). This reduction increased to 69% for ER-positive disease,

but no difference is observed for ER-negative disease. The magnitude of the reduction

is much greater than that of any of the other tamoxifen prevention trials. Each of the

risk categories within the Gail model, previous benign histology, and previous family

history of breast cancer all gained benefit from tamoxifen treatment (Fisher et al.,

1998, 2005).

The Italian tamoxifen prevention trial randomised 5,408 women to placebo (N = 2,708)

or tamoxifen (N = 2,700), 20 mg/day orally, for five years. Initial results were similar

to the Royal Marsden Study and found that during the treatment phase the reduction

in breast cancers was not statistically significant (Veronesi et al., 1998). A possible
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reason for this finding is that the women enrolled on this trial were all thought to be at

normal risk of breast cancer due to having hysterectomy without oophorectomy or low

risk due to having hysterectomy with bilateral oophorectomy before menopause. In a

retrospective analysis, women were reclassified as high risk or low risk of breast cancer

based on height, age at menarche, parity, age at full-term prgnancy and oophorectomy.

Treatment with tamoxifen significantly lowered the incidence of ER-positive breast

cancer in the high risk group (RR = 0.24 95% CI (0.10 - 0.59)); however, no statistically

significant effects were observed in the low-risk group (Veronesi et al., 2003).

The results of the Italian trial are in contrast with those of IBIS-I. The difference

between the Italian trial and IBIS-I is likely due to the women enrolled on the Italian

study being at lower risk than the women on both the NSABP P-1 and IBIS-I trials

reducing the power for observing statistically significant reductions in risk. IBIS-I

enrolled a total of 7,154 women, who were at high risk of breast cancer who were then

randomised to either placebo (N = 3,575) or to tamoxifen (N = 3,579) for five years.

After a median follow up of 16 years, the longest median follow-up of all the breast

cancer prevention trials, a statistically significant decrease of 29% (HR = 0.71, 95% CI

(0.60 - 0.83), P < 0.0001) in breast cancers was observed for women in the tamoxifen

group compared to those in the placebo group. Reduction in breast cancer risk was

similar in years 0-10 (HR = 0.72, 95% CI (0.59 - 0.88)) and after 10 years (HR =

0.69, 95% CI (0.53 - 0.91)). As expected, the largest reduction was seen in ER-positive

cancers. However, no effect was observed for ER-negative breast cancer (Cuzick et al.,

2015).

The increased reduction in breast cancer incidence between IBIS-I and the NSABP

P-1 trials may be explained in part by the larger number of participants and therefore,

greater statistical power to find a result. Additionally, the use of HRT in the other

prevention trials (use of HRT was prohibited in the NSABP P-1 trial) may contribute

to the difference in results. The effect of HRT on efficacy of tamoxifen is supported

by results from the IBIS-I trial which found that women who used HRT during the 5

years of active tamoxifen had a less significant benefit (HRT user: HR = 0.91 (0.67 –

1.24); P = 0.55 vs non-HRT user: HR = 0.60 (0.46 – 0.79); P = 0.0002) than those

who had never used HRT (P = 0.04) (Cuzick et al., 2015). The effect of HRT was

highest in women who developed invasive ER-positive cancers (HRT user: HR = 0.87

(0.64 – 1.19) vs non-HRT user: 0.55 (0.42 – 0.72); P = 0.03) (Cuzick et al., 2015).
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1.2.1.3 Additional SERM prevention trials

In addition to the tamoxifen prevention trials five other studies investigated other

SERMs and their efficacy as chemoprevention agents and one trial studied lower doses of

tamoxifen. Two trials, the multiple outcome for raloxifene evaluation (MORE/CORE)

and the raloxifene use for the heart (RUTH) studies investigated raloxifene compared

to placebo in postmenopausal women with osteoporosis, coronary heart disease or risk

factors for coronary heart disease (Barrett-Connor et al., 2006; Dickler & Norton, 2001).

An additional trial, the postmenopausal evaluation and risk-reduction with lasofoxifene

(PEARL), investigated two concentrations of lasofoxifene, 0.25 mg and 0.5 mg, with

placebo also in postmenopausal women with osteoporosis (Cummings et al., 2010). An

increase in risk of cardiovascular disease was a known possible side effect of tamoxifen

hence the use of alternative therapies in women known to be at increased risk of these

events. Results from tamoxifen trials show that cardiovascular events are varied, both

IBIS-I and the National Surgical Adjuvant Breast and Bowel Project (NSABP) P-1

display an increase in the number of deaths linked to thromboembolism (Cuzick et

al., 2007; Fisher et al., 1998). This suggests that thromboembolism is likely the most

serious problem resulting from tamoxifen use. A fourth trial, the study of tamoxifen

and raloxifene (STAR), investigated raloxifene versus tamoxifen in women at high-risk

of developing breast cancer (Vogel et al., 2010). The GENERATIONS study compared

arzoxifene with placebo in postmenopausal women with osteoporosis (Cummings et al.,

2011). Finally, a trial investigating low dose tamoxifen, 5 mg/day or 10 mg every other

day for three years, compared to placebo was performed to assess the efficacy of low

dose tamoxifen and to investigate the number of reported side effects (DeCensi et al.,

2019).

Results from both the MORE and the RUTH studies show a 58% and a 33% reduction

respectively in overall breast cancer events compared to placebo (Barrett-Connor et

al., 2006; Dickler & Norton, 2001). As observed in the prevention trials the reduction

in ER-positive breast cancers is much larger at 76% and 55%, but no statistically

significant reduction in ER-negative breast cancers is observed. Results of the PEARL

study show no reduction in breast cancer incidence for women randomised to the 0.25

mg group (Cummings et al., 2010). There is a small non-statistically significant increase

in ER-negative breast cancer for women in the 0.25 mg group. However, those in the

0.5 mg group had a significant reduction in overall breast cancer incidence with ER-
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positive breast cancers showing the largest reduction (Cummings et al., 2010). Again,

no reductions were seen for ER-negative breast cancers. The GENERATIONS study

also had similar results, showing reductions in overall and ER-positive breast cancers,

58% and 70% respectively, a non-statistically significant increase in ER-negative breast

cancer was noted (Cummings et al., 2011).

The STAR trial showed that tamoxifen has a greater effect on breast cancer incidence

than raloxifene. Overall, the rate of breast cancer incidence was 24% lower in the

tamoxifen group than the raloxifene group (Vogel et al., 2010). However, the reduction

for both ER-positive and ER-negative breast cancer between the two groups was not

statistically significant (Vogel et al., 2010).

The trial of low dose tamoxifen found that lower doses of tamoxifen halved the risk of

new lesions and of breast cancer recurrence compared to placebo (DeCensi et al., 2019).

These results are similar to those observed using the standard dose of 10 mg/day for

five years. Tamoxifen reduced the risk of new lesions by 52% compared to placebo (HR

= 0.48; (0.26 - 0.92); P = 0.02). No differences in quality-of-life outcomes, such as

vaginal dryness or musculoskeletal events, were observed between the tamoxifen and

placebo arms. However, a slight increase in daily hot flush frequency was observed (P

= 0.02). Serious adverse events, such as secondary cancers, deep vein thrombosis and

pulmonary embolism, were observed in very low numbers in both the tamoxifen and

placebo arms (DeCensi et al., 2019).

1.2.2 Aromatase inhibitors (AIs)

The third generation non-steroidal AIs anastrozole and letrozole and the steroidal AI

exemestane have shown to be superior to tamoxifen in phase III clinical trials in the

adjuvant setting (Ingle & Suman, 2003; Paridaens et al., 2008). All three AIs lower

oestrogen concentrations in postmenopausal women by inhibiting and deactivating aro-

matase, the enzyme responsible for conversion of testosterone or androstenedione to

oestrogens.

Aromatase is the only source of oestrogens in postmenopausal women whose ovaries

have stopped producing oestrogen. Aromatase (CYP19) is mainly expressed in granu-

losa cells of ovarian follicles and in lower levels in numerous tissues such as the liver,
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brain and subcutaneous fats. After menopause oestrogen is produced solely from these

non-glandular sources with a particular emphasis on the subcutaneous fats; therefore,

oestrogen production post-menopause is correlated with BMI.

Both steroidal and nonsteroidal AIs mimic androgens, the normal substrate of aro-

matase, allowing them to compete for access to the binding site. Once bound the

difference between the two types becomes clearer. Steroidal AIs, once bound into the

enzymatic site, produce an unbreakable bond between the enzyme and the steroidal

inhibitor blocking the enzymatic activity permanently. Non-steroidal inhibitors bind

reversibly with the enzymatic site stopping enzymatic activity. As non-steroidal in-

hibitors can be removed from the enzyme binding site, this allows for renewed com-

petition with the normal substrate. As a result of reversible binding, the success of

non-steroidal inhibitors is largely dependent on the concentrations of both the normal

androgen substrates and of the inhibitor itself and on the relative affinities of inhibitor

and substrate to the enzyme binding site. In order for non-steroidal inhibitors to

continue to work, a constant presence of inhibitors is required (Mantas et al., 2016).

To compete, both non-steroidal and steroidal inhibitors must share particular moieties

with androgens, which allows them to bind at the enzyme’s catalytic binding site. This

makes both types of inhibitor selective to the aromatase enzyme. Despite the differ-

ences in structure and function, the clinical relevance of the different mechanisms of

action is yet to be understood (Buzdar, 2003).

All three third generation AIs interact with other members of the Cytochrome P450

family of drug metabolising enzymes. However, anastrozole does not show any in-

hibitory effect of CYP2A6 or CYP2D6, but does inhibit CYP1A2, CYP2C8&9 and

CYP3A4 in decreasing magnitudes (Grimm & Dyroff, 1997). Letrozole has a strong

inhibitory action on CYP2A6 and moderately inhibits CYP2C19 and CYP3A4 (Buzdar

et al., 2002). Inhibition of CYP3A4 could be important if a patient is also prescribed

exemestane as CYP3A4 is an important member of the metabolism of exemestane. It

therefore remains possible that drug-drug interactions would exist if a patient was pre-

scribed multiple medications concurrently. Drug-drug interaction of both anastrozole

and letrozole with tamoxifen are well established with concomitant administration de-

creasing the plasma concentration of the AI (Dowsett et al., 1999). During the ATAC

trial where anastrozole and tamoxifen were taken together, the plasma anastrozole level

was 27% lower than observed in individuals taking anastrozole alone (ATAC Trialists’
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Group, 2001). As a result of the drug-drug interaction and a lack of clinical evidence

for a benefit from the anastrozole and tamoxifen combined, this arm of the study was

halted. Interaction with CYP enzymes could form the basis of the side effect and tox-

icity profiles of these drugs bringing into question the suitability of AIs for long-term

treatment of breast cancer (Nabholtz, 2008).

Aside from effects on CYP enzymes and the possibility that disruption to this system

is responsible for side effects commonly associated with AIs, two other areas that may

explain side effects are impacts on bones and on adrenal steroidogenesis. The three

AIs appear to have different impacts on adrenal steroidogenesis. Data suggests that

both exemestane and anastrozole have no impact on adrenal steroidogenesis. Data

on anastrozole shows no impact in doses up to 10 times greater than the clinically

recommended dose. This suggests that the drug has very little activity on CYP en-

zymes involved in areas of steroid synthesis other than the conversion of testosterone

to oestrogens (Buzdar, 2003).

1.2.2.1 Aromatase inhibitor prevention trials

Two main prevention trials with AIs have been performed; IBIS-II and MAP.3 trials.

Both trials were double-blind placebo-controlled trials investigating the efficacy and

safety of anastrozole in the case of IBIS-II and exemestane in MAP.3 for the preven-

tion of breast cancer (Table 1.1) (Cuzick et al., 2014; Goss et al., 2011). Both studies

recruited only postmenopausal women at high-risk of breast cancer. IBIS-II recruited

3,864 postmenopausal women aged between 40 and 70 and these women were ran-

domised to 1 mg oral anastrozole daily (N = 1,920) or matching placebo (N = 1,944)

for 5 years. The MAP.3 trial recruited 4560 women who were randomly assigned to

either 25 mg exemestane (N = 2,285) or placebo (N = 2,275) (Goss et al., 2011).

The primary endpoint in both studies was histologically confirmed breast cancer, which

included both invasive cancers and non-invasive ductal carcinoma in situ. In the IBIS-

II trial after a median follow up of five years, 40 women (2%) in the anastrozole group

developed breast cancer compared to 85 (4%) in the placebo group, a reduction of over

50% (HR = 0.47, 95%CI (0.32–0.68), P < 0.0001). There were 18 deaths reported in

the anastrozole group compared to 17 in the placebo group with no cause of death

being more prevalent than another between the treatment groups. Similar results were
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observed in the MAP.3 trial where, after median follow up of 35 months, 11 breast

cancers were reported in the exemestane group compared to 32 in the placebo group

(HR = 0.35, 95%CI (0.18 - 0.70); P = 0.002) (Goss et al., 2011).

The most recent follow-up of IBIS-II shows that the benefits of anastrozole last beyond

the five-years of active therapy. A 49% reduction in breast cancer risk was observed

in the anastrozole group (85 cases) compared to the placebo group (165 cases) (HR =

0.51 (0.39 – 0.66); P < 0.01). Although the reduction was greater in the first 5 years

of the trial the later follow-up still found significant reductions after 5 years (50 vs 76

new cases, HR = 0.64 (0.45 – 0.91); P = 0.01), which were not significantly different

from the first 5 years (P = 0.087). A 54% reduction in invasive ER-positive breast

cancer was observed (HR = 0.46 (0.33 – 0.65); P < 0.01), and a 59% reduction in

DCIS (HR = 0.41, (0.22 – 0.79); P < 0.01), particularly in ER-positive DCIS (HR =

0.22 (0.07 – 0.65); P < 0.01). There was still no significant difference in deaths between

the two arms of the trial (anastrozole = 69, placebo = 70, HR = 0.96 (0.69 – 1.34);

P = 0.82). There was no excess risk of fractures (HR = 1.04 (0.88 - 1.22); P = 0.64)

or cardiovascular disease (HR = 1.41 (0.60 - 3.31)) observed. A likely explanation for

the lack of statistical significance and large confidence intervals, particularly for ER-

positive DCIS, may be the result of a small number of events recorded at this follow

up.

Overall, both studies conclude that AIs effectively reduce the incidence of breast can-

cer in high-risk women (Cuzick et al., 2014, 2020; Goss et al., 2011). In the IBIS-II

trial, menopausal-like side effects were reported in both the anastrozole and placebo

arms; however, they were significantly higher in women randomised to anastrozole. No

statistically significant increase in major adverse events such as other cancers or car-

diovascular events were observed between the placebo and anastrozole groups (Cuzick

et al., 2014). Therefore, there is strong support for the use of anastrozole in post-

menopausal women who are at high-risk of developing breast cancer (Cuzick et al.,

2014, 2020). Similar conclusions were reached for exemestane which was not associ-

ated with an increase in other cancers or cardiovascular events; however, a number of

health-related quality-of-life events were noted (Goss et al., 2011).
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1.2.2.2 Adjuvant AI trials

Seven major adjuvant trials have been performed comparing different AIs with tamox-

ifen. One trial directly compared anastrozole with tamoxifen the Arimidex, Tamoxifen

Alone or in Combination Trial (ATAC) (Howell et al., 2005). The ATAC trial ran-

domised women to 1 mg/day of anastrozole, 20 mg/day of tamoxifen or a combination

for five years. Three other trials compared the switching to anastrozole compared to

continued tamoxifen therapy. These trials were the Arimidex-Nolvadex (ARNO) trial

95, Austrian Breast and Colorectal Cancer Study Group 8 (ABCSG-8) and the Ital-

ian Tamoxifen Anastrozole Trial (ITAT) (Boccardo et al., 2005; Dubsky et al., 2012;

Kaufmann et al., 2007). In each of the switching studies women who had been taking

tamoxifen for two to three years were then randomised to either 1 mg/day anastrozole

or continue tamoxifen for three further years.

The ATAC trial found that there was a significant improvement in disease-free survival

in the anastrozole arm compared to the tamoxifen arm (575 vs 651, HR = 0.87, 95% CI

(0.78-0.97); P = 0.01) with the greatest decrease observed in hormone receptor-positive

disease (HR = 0.83 (0.73-0.94); P = 0.005) (Howell et al., 2005) The combination arm

was closed early due to low efficacy. The benefit of anastrozole was observed at each

follow up point after one year of therapy. After 10 years follow up anastrozole benefits

versus tamoxifen are still present for both overall breast cancer and hormone receptor

positive breast cancers (Cuzick et al., 2010).

Both the ARNO and the ITAT trials found an improvement in disease-free survival

and recurrence-free survival for women who switched to anastrozole compared to those

who remained on tamoxifen. In the ARNO trial, a 34% reduction in the risk of disease

recurrence (HR = 0.66 (0.44 - 1.00); P = 0.049), and a 47% improvement in overall

survival (HR = 0.53 (0.28 - 0.99); P = 0.045) were observed for switching to anastrozole

compared to remaining on tamoxifen (Kaufmann et al., 2007). This was compared to

a decrease of 65% in disease-free survival (HR = 0.35 (0.18 - 0.68); P = 0.001) and a

85% decrease in recurrence-free survival (HR = 0.15 (0.03 - 0.65); P = 0.003) observed

in the ITAT trial (Boccardo et al., 2005). Results of the ABCSG-8 trial found no

statistically significant improvement in recurrence-free survival (HR = 0.80 (0.63 -

1.01); P = 0.06), but an exploratory analysis observed a 22% improvement in distant

relapse-free survival (HR = 0.78 (0.60 - 1.00); P = 0.046) (Dubsky et al., 2012). All
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three trials supported the findings of the ATAC trial, namely that anastrozole improves

breast cancer outcomes when compared to tamoxifen (Boccardo et al., 2005; Dubsky

et al., 2012; Kaufmann et al., 2007). However, it is worth of note that the ABCSG-8

trial reached statistically opposing conclusions for recurrence-free survival and distant

relapse-free survival from very similar hazard ratios and confidence intervals (Dubsky

et al., 2012).

Two studies investigated the use of exemestane compared to tamoxifen. The Inter-

group Exemestane Study (IES) enrolled postmenopausal women with ER-positive or

ER-unknown breast cancer who were disease-free after 2-3 years of tamoxifen who were

randomised to either switch to exemestane or to continue with tamoxifen for the re-

mainder of the five-year endocrine therapy period (Coombes et al., 2007). Similarly,

the Tamoxifen Exemestane Adjuvant Trial (TEAM) enrolled postmenopausal women

with ER-positive breast cancer to exemestane or to tamoxifen followed by exemestane

over a five year period (Van De Velde et al., 2011). The primary end point of both

trials was disease-free survival. The IES study results indicate that disease-free survival

favoured switching to exemestane (HR = 0.76 (0.66 - 0.88); P = 0.0001). A similar

result was achieved for ER-positive disease alone (HR = 0.75 (0.65 - 0.87); P = 0.0001)

(Coombes et al., 2007). The results of the IES trial were not supported by the results of

the TEAM trial which observed no significant difference between the two study arms

for disease-free survival (HR = 0.97 (0.88 – 1.08); P = 0.60) (Van De Velde et al.,

2011).

A further study investigated the use of exemestane compared to anastrozole. The

MA.27 trial randomised postmenopausal ER-positive breast cancer patients to five

years of exemestane or anastrozole. The primary endpoint was event-free survival and

secondary endpoints included overall survival and distant disease–free survival (Goss

et al., 2013).

No difference in event free survival was observed between the exemestane and anastro-

zole (HR = 1.02 (0.87 – 1.18); P = 0.85). There were also no significant differences

observed for either overall survival (HR = 0.93 (0.77 – 1.13); P = 0.46), or distant

disease–free survival (HR = 0.95 (0.76 - 1.18); P = 0.64) (Goss et al., 2013).

Only one trial examined the use of letrozole compared to tamoxifen. The Breast In-

ternational Group (BIG) 1-98 study recruited 8,010 women to a two or four-arm trial.
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The four arm trial compared 5 years of monotherapy with tamoxifen (N = 1,548) or

with letrozole (N = 1,546) or with sequences of 2 years of one followed by 3 years of

the other (Tamoxifen – Letrozole N = 1,548, Letrozole – Tamoxifen N = 1,540)) for

postmenopausal women with endocrine-responsive early invasive breast cancer (Thürli-

mann et al., 2005).

The first reports included all randomised patients but only included events inside two

years, the time of the switch, in patients in the crossover arms. Primary results show

that letrozole improves disease-free survival (HR = 0.81 (0.70 - 0.93); P = 0.0003)

compared to tamoxifen. These findings led to informing the patients in the tamoxifen

arm of the benefits of letrozole and offered the chance to switch therapies. Of 2,459

patients in the tamoxifen-alone treatment arm, 619 (25.2%) selectively crossed over

to letrozole. The sequential treatment analysis after median follow up of 71 months

showed neither of the cross over arms significantly improved disease free survival com-

pared with letrozole monotherapy; however, women randomised to tamoxifen followed

by letrozole had a greater incidence of early recurrences compared to those on letrozole

monotherapy (Regan et al., 2011).

1.3 Prevalence of side effects of endocrine therapy in breast cancer

prevention trials

The benefits of tamoxifen and AIs in the prevention of breast cancer have been well

established. However, the effectiveness of endocrine therapy for breast cancer preven-

tion relies on adequate uptake and adherence (Smith et al., 2016). Side effects are

an important issue to women thinking about or taking endocrine therapy, as research

shows that side effects are associated with poorer uptake and lower adherence (Smith et

al., 2016, 2017). While increases in endometrial cancer and thrombotic events are the

most serious adverse events, the number of these events is relatively small. Non-life-

threatening side effects like hot flushes (HFs), gynaecological events, musculoskeletal

events, headaches, nausea and vomiting also increasingly reduce the uptake of endocrine

therapies. Little is known about risk factors for side effects or markers that can predict

whether a woman is at increased or high risk of experiencing a particular side effect. A

summary of side effects reported during each of the prevention trials using tamoxifen

or aromatase inhibitors can be found in Table 1.2.

70



With tamoxifen prevention trials, the most frequently reported side effects were HFs,

other vasomotor symptoms, and gynaecological symptoms, including vaginal discharge

and irregular bleeding. Vaginal dryness is also reported by women taking tamoxifen;

however, reports of vaginal dryness are not significantly different in the tamoxifen arm

compared to the placebo arm (Cuzick et al., 2015; Fisher et al., 2005; Powles et al.,

2007; Veronesi et al., 2007). Commonly reported side effects in the AI prevention

trials included fractures, other musculoskeletal events (including arthralgia and joint

stiffness), vasomotor symptoms, gynaecological symptoms and eye problems including

cataracts (Cuzick et al., 2014, 2020; Goss et al., 2011). It is important to note that

whilst numbers of endocrine therapy related side effects are significantly higher in

women randomised to tamoxifen or anastrozole, they are also reported in large number

in those randomised to placebo.

The incidence of HFs and gynaecological symptoms are significantly increased in the

tamoxifen arm of all prevention trials (Table 1.2). However, tamoxifen has little im-

pact on the rate of fractures overall and at sites linked with osteoporosis (Cuzick et

al., 2007). Incidence of HFs and musculoskeletal events are significantly increased in

the anastrozole arm compared to the placebo arm in both the IBIS-II and MAP.3 pre-

vention trials. In contrast to the observations from the tamoxifen trials, incidence of

vaginal dryness was significantly increased in the anastrozole arm of IBIS-II, but not

MAP.3. Incidence of other gynaecological symptoms were not significantly different in

women randomised to anastrozole compared to women randomised to placebo (Table

1.3). A comprehensive comparison of side effect profiles in postmenopausal women ran-

domised to tamoxifen or anastrozole during the ATAC trial found that anastrozole was

better tolerated than tamoxifen (Buzdar et al., 2006). After a median follow-up of 68

months, significantly fewer treatment-related adverse events occurred with anastrozole

compared to tamoxifen (A:1884 (61%) vs T:2117 (68%); RR = 0.89 (0.86 – 0.92); P

< 0.0001). In addition, the number of adverse events leading to withdrawal was also

lower in those randomised to anastrozole (344 (11%) vs 442 (14%); RR = 0.78 (0.68 –

0.89); P = 0.0002) as were the number of treatment-related adverse events leading to

withdrawal (200 (6%) vs 274 (9%); RR = 0.73 (0.61 – 0.87); P = 0.0005) (Buzdar et

al., 2006). However, these side effects only persist during the active phase of the trial

and subside after the treatment phase and are not increased in the follow up period

(Cuzick et al., 2007; Powles et al., 2007).
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Incidence of common side effects reported in tamoxifen trials are similar for both pre

and postmenopausal women. However, this is not true for more severe adverse events

such as endometrial cancer or pulmonary embolism the majority of which were reported

by postmenopausal women. Gynaecological and vasomotor symptoms are significantly

increased in the tamoxifen arm compared to the placebo arm for both pre and post-

menopausal women (Cuzick et al., 2002). The number of reports of vaginal discharge

are similar for both pre and postmenopausal women. The number of reports of vagi-

nal bleeding in postmenopausal women are significantly lower than those observed for

premenopausal women. Vaginal dryness is not statistically significantly increased in

the tamoxifen arm for either premenopausal or postmenopausal women (Cuzick et al.,

2002).

Women taking tamoxifen or AIs have reported a higher rate of vaginal bleeding, dryness

and discharge compared to women on placebo (Cuzick et al., 2002, 2014; Day et al.,

1999). Interestingly, results from three major trials comparing AIs and tamoxifen,

ATAC, TEAM, and IES, reported that vaginal bleeding and discharge in the AI group

were lower than observed in the tamoxifen group, which suggests that AIs may inhibit

endometrial proliferation (Goss et al., 2005; Morandi et al., 2004; The ATAC (Arimidex

Tamoxifen Alone or in Combination) Trialists’ Group, 2002). However, comparison of

gynaecological symptoms between women taking AIs and women taking tamoxifen

showed that AIs cause more vaginal dryness than tamoxifen. This result is likely due

to the oestrogenic effect of tamoxifen observed in the vagina and endometrium and the

blocking of peripheral oestrogen production by AIs (Cella & Fallowfield, 2008; Hickey

et al., 2008). 16.3% of women in the anastrozole arm of the ATAC trial reported vaginal

dryness compared to 8.4% in the tamoxifen arm (Fallowfield et al., 2004). The number

of HFs reported by women taking anastrozole are also lower than the number reported

in the tamoxifen arm (Howell et al., 2005).

Studies have generally reported a higher incidence of both arthralgia and myalgia

with AIs versus tamoxifen (Cuzick et al., 2010; Goss et al., 2011; Thürlimann et al.,

2005) although it should be noted that the definition of these side effects changes

between trials. Review of prevention studies including the IBIS-II study shows total

fractures and the number of fractures at specific sites were not significantly different

between the placebo and the anastrozole arm (Cuzick et al., 2014, 2020). During active

treatment a small increase in fractures was observed (anastrozole = 198 vs placebo =
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186, OR = 1.09 (0.87 – 1.35)) but following treatment completion a small reduction

was observed in the anastrozole group (182 vs 187, OR = 0.98, (0.79 – 1.23)) (Cuzick et

al., 2020). However, musculoskeletal events were significantly higher in the anastrozole

group than the placebo group (Cuzick et al., 2014). These results are supported by the

findings of the MAP.3 study where no significant differences in skeletal fractures were

observed between the exemestane and placebo arms (Goss et al., 2011). While there

were no significant differences between groups for mild or severe arthralgias, moderate

arthralgia was more common in the anastrozole group compared to the placebo group.

The rate of arthralgia associated with AIs is important as several trials have demon-

strated the superiority of AIs over tamoxifen in improving disease free survival and

prevention of breast cancers (Perou et al., 2000; Trémollieres et al., 2017). However,

AI induced arthralgia (AIA) can also have a large impact on compliance. One study,

designed to investigate AIA incidence, found that 13% of women discontinued treat-

ment due to arthralgia (Beckwée et al., 2017). A longer follow up study reviewing

pharmacy records found that only 50-68% of women were adherent to AI therapy after

three years; where adherence is set at >80% of the prescribed dose taken (Bradley et

al., 2015). Further information on the role of side effects on the adherence to endocrine

therapy will be presented in section 1.5.

It is clear that tamoxifen is effective in breast cancer treatment and prevention, but

the increased toxicity has limited its wider use. A study of 500 women has shown

that a reduced dose of 5 mg/day also decreases breast cancer proliferation and is not

inferior to standard 20 mg/day dose. The low dose tamoxifen trial has also shown that

the number of patients reporting side effects is also reduced. The incidence of side

effects was the same in both the low dose tamoxifen arm and the placebo arm with the

exception of a small increase in frequency of hot flushes with tamoxifen (P = 0.02).

Reports of serious adverse events were also reduced in the low-dose trial. 12 serious

adverse events with tamoxifen and 16 with placebo were reported, including one DVT

or pulmonary embolism and one stage I endometrial cancer with tamoxifen and one

DVT or pulmonary embolism with placebo (DeCensi et al., 2019).

The current recommended dosage of anastrozole is 1 mg/day. To the author’s knowl-

edge, no studies or trials have been performed to assess the efficacy of a lower dose of

anastrozole for breast cancer prevention nor for its side effect profile.
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1.4 Risk factors for endocrine therapy side effects

1.4.1 Gyanecological symptoms

During menopause, hormone concentrations, especially oestrogen, can change dramat-

ically leading the tissues of the vagina becoming thinner, drier and less flexible, which

results in vulvovaginal atrophy (VVA). Symptoms of VVA include reduced vaginal se-

cretions, which can result in decreased lubrication and dry, fragile vulvovaginal tissues

which are susceptible to injury, tearing, and bleeding. This can lead to many of the

symptoms associated with endocrine therapies (Mac Bride et al., 2010). In the VVA

state the vagina may become prone to inflammation, a condition known as atrophic

vaginitis. This condition can also result in redness of the vagina and vaginal discharge

(Lester et al., 2015).

VVA can occur at any time during a woman’s life, although it is more common after

menopause where it is associated with the loss of oestrogen (Mac Bride et al., 2010).

In the general population VVA is reported by approximately 4% of premenopausal

women but this increases dramatically to 47% in older postmenopausal women (Mac

Bride et al., 2010). Additionally, abnormal uterine bleeding, which includes menor-

rhagia (abnormal heavy or extended menstrual bleeding), metrorrhagia (light bleeding

at irregular intervals) and intermenstrual bleeding affects nearly a third of all repro-

ductive age women (Bakkum-Gamez et al., 2011). Some subgroups report VVA more

frequently; in a cohort of breast cancer survivors VVA was reported by 23.4% of pre-

menopausal women and by 61.5% of postmenopausal women (Crandall et al., 2008).

VVA is an event that may negatively impact quality of life and is reported by women

taking tamoxifen and AIs but is also common in those taking placebo. Tamoxifen

acts as an oestrogen agonist or antagonist depending on the tissue and menopausal

status. In premenopausal women, tamoxifen may cause VVA by acting as an oestrogen

antagonist blocking the ER from the naturally high levels of circulating oestrogens.

However, in postmenopausal women, tamoxifen acts as an ER agonist.

In postmenopausal women VVA symptoms were less common in the tamoxifen arm

than in women receiving an AI. In the ATAC study, Cella et al. (2006) reported

that cases of vaginal dryness was more common in women taking anastrozole than
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in women taking tamoxifen (18.5% vs 9.1%). Women in the anastrozole group also

reported more cases of dyspareunia compared to those in the tamoxifen group (17.3%

vs 8.1%) (Cella et al., 2006). The incidence of gynaecological events and impact of

breast cancer therapies was discussed further in section 1.3.

VVA is most often associated with hypoestrogenism, after menopause the concentra-

tion of circulating oestrogens declines with the only source through the conversion of

androgens to oestrogens in adipose tissues. Systemic loss of oestrogens represents the

major risk factor for increasing the incidence of VVA. Loss of oestrogen results in lower

stimulation of ERα and ERβ in uterine tissues leading to the deterioration of tissues,

decreased blood flow, loss of elasticity and thinning of the tissues and epithelium all

key components of VVA.

Given the importance of oestrogens, it is not surprising that lower BMI has emerged as

a risk factor for VVA in postmenopausal women (Huang et al., 2010). Adipose tissue

plays an important role in production of postmenopausal oestrogens, and therefore,

women with lower BMI should have lower circulating oestrogens and hence a higher

incidence of VVA. However, a previous study in middle-aged women didn’t find a signif-

icant relationship between BMI and symptoms of VVA (Gold et al., 2000). Therefore,

further work is required to properly assess the relationship between BMI and other

anthropometric factors on oestrogen concentrations and the incidence of VVA in post-

menopausal women.

1.4.1.1 Risk factors for gynaecological symptoms

Sex Hormones

Gynaecological side effects can occur as a result of disruption to oestrogen and proges-

terone concentrations required to maintain healthy endometrial integrity. Mac Bride

et al. (2010) showed that a low dose of oestrogen coupled to the opposing effect of

progestogen, leads to the promotion of gland and stromal atrophy and is insufficient to

maintain normal endometrium integrity. As a result of disruption, the endometrium is

thin and prone to bleeding (Mac Bride et al., 2010).

Both tamoxifen and AIs have been found to have a significant impact on incidence

of gynaecological symptoms largely due to their impact on circulating oestrogens. AIs
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have been found to cause more vaginal dryness than tamoxifen, but tamoxifen increases

the incidence of both vaginal discharge and irregular bleeding which suggests two dif-

ferent mechanisms are likely. The oestrogenic effect of tamoxifen observed in the vagina

and endometrium and the blocking of peripheral oestrogen production by AIs (Cella

& Fallowfield, 2008; Hickey et al., 2008).

A study performed by Love et al. (2000) in postmenopausal breast cancer patients ini-

tially given oestrogen followed by subsequent tamoxifen, identified a decrease in matu-

ration of vaginal epithelial cells. This suggests an anti-oestrogenic effect by tamoxifen

in an oestrogen rich environment (Love et al., 2000). These results are supported

by the findings of Tajima et al (1979), who observed similar effects of tamoxifen in

premenopausal women treated with tamoxifen for fertility problems (Polin & Ascher,

2008).

Progestins play an important role in the stabilisation of endometrial stromal and vascu-

lar extracellular matrix. Normally withdrawal of these factors results in the controlled

haemorrhage of menstruation. However, in the case of irregular bleeding, long-term

exposure to progestins can induce unrestrained angiogenesis, which can result in large

fragile endometrial vessels, further promoting bleeding (Lockwood, 2011). While pre-

cise mechanisms have yet to be identified, angiogenesis inhibitors are believed to play

an important role alongside changes in concentrations of and response to hormones

(Losordo & Isner, 2001).

Androgens are known to play an important role in female sexual function (Khanjani &

Panay, 2019). Baldasarre et al (2013) showed that androgen receptors are expressed in

the vagina and that the expression of androgen receptors decreases with age suggesting

that androgens could play a protective role in vulvovaginal atrophy (Baldassarre et al.,

2013).

Witherby et al. (2011) conducted a pilot study in women with breast cancer, taking

AIs and suffering from vaginal atrophy. Results showed that a 4-week course of vaginal

testosterone improved signs and symptoms of vaginal atrophy without an increase in

systemic oestradiol levels. This suggests a role of androgens in the basis of vulvovaginal

atrophy without increasing the risk of breast cancer (Witherby et al., 2011). Dehy-

droepiandrosterone (DHEA) is a precursor steroid in the biosynthesis of sex steroids,

levels of which decrease with age. Recent trials have suggested that oral and vagi-
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nal preparations of DHEA as a daily dose can improve symptoms of VVA without

increasing the concentration of sex hormones beyond those normally observed during

menopause (Labrie et al., 2016).

The role of sex hormones on the incidence of gynaecological side effects could be key to

minimising the effect of these symptoms and increasing adherence to endocrine ther-

apy. Identifying concentrations of androgens which increase the risk of gynaecological

symptoms will form a part of my thesis to assess the likelihood of side effects during

endocrine therapy.

Baseline factors

Alongside sex hormone risk factors, other health risk factors exist which increase the

risk of gynaecological symptoms. Huang et al (2010) observed a correlation between

lower BMI and multiple vaginal symptoms (Huang et al., 2010). This may be explained

by the fact that women with lower BMI have lower concentrations of circulating oe-

strogens as a result of reduced adipocyte-based aromatization of oestrone to oestradiol,

reduced conversion of androstenedione to oestrone and reduced conversion of testos-

terone to oestradiol (Cauley et al., 1989). However, another study by Gold et al. (2000)

found no significant relationship between lower BMI and vaginal dryness or dyspare-

unia; therefore, further research is required to confirm the relationship (Gold et al.,

2000).

Smoking

Smoking has also been inversely associated with vaginal symptoms (Huang et al., 2010).

While the harmful effects of smoking are well established, there are a multitude of other

effects in tissues not experiencing direct smoke contact that remain relatively poorly

explained. Women who smoke often behave as though they are oestrogen-deficient,

which may lead to an increase in oestrogen-deficiency problems such as osteoporosis,

but may prove to be beneficial in issues caused by oestrogen excess (Baron et al.,

1990). There is an increasing body of evidence that at least part of the metabolic

consequences of smoking is down on the altered sex-hormone metabolism in particular

that of oestrogen (Tankó & Christiansen, 2004).

Single nucleotide polymorphisms

Very little work has been performed identifying SNPs associated with gynaecological

symptoms. A GWAS by Burri et al. (2012) found 15 SNPs linked with female sexual
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dysfunction, although none met a genome wide significance level of P = 1×10−8. Six

SNPs were found to be significant at a level of P< 3×10−6 and all were associated to the

locus of EPC1 which was associated with lubrication levels (Burri et al., 2012). EPC1

encodes the enhancer of polycomb homolog 1 and is a component of NuA4 histone

acetyltransferase complex. Previous research has linked this complex to activation

of oncogenes and proto-oncogene mediated growth induction, replicative senescence,

apoptosis and skeletal muscle differentiation (Doyon et al., 2004). However, it is unclear

why and what role it plays in decreased vaginal lubrication (Burri et al., 2012).

Tucker et al. (2005) investigated the effect of two polymorphisms of CYP3A5 (CYP3A5∗3

and CYP3A5∗6), an enzyme known to metabolise tamoxifen into its more potent forms,

but whose impact on tamoxifen related side effects remains unknown. Using t-tests and

logistic regression models, associations between the two polymorphisms and an array of

side effects, including nausea, migraines, depression, vaginal discharge, vaginal dryness,

insomnia and hot flushes, were investigated. No statistically significant differences in

tamoxifen related side effects were observed for single or double risk alleles of both

polymorphisms (Tucker et al., 2005).

1.4.2 Hot flushes

Hot flushes (HFs) are defined as periods of intense sensations of heat followed by

flushing of the skin and periods of sweating. These can be followed by a sense of

anxiety and palpitations (Ziv-Gal & Flaws, 2010). The frequency and duration of HFs

vary during a woman’s lifetime. For most women, peak occurrence of HFs happens

during peri and early post menopause. About 80% of women complain about HFs

during perimenopause, but for the majority of women, symptoms last for a year or

less (Kronenberg, 2010). However, a small proportion of women may suffer from HFs

for over ten years (Kronenberg, 1990). Approximately two-thirds of postmenopausal

women have HFs, of which 10–20% with suffer severe HFs, which will severely affect

daily life (Stearns et al., 2002). They may also occur in situations where a woman’s

oestrogen levels have dropped sharply, such as during a chemically induced menopause

or after removal of the ovaries (Kronenberg, 2010). Surgically induced menopause is

associated with an approximate 90% occurrence of HFs and are often more abrupt and

severe than HFs in non-surgical menopause (Bachmann, 1999).
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Several risk factors are associated with HFs. HFs are more common in postmenopausal

women with low oestradiol concentrations. Other anthropometric factors which in-

crease HF incidence are low BMI, little physical activity and smoking (Cochran et

al., 2008). While every woman’s oestrogen levels decrease after menopause, it remains

an area of interest why some women do not experience HFs, others adapt, and oth-

ers experience these symptoms for prolonged periods. Whether this is due to some

women having a lower threshold of perception or whether there are genetic, environ-

mental or lifestyle factors which increase or decrease the risk of HF, remains unknown

(Kronenberg, 2010).

HFs are also common in breast cancer patients prescribed tamoxifen or AIs (Kro-

nenberg, 2010). Approximately half of postmenopausal women who have had breast

cancer report HFs, with about two-thirds reported as mild (Chang et al., 2016). As the

majority of breast cancers occur in women older than 50, there is significant overlap be-

tween women experiencing breast cancer treatment related HFs and those experiencing

menopausal induced HFs. Reports of large numbers of HFs in breast cancer patients

is because breast cancer treatments, particularly endocrine therapy, disrupt oestrogen

mechanisms which can contribute to or worsen the symptoms of menopause (Kligman

& Younus, 2010; Puhalla et al., 2012). Although HFs are commonly reported by women

randomised to either anastrozole or tamoxifen, a comparison of postmenopausal women

on the ATAC trial found that women randomised to tamoxifen reported significantly

more HF than those randomised to anastrozole (anastrozole:1,104 (35.75%) vs tamox-

ifen: 1,264 (40.9%); OR = 0.80 (0.73 – 0.89); P < 0.0001) (Howell et al., 2005). The

following sections will introduce and discuss risk factors for HFs.

1.4.2.1 Risk factors for hot flushes

Sex hormones

Sex hormone concentrations have been hypothesised to cause the side effects commonly

observed as a result of taking endocrine therapy (Emond et al., 2011; Huang et al., 2010;

Mac Bride et al., 2010). In postmenopausal women, oestradiol, testosterone, SHBG

and dehydroepiandrosterone sulphate (DHEA-S) may contribute to the pathogenesis

of breast cancer and the occurrence of side effects (Endogenous Hormones and Breast

Cancer Collaborative Group, 2011). Oestrogens in particular are often associated with

the onset of HFs as shown by multiple breast cancer prevention trials using SERMS
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or AIs to block or reduce the level of circulating oestrogens to prevent breast cancer

(Cuzick et al., 2010, 2013).

However, oestrogen reduction alone does not explain the occurrence of HFs as there is

no relationship between vaginal, urinary or circulatory concentrations of oestrogen in

women with and without HFs (Freedman, 2014). Arizonović et al (2018) investigated

the association between sex hormones and the presence or absence of HFs (Arizanović

et al., 2018). Result of the study found that there was no significant difference in

the concentrations of oestradiol, testosterone or SHBG between women who report

hot flushes and those that do not. However, statistically significant differences in the

concentrations of DHEA-S were observed between the two groups (Arizanović et al.,

2018). Dehydroepiadrosterone (DHEA) has been used to reduce HFs by up to 50% in a

small pilot study in postmenopausal women with a history of breast cancer suggesting

that androgens may also influence HF incidence (Barton et al., 2006).

Additionally, despite SERMs and AIs altering the function of the normal hormonal

milieu, not all women develop HFs suggesting that while withdrawal of oestrogens may

be part of the aetiology it is not the whole picture. It must also be considered that

rather than the absolute concentration of circulating oestrogens, the sudden change

in concentration caused by oestrogen withdrawal is considered to be the cause of HFs

(Mom et al., 2006). If changes in oestrogen concentrations do explain the presence

or absence of HFs then if a study was performed where no change in oestrogen con-

centration was observed the association between oestrogen and HFs might be missed

(Whiteman et al., 2003a).

Future studies should not only examine changes in oestrogen concentrations for an

association with HFs but should also consider the role of other hormones and the ratio

of hormones not just the absolute concentration of individual hormones. There is also

a requirement for a study of genetic and lifestyle factors that could raise the risk of

HFs.

Single nucleotide polymorphisms

Genetic polymorphisms in genes encoding ERα and ERβ, ESR1 and ESR2 respec-

tively, are associated with tamoxifen-induced HFs. In premenopausal women, increased

number of ESR1 PvuII and XbaI polymorphisms were associated with higher HF score,

incidence multiplied by severity, compared with those who had other haplotypes (Jin et
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al., 2008). Postmenopausal women with ESR1 PvuII CC polymorphisms and ESR2-02

GG genotypes had 4.6 times increases in HF scores than other postmenopausal women

(Jin et al., 2008). In contrast, postmenopausal women with ESR2 AA genotype were

significantly less likely to experience tamoxifen-induced HFs than women who carried

at least one ESR2 G allele (Jin et al., 2008). Results of the study by Jin et al (2008)

suggest that knowledge of menopausal status and ER genotype may help predict which

women are most likely to suffer HFs during tamoxifen treatment (Jin et al., 2008).

Although the mechanism by which genetic polymorphisms may be associated with HFs

is unclear, it is likely that some genetic polymorphisms are associated with altered hor-

mone levels which in turn may be associated with the risk of HFs. A few studies have

shown that polymorphisms in certain genes that encode oestrogen synthesis and metab-

olizing enzymes are associated with altered hormone levels. Polymorphisms in CYP17

have been associated with higher concentrations of both oestradiol and progesterone

and also higher levels of SHBG (Feigelson et al., 1998; Tworoger et al., 2004). Mean-

while a polymorphism in CYP19 (aromatase) has been associated with lower oestradiol

(Dunning et al., 2004; Somner et al., 2004).

Few studies have addressed the association of genetic polymorphism, changes to sex

hormone concentrations and HFs directly. The only major study of note was that

performed by Schilling et al. (2007). The investigators found that polymorphisms in

CYP19 were not significantly associated with any HFs. However, polymorphisms in

3βHSD were associated with significantly higher risk of severe HFs and HFs which last

for longer than one year. In addition to 3βHSD polymorphisms a polymorphism in

CYP1B1 was also significantly associated with experiencing HFs compared to those

without the polymorphism (Schilling et al., 2007b).

CYP2D6

Tamoxifen is extensively metabolised by many CYP isoforms into at least 22 metabo-

lites. Two of these metabolites, 4-hydroxytamoxifen and the secondary metabolite

endoxifen are largely responsible for the anti-oestrogenic action of tamoxifen due to

their high affinity for the ER (Johnson et al., 2004; Mürdter et al., 2011). CYP2D6

is the major enzyme responsible for the 4-hydroxylation of tamoxifen and has a large

impact on the plasma concentrations of active metabolites. Therefore, tamoxifen treat-

ment outcomes for those with poor CYP2D6 function producing less active metabolites

results in a lower rate of breast cancer reduction (Brauch et al., 2009).
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This hypothesis has been well tested and a study by Jin et al. (2005) showed that

genotype differences in CYP2D6 and the use of CYP2D6 inhibitors had a significant

outcome on women treated with tamoxifen (Jin et al., 2005). Jin et al. (2005) de-

termined that plasma concentrations of endoxifen after four months of tamoxifen were

statistically lower in women who had at least one copy of the variant gene. The largest

effect was seen in women who are homozygous for the variant gene. This provides

conclusive evidence that CYP2D6 polymorphisms or in some cases co-administration

of antidepressants, such as paroxetine or fluoxetine, are significantly associated with

altered tamoxifen activity.

What remains to be established is if CYP2D6 polymorphisms have an impact on

the incidence of side effects such as HFs. Several studies have been performed to

assess this association, key amongst which are Zembutsu et al. (2017) and Sestak

et al. (2012). Both groups sought to determine whether variants in CYP2D6 are

associated with the incidence of HFs. The Zembetsu et al. (2017) study enrolled

women with hormone-receptor positive and human epidermal growth factor 2 receptor

negative breast cancer receiving preoperative tamoxifen and prospectively investigated

the effects of CYP2D6 allelic variants on Ki-67 response, pathological response, and

HFs. No association between HFs and CYP2D6 variants were observed (Zembutsu et

al., 2017). This is supported by the study by Sestak et al. (2012) who retrospectively

investigated the association between CYP2D6 polymorphisms and HFs in women on

the IBIS-I trial. No significant difference was found between cases and controls in

women with the extensive metaboliser phenotype versus the intermediate metaboliser

phenotype, nor was there a significant difference between women with the extensive

metaboliser phenotype versus the poor metaboliser phenotype (Sestak et al., 2012).

Both studies agree that there is insufficient evidence to link CYP2D6 variants with

an increased incidence of hot flushes. However, as drug metabolism is a more complex

process involving more than one enzyme variant, other tamoxifen metabolising enzymes

should be investigated.

One possible reason there has been little consistency in the CYP2D6 literature is the

variation in the range of tamoxifen doses, between 20-40 mg/day, duration of therapy,

1-10 years, ER status of the primary tumour and the use of CYP2D6 inhibitors (Goetz

et al., 2015). Concomitant medications may have a negative impact on the recurrence

and incidence of breast cancers as a result of altered tamoxifen metabolism. However,
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they also have a positive impact on the incidence of side effects for the same reason.

Concomitant medications therefore represent an important confounding factor when

investigating the incidence of side effects as a result of altered tamoxifen metabolism

(Ingle, 2013).

Despite the inconclusive results, patients with reduced CYP2D6 activity remain at

risk of reduced tamoxifen efficacy or increased side effects. Guidelines on adjusting

therapies based on CYP2D6 genotypes offer the potential for improved results and

whilst these have been completed for a number of medications a review for tamoxifen

is still ongoing (Del Tredici et al., 2018).

CYP3A4 and CYP3A5

Another of the drug metabolism enzymes that has been investigated for its role in side

effects are the CYP3A enzymes; CYP3A4 and CYP3A5. Both the CYP3A5∗3 and ∗6

polymorphisms show no metabolic activity, whilst CYP3A4*22 polymorphism confers

decreased metabolic activity. Therefore, the concentration of endoxifen is expected

to be lower in women expressing these polymorphisms in one or more gene (de Vries

Schultink et al., 2015).

Baxter et al. (2014) conducted a prospective study investigating the link between

CYP3A4 polymorphisms and HF incidence. An inverse correlation between endoxifen

concentration and reports of HFs was observed after adjustment for age, BMI and

menopausal status. In particular CYP3A4∗22 carriers were less likely to report HFs

with an odds ratio of 8.87 of reporting zero HFs compared to those with the CYP3A4∗22

variant even when compared to those with similar endoxifen concentrations (Baxter et

al., 2014).

The implications of genetic polymorphisms altering the activity of tamoxifen at the

primary target site in breast tissue, while also causing secondary outcomes, such as

HFs, are of great importance. Particularly in the light of the results from the Study of

Tamoxifen and Raloxifene (STAR) trial, which showed that tamoxifen and raloxifene

are equivalent in reduction of breast cancer incidence. Given that raloxifene is not

metabolised by CYP2D6, and CYP2D6 was shown to be important in the prevention

setting, then it may be that a woman who is a poor metaboliser of tamoxifen due to

two variant CYP2D6 genes would be better using raloxifene rather than the current

standard tamoxifen.
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Baseline factors

Whilst HFs are most widely associated with reduced oestrogen concentration, several

modifiable health factors are associated with the risk of HFs including alcohol con-

sumption, smoking, and BMI (Gallicchio et al., 2006; Shobeiri et al., 2016; Tankó &

Christiansen, 2004). Alcohol consumption has been linked to higher risk of HFs in both

pre and postmenopausal women. However, alcohol consumption has been associated

with lower risk of HFs in perimenopausal women (Schilling et al., 2007a).

The exact nature of the association between alcohol and HFs is unknown, but some

studies show that alcohol consumption increases sex hormone concentrations. Pro-

posed mechanisms for the increase in sex hormone concentrations are either through

an increase in aromatase activity or via an effect on the adrenal gland (Purohit, 2000;

Singletary & Gapstur, 2001).

A cross-sectional study by Onland-Moret et al. (2005) found that women who con-

sumed more than 25g of alcohol per day had higher concentrations of oestrone (Ptrend

= 0.001), oestradiol (Ptrend = 0.03) and DHEA-S (Ptrend = 0.18) than non-drinkers.

No difference was observed in the concentrations of androstenedione, testosterone, and

SHBG between women who consumed alcohol and those who did not drink (Onland-

Moret et al., 2005). Further studies in postmenopausal women showed that concen-

trations of oestrone sulphate and oestradiol were higher in women who drank alcohol

compared to those that didn’t (Hankinson et al., 1995; Hines et al., 2000; Kobayashi

et al., 1996; Madigan et al., 1998). However, these studies found that the results for

oestrone were inconsistent (Cauley et al., 1989; Dorgan et al., 2001; Hankinson et al.,

1995; Hines et al., 2000; Madigan et al., 1998; Newcomb et al., 1995). Wu et al. (2001)

investigated the impact of alcohol on SHBG concentrations and found that SHBG is

reduced in women who drink a moderate amount of alcohol (Wu et al., 2001). Reduc-

tions in SHBG concentrations will further increase the activity of circulating oestrogens

and androgens as typically hormones bound to SHBG are inactive. Increased oestrogen

concentrations and reduced SHBG concentrations would; therefore, increase the levels

of bioavailable oestrogen. Studies investigating the effect of alcohol consumption on

androgen concentrations are less numerous and results from these studies are inconsis-

tent (Cauley et al., 1989; Dorgan et al., 2001; Hines et al., 2000; Madigan et al., 1998;

Newcomb et al., 1995).

The inconsistency between studies may be due to small sample sizes. Inconsistencies
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may also be explained by differences in length and quantity of alcohol intake, which vary

between studies (Singletary & Gapstur, 2001). Furthermore, the effects of alcohol may

be confounded by factors affecting oestrogen metabolism, such as smoking, a possible

as four of the previously addressed studies did not adjust for smoking status (Hines et

al., 2000; Madigan et al., 1998; Newcomb et al., 1995; Wu et al., 2001).

A study by Schilling et al. (2007) linked alcohol consumption to higher levels of

SHBG and lower free testosterone, testosterone not bound to SHBG, compared to

those who do not drink (Schilling et al., 2007a). However, neither SHBG concentra-

tion nor free testosterone levels explain the association between alcohol consumption

and HFs. When the number of drinks per week was investigated, levels of DHEA-S

are significantly higher in those who consume two or more drinks a week compared to

those who never use alcohol (Schilling et al., 2007a).

BMI is often hypothesised as a key factor for reducing the risk of HFs as research has

shown that postmenopausal women with high BMI also have higher concentrations

of oestrogens due to greater conversion of androgens to oestrogens in adipose tissues.

While the association of BMI with breast cancer outcomes have been well addressed,

the impact of BMI on side effects particularly in the prevention setting remains under

investigated (Liu et al., 2018a; Shieh et al., 2019).

The association of BMI and HFs has been addressed in healthy women with conflicting

results. It has been suggested that the inconsistencies are as a result of different

background levels of endogenous oestrogens and other hormones. The long-standing

hypothesis is that women with increased body size have higher levels of endogenous

oestrogens, due to androgen conversion in adipose tissue. Thus women with higher

BMI have a lower risk of HFs compared to women with lower BMI (Øverlie et al.,

2002). In contrast, some studies refute this hypothesis showing that increased BMI

increases the risk of HFs (Gallicchio et al., 2005; Miller et al., 2006; Schilling et al.,

2007b). Gallicchio et al. (2005) found that BMI increases the risk of any HFs including

a significant increase in severe HFs in women who were very obese (BMI > 30 kg/m2)

a group which had not been previously examined.

There is a very obvious contrast over the true nature of the effects of BMI on HFs.

While the hypothesis that higher BMI is protective of HFs has a biological basis, it is

likely that the true scenario is not as straight forward. A lack of adjustment for other
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covariates, such as smoking, and not accounting for the insulating effect of adipose

tissue are two issues that surround the previous work studying the effect of BMI on

HFs (Thurston et al., 2008). Therefore, the importance of investigating the role of BMI

on HFs within a specific population with adjustment for other covariates is essential.

Some studies found that lower BMI effects on HFs status are influenced by smoking sta-

tus (Gallicchio et al., 2006; Whiteman et al., 2003b). The association between smoking

and HFs has been well discussed with contrasting results. Some studies suggest that

smoking is associated with HFs, but in contrast others find no association whilst others

only find an association between smoking and HFs in women of low BMI (Cochran et

al., 2008; Whiteman et al., 2003b). However, the weight of evidence is in favour of

smoking increasing the risk of HFs or increasing the risk of more frequent and more

bothersome HFs. The mechanisms through which smoking could impact the incidence

of HFs is unclear, but studies have suggested several distinct pathways through which

smoking may impact HFs some of which could be exacerbated by the use of endocrine

therapy. These include:

i. Cigarette smoking directly depletes oestrogen concentrations by interacting with

CYP enzymes responsible for metabolism of chemicals in smoke as well as oe-

strogen

ii. Chemicals in cigarette smoke induce mutations in or destroy ovarian follicles

iii. Chemicals in cigarette smoke may inhibit aromatase activity

iv. Reduced body weight, as a result of smoking, leading to increased hot flush risk;

assuming an inverse association between BMI and HFs

It remains possible that smoking is associated with HFs through a mechanism not

involving oestrogen metabolism, as several studies show that there are similar oestrogen

concentrations circulating in both smokers and non-smokers (Whiteman et al., 2003b).

One possible alternative is that smokers have higher levels of androgens and that higher

androgen levels are responsible for the increased risk of HFs (Cochran et al., 2008).
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1.4.3 Musculoskeletal events

Musculoskeletal conditions are prevalent, and their impact pervasive. They are the

most common cause of severe long-term pain and physical disability, and they affect

hundreds of millions of people around the world. Musculoskeletal conditions are a

diverse group with regard to pathophysiology but are linked anatomically and by their

association with pain and impaired physical function. They encompass a spectrum

of conditions, including arthralgias, rheumatoid arthritis and osteoporosis (Woolf &

Pfleger, 2003).

The incidence of many of these events increases markedly with age, and many are

affected by lifestyle factors, such as obesity and lack of physical activity. Age is the

strongest predictor of the development and progression of musculoskeletal events. High

BMI, trauma and certain physical activities have also been associated within an in-

creased risk (Woolf & Pfleger, 2003). Musculoskeletal conditions are common in the

general population and affected approximately 18.8 million people in the UK in 2017.

About 10.5 million of the total were women with those aged over 65 at the highest risk

(Institute or Health Metrics and Evaluation (IHME), 2018).

Musculoskeletal events are also prevalent in women who take AIs after breast can-

cer. For postmenopausal women with ER-positive breast cancers, a group represent-

ing about 70% of all postmenopausal breast cancers, AIs are an important part of

treatment. However, as both breast cancer and side effect risk increase with age it

is important to understand the prevention and treatment of osteoporosis and other

musculoskeletal events, such as arthralgia and myalgia, in high risk women (Suskin &

Shapiro, 2018). In the following sections risk factors of musculoskeletal events will be

discussed.

1.4.3.1 Risk factors of musculoskeletal events

Oestrogens and hormones play a crucial role in the regulation and maintenance of bone

mass (Folkestad et al., 2009). Regulation occurs on both a larger scale and at a cellular

level. Forces involved at a higher level include the balance of systemic hormones, such

as androgens and oestrogens, and mechanical forces, such as gravity. At a cellular

level, osteoblasts are required for new bone formation and osteoclasts are responsible
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for bone resorption (Suskin & Shapiro, 2018). The dynamic between osteoblast and

osteoclast function is key in regulating new bone formation and resorption (Boyle et al.,

2003). The major regulators are osteoblasts which secrete osteoclastogenesis inhibitory

factor and a receptor activator of nuclear factor kB (NF-kB) ligand RANKL. RANKL

binds to RANKL receptors in osteoclast precursor cells and leads to differentiation to

mature osteoclasts which stimulates the mechanisms through which bone resorption

occurs (Suskin & Shapiro, 2018).

Maximum bone mass occurs at approximately 30 years of age, after which bone loss

starts to occur in both women and men. Osteoporosis is determined by starting bone

mass and the loss of bone mass from aging and menopause. While modifiable risk

factors, such as smoking and alcohol intake exist, osteoporosis is largely genetic with

other non-modifiable risk factors being age and low body mass (Kanis et al., 2019).

Single nucleotide polymorphisms

SNPs are also associated with AIA and myalgia. Associations with SNPs in OPG,

CYP17A1, vitamin D receptor and CYP2 all predict an increase in the incidence of

AIA musculoskeletal events (Garcia-Giralt et al., 2013; Lintermans et al., 2016).

Ingle et al. (2010) used a GWAS study to identify SNPs which may be associated with

musculoskeletal events. A nested case-control study with matching on age, treatment

with exemestane or anastrozole, presence of prior adjuvant chemotherapy, receipt of

celecoxib or placebo and time on study was used to assess the association. Popula-

tion stratification was minimised by only using white patients. Additional covariates

analysed included BMI, bisphosphonate use, previous fracture, prior HRT use, prior

radiotherapy and prior taxane therapy. The GWAS study identified four SNPs on

chromosome 14 with P-values of < 1e−6. Identification of these SNPs show that they

are all located on chromosome 14 and all are near the T-cell leukaemia 1A (TCL1A)

gene. Assessment of the function of these SNPs with the target genes suggests that

they create an oestrogen response element (ERE) (Ingle et al., 2010).

Studies have shown that SNPs linked to musculoskeletal events through expression of

TCL1A are highly correlated with a series of genes encoding cytokines and cytokine

receptors including Interleukin (IL) 17 receptor A. Knockdown of TCL1A results in the

decreased expression of IL17A, but the increased expression of IL17 with the converse

also true (Liu et al., 2012). Significant correlation between TCL1A expression and the
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cytokine receptor genes has been observed. By increasing the concentration of oestra-

diol, the expression of the Interleukin receptors was altered depending on the SNPs

present with experiments showing that TCL1A is upstream of multiple Interleukin

receptors.

Baseline factors

Many risk factors have been linked to a higher risk of developing musculoskeletal events.

Obesity has been consistently linked to larger numbers of musculoskeletal events. A

retrospective analysis of the ATAC study showed that obese women with a BMI >30

kg/m2 reported more musculoskeletal events than women who are normal weight, BMI

<25 kg/m2, or those who are overweight with a BMI of between 25 kg/m2 and 30

kg/m2 (Sestak et al., 2008). Analysis of a second trial, the IES trial, supports the

findings of ATAC where weight of >80 kg is a significant risk factor for arthralgia

development (Miegg et al., 2012). Another study that was designed specifically to

address the association between BMI and incidence of AIA. Results show that women

with BMI greater than 30 the proportion of women reporting arthralgia decreases

compared to those with BMI <25 kg/m2 (Crew et al., 2007). Both these groups have

significantly higher incidence than women with a BMI of 25-30 kg/m2. It remains to

be determined why overweight women are relatively protected. One hypothesis is that

increased adipose tissue provides higher concentrations of oestrogen due to aromatase

acting in these tissues. However, this may be counteracted by the extra stress placed

on joints by increased body weight (Niravath, 2013).

Prior HRT has also been associated with increased risk of developing AIA (Sestak et

al., 2008). Prior HRT use subjects were more likely to develop joint symptoms than

those who never used HRT (OR = 1.72 (1.53–1.93); P < 0.0001). The analysis also

determined that women who stopped using HRT less than six months prior to the start

of the trial were more likely to have joint symptoms than those who stopped longer

than six months before (Sestak et al., 2008).

Both weight and physical activity can impact inflammatory cytokines in particular

IL17 with obesity and lack of physical exercise increasing the concentrations of IL17

increasing the risk of developing AIA (Ahmed & Gaffen, 2010; Crew et al., 2007). The

increase in inflammatory cytokines may also be linked to other musculoskeletal events

with higher concentrations of IL1, IL6 upregulating expression of osteoblasts. This

upregulation speeds up osteoblast conversion to osteoclasts resulting in the breakdown
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of bones leading to joint pain (Santen, 2011).

Sex hormones

It is commonly believed that AIA is caused by oestrogen depletion although the mech-

anism is currently unsubstantiated. Perimenopausal women have been shown to have

a far higher incidence of arthralgia than premenopausal women; and shows how im-

portant menopausal status is due to the increased number of arthralgia, which also

develop at about the same age as menopause occurs (Magliano, 2010).

Sex hormones play a crucial role in the maintenance and growth of bone in both men

and women and androgen receptors are expressed in osteoblasts, and osteocytes which

are important cells in the formation and maintenance of bones (Clarke & Khosla, 2009).

However, androgens can also cause osteoclastic apoptosis, ultimately decreasing bone

resorption (Roux & Orcel, 2000). The most important effects of testosterone on bones

is through its aromatization to oestradiol, which activates ERα and ERβ in bone,

decreasing bone resorption and increasing bone mineral density (Kalb et al., 2013).

The studies by Kalb et al. (2013) would suggest that increased levels of testosterone,

and lack of conversion to oestrogens, is key in the impact of AIs on bone density and

musculoskeletal events (Kalb et al., 2013). However, little research has been performed

on the role of androgens in the incidence of musculoskeletal events in women taking

AIs. I aim to address this issue during my thesis by looking at a range of sex hormones

and their association with side effects of AI and tamoxifen therapy.

There are two central theories why low concentrations of oestrogen may cause joint

pain: (i) oestrogen has natural anti-nociceptive, a reduced perception of sensitivity to

pain; (ii) cytokine mediated inflammation (Din et al., 2010).

It is well documented that a reduction in oestrogen concentration is related to inflam-

mation in women taking AIs and experiencing musculoskeletal events via an increase

in cytokine production (Islander et al., 2011). In addition, research has shown that

synovial cells express aromatase which catalyses the conversion of androstenedione to

oestrone and testosterone to oestradiol which decreases production of IL6 (Le Bail et

al., 2001). Results of this show that AIs may increase the production of IL6 via inhibi-

tion of aromatase. IL6 is known to act as both a pro and anti-inflammatory cytokine,

while it is also known to be one of the key mediators in bone loss post-menopause

(D’Elia et al., 2003).
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1.5 Adherence to endocrine therapy

Side effects have an important impact on the effectiveness of preventive therapies for

breast cancer as success is dependent on adequate uptake and compliance to therapy.

Fear of side effects is a major reason women give for not taking preventive therapy

and for poor adherence to therapy. Studies show that less than 15% of eligible women

choose to take preventive therapy (Ropka et al., 2010; Smith et al., 2016). The impact

of side effects has been considered in recent guidelines recommending that tamoxifen,

raloxifene and AIs should be limited to women at increased risk of breast cancer.

For those not at increased risk the potential harm outweighs the potential benefit

(US Preventive Services Task Force et al., 2019). However, side effects are not the

only reason for poor uptake of preventive therapy. A meta-analysis of uptake in 26

studies including 21,423 women showed that having an abnormal biopsy, physician

recommendation, higher risk of breast cancer and older age were all associated with

increased uptake of preventive therapy (Smith et al., 2016). Additionally, uptake was

higher in trials (25.2% (95% CI 18.3–32.2)) than in non-trial settings (8.7% (95% CI

6.8 – 10.9)) (P < 0.001) (Smith et al., 2016). Previous experience of side effects,

particularly HFs resulted in lower uptake in one study (Yeomans-Kinney et al., 1995).

However, this was not true for all studies as Yeomans-Kinney et al. (1998) found no

association between previously experienced HFs and lower uptake to preventive therapy

(Yeomans-Kinney et al., 1998).

Adherence to optimal therapy during the first year of active treatment was adequate;

however, adherence to therapy over a five-year treatment period is sub-optimal (Smith

et al., 2016). Reporting after 5-years of active treatment shows that adherence to

preventive therapy ranged from 61.1% in the tamoxifen arm of the STAR trial to

80.8% in the Royal Marsden study (Powles et al., 1994; Vogel et al., 2010). However, a

lower estimate of adherence to therapy was later reported for the Royal Marsden study

(Powles et al., 1998). In the IBIS-I study, 65.2% of women were adherent to tamoxifen

for at least 4.5 years and 74.0% were adherent to placebo during the same time (Smith

et al., 2017). The rate of dropouts was highest in the first 12-18 months and decreased

after this point. Reports of nausea or vomiting were associated with a decrease in

adherence in the tamoxifen and the placebo arms (OR = 0.57 95% CI (0.37 - 0.86); P

= 0.007) and (OR = 0.58 (0.37 - 0.93); P = 0.023) respectively. Gynaecological side
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effects were also associated with a decrease in compliance in the tamoxifen arm (OR

= 0.77 (0.62 - 0.97); P = 0.024). In contrast, headaches were only associated with a

decrease in adherence in the placebo arm (OR = 0.62 (0.42 - 0.91); P = 0.016) (Smith

et al., 2017).

It is well established that some women are sub optimally adherent to anastrozole ther-

apy and that a large proportion of patients treated with AIs complain of joint related

symptoms leading to reduced compliance (Partridge et al., 2008; Smith et al., 2016).

Musculoskeletal events have been given as a major reason behind non-compliance to

anastrozole, but these musculoskeletal events do not affect all women enrolled in trials

and therefore a genetic basis for this variability has been hypothesised.

Full 5-year adherence in the IBIS-II study was estimated to be 68% in the anastrozole

group versus 72% in the placebo group (P = 0.0047). Adverse events were given as

the main reason for non-adherence in both the anastrozole group, 375 (20%); and

in the placebo group 298 (15%). Additionally, patient refusal of treatment was also

high (94 (5%) in the anastrozole group; 98 (5%) in the placebo group) (Cuzick et al.,

2014). These drop-out rates on anastrozole and placebo are similar to those found

in the MAP.3 trial after 5-years of active therapy. After 5-years, 735 (32.8%) women

randomised to exemestane and 646 (28.7%) women on placebo were no longer adherent

to therapy. The major reasons given in this trial for early discontinuation were toxic

effects (15.4% in the exemestane groups vs. 10.8% in the placebo group, P < 0.001)

and patient refusal (6.9% vs. 6.0%, P = 0.22) (Goss et al., 2011).

When determining women who are eligible for trials and for the use of prevention

therapies it is important to assess their risk of breast cancer to determine the risk-

benefit ratio. Most breast cancer risk assessment models use an array of risk factors

such as genetic mutations, age, menopausal status, HRT use, and MD. Models that

include multiple sources of information do improve risk estimates for breast cancer,

but currently assessment of side effect risk is non-cohesive and identification of risk

factors under investigated (US Preventive Services Task Force et al., 2019). This is the

main aim of my thesis; can we identify specific risk factors for the main side effects of

endocrine therapy. By identifying these risk factors, it would then be possible to assess

the risk of side effects a woman might experience during endocrine therapy.
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1.6 Models for predicting side effect risk

Prophylactic endocrine therapy for five years has shown decreased breast cancer risk

for women at high risk (Cuzick et al., 2007, 2020; Goss et al., 2011; Veronesi et al.,

2003). To have the ability to predict survival outcomes based on baseline or treatment-

emergent endocrine symptoms would be clinically important. It would also be impor-

tant to predict which women were likely to experience treatment-emergent endocrine

symptoms and therefore be able to factor the likelihood of side effects into the initial

discussion for endocrine therapy and to devise a schedule to minimise these side effects.

The overall aim is to increase uptake of, and adherence to, endocrine therapy.

The main focus of this thesis is to investigate markers which predict the risk of develop-

ing side effects and to investigate the association between side effects and breast cancer

incidence. I aim to investigate risk factors for side effects in more detail and aim to

build a prediction model to identify women who may be at increased risk of developing

these side effects during treatment. The goal is to incorporate SNPs, baseline factors

and sex hormones into a tool to assist the decision-making process about endocrine

therapy.

Women who have a high breast cancer risk, and would benefit from preventive inter-

vention, but a low risk of side effects could then be included in the target population

for therapy. Therefore, producing a risk model providing women with a realistic esti-

mate of the likelihood of side effects is essential. This would provide women who are

concerned about the use of endocrine therapy with more information for their decision

making. The prediction of side effects as a result of endocrine therapy is a crucial task

for epidemiology and public health. For efficient and effective prevention of disease

medication should not only impact the target disease but minimise the disruption to

quality of life (Liu et al., 2018). Models for predicting side effect risk would be useful

for clinical management and for developing prevention strategies. However, currently,

no prediction model for endocrine therapy side effects exists.

Multiple breast cancer prediction models exist to estimate a woman’s risk of breast

cancer and also to set clinical trial entry criteria and an individualised programme for

breast screening (Cuzick et al., 2002, 2014; Fisher et al., 1998). Another model is the

Gail model, which assesses the absolute risk of developing breast cancer (Gail et al.,
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1989). Other models, such as the Tyrer-Cuzick, estimate the risk of developing breast

cancer given the presence of certain risk factors when all other causes of mortality

are removed (Tyrer et al., 2004). While the two types of model are similar in the

short-term, over a longer period they can differ markedly (Gail & Pfeiffer, 2018).

The ideal prediction models are based on a variety of factors, have a strong genetic

element and are particularly useful and widely used for women who are at high-risk.

Inclusion of modifiable risk factors, such as BMI and HRT use, may provide a per-

spective on potential risk reduction if these exposures are avoided or reduced. Adding

MD and SNPs to existing models containing epidemiological factors may also help to

increase the accuracy of these models.

Polygenic risk scores (PRS) and MD have been added to prediction models to improve

prediction of breast cancer risk (Michailidou et al., 2013; Tamimi et al., 2007). Recent

studies have shown that including individual genetic risk variants or a PRS of multiple

variants and/or MD measures significantly improves the Tyrer-Cuzick (IBIS) model

(Brentnall et al., 2015, 2019; Cuzick et al., 2017; Evans et al., 2017; van Veen et al.,

2019). Studies have also found that the same is true for other risk models such as the

Gail model (Cheddad et al., 2014; Chen et al., 2006; Gail, 2009; Garcia-Closas et al.,

2014; Maas et al., 2016; Wacholder et al., 2010). In addition, evidence supports an as-

sociation between circulating oestrogens and androgens, with pre and postmenopausal

breast cancer risk (Endogenous Hormones and Breast Cancer Collaborative Group,

2011, 2013). Recently, studies have shown that incorporating sex hormone concentra-

tions can improve breast cancer risk prediction (Hüsing et al., 2017; Tworoger et al.,

2014).

If baseline factors, PRS, and hormone concentrations can be combined for the identi-

fication of women who are at low risk of side effects, prediction models could further

increase the target population for prevention (Khera et al 2018). An opportunity re-

mains for prediction models with respect to side effects as there has been little work

performed in this area. Determining whether SNPs and other biomarkers can help to

predict the risk of developing side effects could help an individual make an informed

decision regarding life-style changes or medication (Garcia-Closas et al., 2014).
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Chapter 2: Aims, hypotheses and thesis scope

2.1 Hypothesis

Endocrine therapy can significantly reduce the occurrence of breast cancer in women

who are at high risk. Several risk models for breast cancer have been developed, which

can accurately predict those at high risk of developing breast cancer. These women are

most likely to benefit from preventive endocrine therapy. This thesis investigates side

effects risk factors in women taking endocrine therapy for breast cancer prevention.

It is well reported that endocrine therapy increases the risk of menopausal-like side

effects, which significantly reduce a woman’s quality of life. Fear of side effects is

cited as a major reason behind the low uptake of preventive therapy which may lead

women to refuse endocrine therapy despite its proven beneficial effects. Research in the

adjuvant setting has established a number of potential risk factors for side effects and

several mechanisms of action have been proposed. Adjuvant studies have also shown

that women reporting early side effects have a reduced risk of breast cancer, suggesting

that side effects could be used as markers of endocrine therapy efficacy.

In this thesis it is hypothesised that side effect risk can be predicted and that a risk

model might help in the decision-making process about preventive endocrine therapy.

Therefore, the main objectives of this thesis are to explore potential markers, including

baseline measurements, genetic variants and hormonal factors to identify women who

may be at increased risk of developing these side effects and to produce a model to

predict side effect incidence during endocrine therapy. It is also hypothesised that, as

in the adjuvant setting, women who report side effects are at lower long-term risk of

breast cancer.
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2.2 Objectives and scope

Many studies performed in both the preventive and adjuvant setting have reported

endocrine related side effects occurring throughout the trials. Risk factors, such as

sex hormones, genetic mutations, body mass index (BMI) and reproductive factors,

have been used to study and evaluate breast cancer risk. However, application of these

markers to side effects has been minimal despite the proposed involvement of these risk

factors in side effect aetiology. Furthermore, no risk models combining these factors

have been developed for side effect prediction.

To understand how these factors can increase the incidence of endocrine related side

effects and to investigate whether prediction markers exist, data were utilised from

two placebo-controlled randomised controlled trials (RCTs), International Breast In-

tervention Study (IBIS)-I and IBIS-II, which investigated the efficacy of tamoxifen or

anastrozole, respectively, for prevention of breast cancer. Further details of the trials

and the use of RCTs is discussed in Chapter 3. Also, in Chapter 3, the statistical

techniques underpinning the analysis of the data and the suitability of these techniques

is discussed.

In Chapter 4 the association between baseline risk factors and side effects are investi-

gated. The individual and multi-factorial relationship of BMI, menopausal status, age,

smoking history, hormone replacement therapy (HRT) use and reproductive factors in

association with side effects reported during the first 6-months of endocrine therapy

will be assessed. Many of these anthropometric and modifiable factors can impact a

woman’s lifetime exposure to oestrogen and may be key in understanding the risk of

side effects. I aim to investigate the association between baseline factors and early side

effects and determine which factors have an impact on a woman’s risk of side effects.

Chapter 5 investigates the association between single nucleotide polymorphisms (SNPs),

which have links to breast cancer, with side effects from IBIS-I. The analysis has three

parts, a candidate gene study, a genome-wide association study, and a multi-loci anal-

ysis. The candidate gene (CG) analysis assesses the role of 571 SNPs in genes known

to be involved in tamoxifen metabolism and elimination, sex hormone metabolism,

aromatase activity and oestrogen signalling via receptors. Each of these biological

pathways have been previously proposed as mechanisms for side effect aetiology and as
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such alterations in these pathways may impact the risk of side effects. The CG analysis

is followed by an exploration of the data from a genome wide association perspective.

517,820 SNPs from an OncoArray is analysed for associations with hot flushes and

gynaecological side effects. Side effect incidence at baseline to six months is assessed

to determine any associations. Chapter 5 concludes with the formation of multi-loci

models for predicting side effect risk from SNPs and the use of polygenic risk scores to

determine the impact of multiple risk alleles.

Chapter 6 investigates the role of sex hormone concentrations at baseline, on side ef-

fects reported during the first 12 months of active therapy, in postmenopausal women

enrolled in the IBIS-I and IBIS-II trials. It has been reported that a single measurement

of endogenous hormones in postmenopausal women can predict the risk of hormone re-

sponsive breast cancers for up to 20 years. Low oestrogen concentrations are also often

proposed as the major mechanism behind menopausal related side effects; however, the

role of androgens and sex hormone binding globulin (SHBG) are not well established.

Sex hormone concentrations are analysed by enzyme linked immunosorbent assay in

relation to side effect incidence. Baseline samples analyses determines concentrations

of dehydroepiandrosterone – sulphate (DHEA-S), SHBG, and testosterone. Bioavail-

able testosterone is also calculated to assess the associations of a hormone milieu with

endocrine therapy related side effects. Lastly, the association between sex hormone

concentrations and baseline risk factors, such as BMI, are investigated.

Chapter 7 aims to incorporate multiple risk factors explored in Chapters 4 – 6 and

develop a tool for predicting side effects utilising a wide range of risk factors to improve

the performance of the model. Unlike other cancers, such as lung or cervical cancer, in

which a single factor leads to the majority of cases, a large number of factors are im-

portant for determining the risk of breast cancer. Therefore, the most effective models

for predicting breast cancer risk are those that contain multiple risk factors as these

allow for the best stratification of women into higher or lower risk categories; here a

similar model for side effects is proposed. Validation of these signatures is performed

by partitioning the data sets into training and validation sets prior to model forma-

tion and using 10-fold cross-validation in the training set to define a model. The most

appropriate models for this problem are unknown, as are the optimal configurations

of these models. However, any selected model should use the data efficiently and the

process of model development should be clear and detailed to enable reproducibility.
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Therefore, two models, logistic regression and least absolute shrinkage and selection

operator (LASSO) are used to predict side effect outcomes and the best method se-

lected. Logistic regression models are widely used statistical models which allow for

multivariate modelling of binary outcomes this method is selected due to its popularity

in recently published literature. LASSO models offer efficient optimisation of parame-

ters, particularly when there is a large number of covariates. The performance of the

two models is compared to determine side effect outcomes from baseline risk factors

and also to assess the impact of adding genomic risk factors and sex hormone risk

factors to the models. The prediction performance of each of these models is compared

and the models are used to predict side effects in the validation set. The best model is

subsequently used to construct a side effect risk score which can be used to determine

whether a women will be at high risk of side effects during the early stages of endocrine

therapy.

Chapter 8 focusses on the relationship between side effects and breast cancer. Stud-

ies in the adjuvant setting have shown that side effects may predict a reduction in

recurrence. Hence, the relationship between early reported side effects and the inci-

dence of overall and oestrogen receptor-positive breast cancer is assessed in women

from the IBIS-I and IBIS-II trials. The expectation is that side effects, as a result of

low oestrogen concentrations, predict a reduction in breast cancer risk particularly for

ER-positive disease.

Finally, Chapter 9 sets out any further work and conclusions from this thesis. Further

work includes analyses that were not feasible to complete or additional work that has

been identified throughout the course of the PhD.

This work has three main overarching aims:

1. To investigate whether baseline measurements, genetic variants, and sex hor-

mones can impact side effect development during the first 6 months of endocrine

therapy using data from the IBIS-I and IBIS-II trials.

2. To combine these factors into a tool that can be used to accurately determine

a woman’s risk of side effects as a result of taking endocrine therapy for breast

cancer prevention.

3. To assess whether early reported side effects are associated with a woman’s long-

term breast cancer risk.
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To address these questions, side effects that were the most prominent treatment-

related, predefined, known to be linked to the respective endocrine therapies,

and which were reported in large numbers of women during the initial analyses

of IBIS-I and IBIS-II were selected. The assessment of side effects within six

months follow up enables them to be reviewed in the largest cohort of women

as the dropout rates were highest during this time. Additionally, the highest

incidences of side effects were reported during this six month period.
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Chapter 3: General methods

This chapter introduces the two main trials which provided the data for each of the

analyses in the thesis. Following this, the main statistical methods used to analyse the

data are summarised, highlighting procedural decisions, and strengths and weaknesses

of each chosen method. This chapter should be treated as a reference for each of

the following chapters and provide supporting evidence for the statistical tools used

throughout this thesis.

3.1 International Breast Cancer Intervention Study I (IBIS-I)

IBIS-I began recruitment of women at high risk of developing breast cancer in 1992.

Women were randomised to receive oral tamoxifen (20 mg/day) or matching placebo.

The primary endpoint was occurrence of breast cancer, including both invasive breast

cancer and ductal carcinoma in situ (DCIS).

IBIS-I was designed as an international, double-blind, randomised placebo-controlled

trial, which recruited pre and postmenopausal women aged 35 - 70 years between April

1992 and March 2001. Eligible women were at an increased risk of breast cancer, the

magnitude of which was determined by their age at randomisation. For those aged 45

– 70y women were eligible if they had at least one of:

• First-degree relative who developed breast cancer at or before age 50y

• First-degree relative with bilateral breast cancer

• Two or more first-degree or second-degree relatives with breast cancer

• Lobular carcinoma in situ

• Atypical hyperplasia

• Nulliparous and a first-degree relative who developed breast cancer

• Benign biopsy and first-degree relative who developed breast cancer
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Women were eligible from age 40y if the first degree relative with bilateral breast cancer

had cancer before age 50y. For eligibility at 35y, a first-degree relative’s cancer must

have been diagnosed before age 40y. Women with two or more first or second-degree

relatives with breast cancer were eligible from age 40y if both relatives developed breast

cancer before age 50y and from age 35y if both relatives were first degree and developed

breast cancer before age 50y. Additionally, risk-equivalent women, those with a strong

family history, not fitting specific categories, but judged by the study chairman to be

at higher risk than the minimum eligibility category were also able to join the trial

(Cuzick et al., 2002).

Exclusion criteria were any previous invasive cancer with the exception of non-melanoma

skin cancer, any history of deep-vein thrombosis, pulmonary embolism, or use of anti-

coagulants. Women with a life expectancy of less than ten years or women who were

pregnant or who wished to become pregnant were also ineligible (Cuzick et al., 2002).

Use of hormone replacement therapy (HRT) was permitted during trial for treatment

of menopausal symptoms, but was at the lowest concentration for control of symptoms

(Cuzick et al., 2007).

7,154 women were randomised 1:1 to either placebo (N = 3,575) or to tamoxifen (N =

3,579) 20 mg/day orally for a period of five years. During the five-year treatment phase

of the trial, women had a follow-up years in the clinic or by telephone every six-months.

During these follow-up visits, predefined side effects and other diseases were collected,

using the CRF to record the information, by asking women to grade their experience

of each side effect with options being none, mild, moderate or severe. Appendix 2

contains a copy of the six-month follow up CRF form and final follow up form. The

format of the six-month form was utilised at 12, 18, 24, 30, 36, 42, 48 and 54 months.

The primary endpoint was the occurrence of breast cancer including invasive breast

cancer and DCIS. Secondary endpoints included the occurrence of invasive oestrogen

receptor-positive breast cancer, all-cause mortality, and adverse events (Cuzick et al.,

2015). Baseline demographics of women included in the IBIS-I trial are shown in Table

3.1.
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Table 3.1: Demographic of women enrolled on IBIS-I according to ran-
domised treatment

Risk Factor Tamoxifen∗ Placebo∗

(N = 3,579) (N = 3,575)

(Median (IQR) (Median (IQR)

Age at randomisation 49.0 (45.0 - 54.0) 49.0 (46.0 - 55.0)
Age at menarche 13.0 (12.0 - 14.0) 13.0 (12.0 - 14.0)

Age at menopause 48.0 (44.0 - 51.0) 48.0 (42.0 - 50.0)
Menarche to menopause 35.0 (30.0 - 38.0) 35.0 (29.0 - 38.0)

Age at first birth 23.0 (21.0 - 26.0) 23.0 (21.0 - 26.0)

(N (%)) (N (%))

Premenopausal 1613 (45.1) 1631 (45.7)
Postmenopausal 1936 (54.1) 1922 (53.8)

BMI (kg/m2)
< 25 1447 (40.5) 1431 (40.1)
25-35 1301 (36.4) 1334 (37.4)
>30 829 (23.2) 805 (22.6)

HRT
Never 2093 (58.5) 2120 (59.4)

Ex-User 567 (15.9) 505 (14.2)
Current 910 (25.4) 941 (26.4)

Smoking status
Never 1753 (49.0) 1846 (51.7)

Ex-smoker 1140 (31.9) 1077 (30.2)
Current 675 (18.9) 645 (18.1)
Parous 3111 (87.0) 3118 (87.3)

Type of menopause
Natural menopause 1051 (29.4) 985 (27.6)

Hysterectomy or oophorectomy 327 (9.1) 318 (8.9)
Hysterectomy and single

oophorectomy
161 (4.5) 159 (4.5)

Hysterectomy and bilateral
oophorectomy

281 (7.9) 326 (9.1)

* 7 women Tamoxifen (N = 2), Placebo (N = 5) are randomised but no entry or follow up information
is available. Percentages of women are therefore from a total of Tamoxifen N = 3,577 and Placebo
N = 3,570.

The median age of women randomised to tamoxifen was 49.0 years (IQR 45.0 - 54.0).

54.1% (N = 1,936) were postmenopausal and 58.5% had never used HRT. Median BMI

was 25.97 (IQR 23.31 - 29.74) and 49.0% had never smoked. Median age at menarche

was 13.0 (IQR 12.0 - 14.0) and median age at menopause was 48.0 (IQR 44.0 - 51.0).

87.0% of women had at least one child and the median age at first birth was 23.0 (IQR

21.0 - 26.0) (Table 3.1).

For women randomised to placebo, the median age was 49.0 years (IQR 46.0 - 55.0).

53.8% (N = 1,922) were postmenopausal and 59.4% had never used HRT. Median BMI

was 26.06 (23.23 - 29.59) and 51.7% had never smoked. Median age at menarche was
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13.0 (IQR 12.0 - 14.0) and median age at menopause was 48.0 (IQR 42.0 - 50.0). 87.3%

of women had at least one child and the median age at first birth was 23.0 (IQR 21.0

- 26.0) (Table 3.1). There were no significant differences between treatment groups for

these variables.

In the first trial report, a median 96 months after randomisation, a total of 337 breast

cancers were reported. Incidence in the tamoxifen arm was 27% lower than in the

placebo arm, 142 breast cancers reported in 3,579 women in the tamoxifen group and

195 in the 3,575 women in the placebo group (RR = 0.73, 95% CI (0.58 - 0.91); P

= 0.004). The risk reduction for ER-positive invasive breast cancer was 34% lower in

the tamoxifen arm, 87 reported cases compared to 132 reported ER-positive invasive

breast cancers in the placebo arm (RR = 0.66 (0.50 - 0.87)). No difference in risk of

ER-negative invasive tumours (35 in each arm, RR = 1.00 (0.61 - 1.65)) across the

entire follow-up period was observed (Cuzick et al., 2007).

In a further follow up in 2015 after a median of 16.0 years follow-up, a total of 601

breast cancers had been reported. 251 (7.0%) were reported in the tamoxifen group

compared to 350 (9.8%) in the placebo group. This corresponds to a 29% reduction

in breast cancer incidence in the tamoxifen arm compared to the placebo group (HR

= 0.71 95% CI (0.60 - 0.83); P < 0.0001). The reduction in risk increased to 34% for

invasive ER-positive breast cancer (HR = 0.66 (0.54 - 0.81); P < 0.0001) and 35% for

DCIS (HR = 0.65 (0.43 - 1.00); P = 0.05). However, again no effect was observed for

invasive ER-negative breast cancer (HR = 1.05 (0.71 - 1.57); P = 0.80) (Cuzick et al.,

2015).

The protective effect of tamoxifen for any breast cancer was similar between 0-10 years

after randomisation and >10 years after randomisation (ratio = 0.98 (0.74 - 1.30); P

= 0.91) confirming a benefit of five-years of tamoxifen compared to placebo for up to

20 years. A similar pattern was observed for invasive ER-positive breast cancer (ratio

= 0.94 (0.66 - 1.31); P = 0.69). However, the risk for ER-negative breast cancer was

higher after 10 years compared to the first 10 years of follow-up; although the difference

was not statistically significant (Cuzick et al., 2015).
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3.2 International Breast Cancer Intervention Study II Prevention

Trial (IBIS-II)

IBIS-II was initiated in 2003 and recruited postmenopausal women without breast

cancer but at high risk of developing breast cancer and randomised these women to

anastrozole (1 mg/day) or matching placebo for five-years. As with the IBIS-I trial the

primary outcome of interest was breast cancer including both invasive and DCIS.

IBIS-II was an international, double-blind, randomised placebo-controlled trial, which

recruited postmenopausal women aged 40–70 years between February 2003 and January

2012. Women were deemed to be postmenopausal when they were aged 60 years or

older; had had a bilateral oophorectomy; were younger than 60 years, were uterine

intact but had at least 12 months of amenorrhoea; or were aged less than 60 years, had

no uterus, and had a concentration of follicle stimulating hormone of greater than 30

IU/L. Inclusion criteria for women aged 45 - 70y:

• First degree relative who developed breast cancer at age 50y or less

• First degree relative who developed bilateral cancer

• Two or more first or second-degree relatives who developed breast or ovarian

cancer

• Nulliparous or age 30y or above at first birth, and first degree relative who de-

veloped breast cancer

• Benign biopsy with proliferative disease and first degree relative who developed

breast cancer.

• Mammographic opacity covering at least 50% of the breast

• First degree relative with breast cancer at any age

• Age at menopause 55y or more

• Nulliparous or age 30y or above at first birth
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For women aged 40-44

• Two or more first or second-degree relatives who developed breast cancer or

ovarian cancer at age 50y or less

• First degree relative with bilateral breast cancer who developed first breast cancer

at age 50y or less

• Nulliparous or age 30y or above at first birth, and first degree relative who de-

veloped breast cancer at age 40y or less

• Benign biopsy with proliferative disease and first degree relative who developed

breast cancer at age 40y or less

For women in all age groups

• Lobular carcinoma in situ (LCIS)

• Atypical ductal or lobular hyperplasia in a benign lesion

• DCIS (ER-positive) diagnosed within last six months with completed adequate

local treatment

• Women with a clearly apparent family history indicating appropriate increased

risk

Women were eligible if they met at least one of the above criteria. In addition, women

were also eligible if the Tyrer-Cuzick model indicated a 10-year absolute breast cancer

risk of greater than 5%.

Exclusion criteria were: premenopausal women; any previous diagnosis of breast cancer;

any invasive cancer in the previous 5 years (except for non-melanoma skin cancer or in-

situ cervical cancer); present or previous use of SERMs for more than 6 months (unless

as part of IBIS-I and treatment was completed at least 5 years before study entry);

intention to continue HRT; prophylactic mastectomy; evidence of severe osteoporosis

(T score < -4 or more than two vertebral fractures); life expectancy of fewer than 10

years; psychologically or physiologically unfit for the study; or a history of gluten or

lactose intolerance, or both (Cuzick et al., 2014).
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Eligible women were randomised to receive 1 mg oral anastrozole or matching placebo

every day for 5 years. Women enrolled on IBIS-II were followed up at 6 and 12 months

and then annually during the five-year active therapy phase. During these follow-

up visits, which were performed in person or via telephone, as per the IBIS-I trial,

predefined side effects and other diseases were collected by asking women to grade

their experience of each side effect during the last six month period with options being

none, mild, moderate or severe. Appendix 2 contains a copy of the entry CRF form

and the six-month follow up CRF form used for data collection at each follow up

visit. The primary endpoint was histologically confirmed breast cancer (invasive cancers

or DCIS). Secondary endpoints were oestrogen-receptor-positive breast cancer, breast

cancer mortality, other cancers, cardiovascular disease, fractures, adverse events, and

deaths not due to breast cancer. Demographics of women included on the IBIS-II trial

are displayed in Table 3.2.

The median age for women randomised to anastrozole was 59.5 years (IQR 55.0 - 63.5).

52.8% had never used HRT and 55.4% had never smoked. Median BMI was 27.36 (IQR

24.2 – 31.1), median age at menarche was 13.0 (IQR 12.0 - 14.0) and median age at

menopause was 50.0 (IQR 45.0 – 52.0). 85.9% of women had at least one child and the

median age at first birth was 24.0 (IQR 21.0 – 27.0) (Table 3.2).

The median age for women randomised to placebo was 59.4 years (IQR 55.1 - 63.4).

52.9% had never used HRT and 58.3% had never smoked. Median BMI was 27.3 (IQR

24.4 - 31.3), median age at menarche was 13.0 (IQR 12.0 - 14.0) and median age at

menopause was 50.0 (IQR 45.0 - 52.0). 84.8% of women had at least one child and

the median age at first birth was 24.0 (IQR 21.0 - 27.0) (Table 3.2). There were no

significant differences between treatment groups for these variables.

The first results of IBIS-II, after a median follow-up of 5 years (IQR 3.0 - 7.1) found

that women in the anastrozole group had a 50% reduction in invasive breast cancer

compared to the placebo group (40 cases vs 85 cases, HR = 0.47 (0.32 - 0.68); P <

0.0001). The risk reduction increased to 58% for invasive ER-positive breast cancer

(HR = 0.42 (0.25 - 0.71); P = 0.001) and 70% for DCIS (HR = 0.30 (0.12 - 0.74); P

= 0.009). No significant difference was observed in the number of ER-negative breast

cancers reported between the anastrozole and placebo arm (11 vs 14, HR = 0.78 (0.35

- 1.72); P = 0.538) (Cuzick et al., 2014).
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Table 3.2: Demographic of women enrolled on IBIS-II according to ran-
domised treatment

Risk factor Anastrozole Placebo
(N = 1920) (N = 1944)

(Median (IQR)) (Median (IQR))

Age at randomisation 59.5 (55.0 - 63.5) 59.4 (55.1 - 63.4)
Age at menarche 13.0 (12.0 - 14.0) 13.0 (12.0 - 14.0)

Age at menopause 50.0 (45.0 - 52.0) 50.0 (45.0 - 52.0)
Menarche to menopause 36.0 (32.0 - 39.0) 36.0 (32.0 - 39.0)

Age at first birth 24.0 (21.0 - 27.0) 24.0 (21.0 - 27.0)

(N (%)) (N (%))

BMI (kg/m2)
< 25 579 (30.2) 571 (29.4)
25-35 693 (36.1) 721 (37.1)
> 30 594 (30.9) 600 (30.9)
HRT
Never 1014 (52.8) 1029 (52.9)

Ex-User 901 (46.9) 912 (46.9)
Smoking status

Never 1064 (55.4) 1134 (58.3)
Ex-smoker 604 (31.5) 589 (30.3)

Current 223 (11.6) 198 (10.2)
Parous 1649 (85.9) 1649 (84.8)

Type of menopause
Natural menopause 1338 (69.7) 1334 (68.6)

Hysterectomy 308 (16.0) 316 (16.3)
Oophorectomy 17 (0.9) 26 (1.3)

Hysterectomy and
oophorectomy

227 (11.8) 243 (12.5)

After a median follow-up of about 11 years (131 months) women in the anastrozole

group had a 49% reduction in breast cancer compared to the placebo group (85 vs 165

cases, HR = 0.51 (0.39 - 0.66); P < 0.0001). The risk reduction increased to 54% for

invasive ER-positive breast cancer (HR = 0.46 (0.33 - 0.65); P < 0.0001) and 59% for

DCIS (HR = 0.41 (0.22 - 0.79); P = 0.0081), especially in participants known to be

ER-positive (HR = 0.22 (0.78 - 0.65); P = 0.0062) (Cuzick et al., 2020).

The reduction in overall breast cancer was largest in the first five-years of follow-up

(HR = 0.39 (0.27 - 0.58); P < 0.0001), but the reduction after the initial five-years was

still significant as 50 new cases of breast cancer were reported in the anastrozole group

compared to 76 in the placebo group (HR = 0.64 (0.45 - 0.91); P = 0.014). There

was no statistically significant difference in event rate between the first five-years and

subsequent follow-up period (P = 0.09). The same was true for invasive ER-positive
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breast cancer which was reduced by 61% in the first five-years (HR = 0.39 (0.23 - 0.66);

P < 0.0001), but by a slightly reduced 48% after five-years (HR = 0.52 (0.33 - 0.83);

P = 0.0062). The difference between these periods was not statistically significant (P

= 0.43). An initial 71% reduction in DCIS was observed (HR = 0.29 (0.11 - 0.80);

P = 0.016); however, this became a 44% reduction after five-years (HR = 0.56 (0.23

- 1.32); P = 0.18). The difference between the two time periods was not statistically

significant (P = 0.43). These result make IBIS-II the first and only trial to show the

long-lasting effects of anastrozole for prevention of breast cancer (Cuzick et al., 2020).

3.3 Randomised controlled trials

Randomised control trials (RCT) are considered the gold standard in trial design as

this type of study provides numerous advantages (Baum and Houghton 1999). RCTs

are also the most stringent way of determining whether a cause-effect relation exists

between the intervention and the outcome. However, results may not always mimic real-

life treatment situation as women enrolled on these trials must meet a set of inclusion

and exclusion criteria and the trial is conducted in a highly controlled manner and thus

results are not always applicable to a wider target population.

Randomisation minimises allocation bias, selection bias, and confounding; however,

these sources of bias can also be minimised through blinding. Blinding minimises

performance bias and assessment bias, while allocation concealment minimises both

performance and assessment bias and the prospective design of RCTs minimises recall

error and selection bias (Schultz and Grimes 2002a, 2002b; Rothwell 2006). Secondly,

RCTs are comparative enabling the direct comparison of the treatment to a placebo

group, or other interventions such as an existing treatment in the case of new drugs, to

establish efficacy and to assess the risk profile of the treatment against the alternative

(Akobeng 2008; Zhang et al., 2014). In addition to assessing the effect of a treatment,

different treatment strategies or dosages can also be compared. However, while these

criteria maximize internal validity, at the same time these criteria limit generalisability

and reduce external validity outside of the study population (Saturni et al., 2014).

When a RCT is adequately powered, both Type 1 error, where the null hypothesis

is incorrectly rejected, and Type 2 error, where the null hypothesis is incorrectly ac-

cepted, are avoided, but this is also true for other study methods such as case-control
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studies. However, RCTs require an analytical approach that ensures reliability and

avoids methodical systematic bias (Saturni et al., 2014). This is usually obtained via

an intention to treat (ITT) analysis (Hollis and Campbell 1999; Estellat et al., 2009).

ITT is an analysis strategy that considers all patients in their initial randomisation

groups regardless of whether they switch groups or drop out. It is important not to

exclude those who do not receive the assigned therapy as these patients often do not

have the same prognostic features as those receiving that therapy (Estellat et al., 2009).

3.4 Statistical methods

3.4.1 Logistic regression

Logistic regression is a widely used technique due to its simplicity, efficiency, and use

of limited computational resources. Logistic regression calculates the odds of an event

occurring which is the probability of an event occurring divided by the probability

of an event not occurring, the impact of independent variables is usually explained in

terms of odds. Logistic regression compares odds ratios for an event between treatment

groups and permits easy model updating allowing for additional factors to be included

in a model easily and efficiently. If using linear regression, the mean of the response

variable (y) is modelled as a linear function with respect to x via Equation 3.1

y = β0 + β1x (3.1)

Equation 3.1: Linear function of a univariate regression model

However, this model fails when y is not a continuous variable (Park 2013). Logistic

regression enables prediction of categorical outcomes transforming the odds using the

natural logarithm. Equation 7.1, where p is the probability for the outcome of interest,

x is the explanatory variable and β0 and β1 are the parameters show the structure of

the logistic regression model (Peng et al., 2002).

logit(y) = ln(odds) = ln

(
p

1− p

)
= β0 + β1x (3.2)

Equation 3.2: Equation of the natural logarithm of a linear odds function

Taking the anti-log of both sides of Equation 7.1 and solving for p the probability of
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the outcome can then be obtained (Equation 3.3).

p(y) =
e(β0+β1x)

1 + e(β0+β1x)
(3.3)

Equation 3.3: Logistic equation for univariate regression

When adding multiple explanatory variables to the model the univariate model Equa-

tion 3.3 changes and takes the form of Equation 3.4 where n is the total number of

variables to be included in the model.

p(y) =
e(β0+β1X1+β2X2+...+βnXn)

1 + e(β0+β1X1+β2X2+...+βnXn)
(3.4)

Equation 3.4: Logistic equation for multivariate regression

When a logistic regression is calculated (Equation 3.4), the regression coefficient (β)

is the estimated increase in the logged odds of the outcome per unit increase in the

value of each independent variable when values of other independent variables are held

constant. In order to establish a relationship between the odds and the independent

variables in the logistic regression model, the odds need to be transformed to logit (log-

odds) by taking the natural logarithm (ln) of odds. This is because whilst the odds ratio

is constrained at the lower end, as it can’t be negative, it is not at the upper end skewing

the distribution (Bland and Altman 1996). The logarithmic transformation creates an

independent variable which in most cases has an approximate normal distribution. It

is also useful in that reversal of the categories in one variable simply reverses the sign

of the log odds ratio. When presenting results of a logistic regression, the exponential

of the regression coefficient (βx) is taken so that odds can be more easily interpreted

as the risk change per one unit increase in the independent variable given all other

independent variables are held constant.

The odds of an event are the ratio of the probability (p) that an event will occur to

the probability (1 – p) that it will not occur Equation 3.5.

Odds =
p

[1− p]
(3.5)

Equation 3.5: Equation for determining the odds

To assess the relationship of each side effect (outcome variable) and risk factors (pre-
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dictor variable), logistic regression is used in this thesis in a univariate and multivariate

fashion for each side effect. The odds ratio (OR) is a comparative measure giving the

ratio of two odds for an event usually between two different populations. For two events

A and B, the corresponding odds of A occurring relative to B occurring is:

OddsRatio {AvsB} =
odds{A}
odds{B}

=
pA((1− pA)

pB((1− pB)
(3.6)

Equation 3.6: Equation for calculation of the odds ratio

An OR is a measure of association between an exposure and an outcome and represents

the odds that an outcome (e.g. disease or disorder) will occur given a particular

exposure (e.g. health behaviour, medical history, intervention), compared to the odds

of the outcome occurring in the absence of that exposure. ORs express whether a

particular exposure is a risk factor for an outcome of interest and can be used to

compare the magnitude of various risk factors for that outcome. An OR = 1 indicates

that the exposure does not affect odds of outcome. An OR > 1 indicates an exposure

is associated with increased odds of outcome while an OR < 1 indicates an exposure

associated with decreased odds of outcome (Park 2013).

Logistic regression is free from many of the major assumptions required of linear regres-

sion that are based on ordinary least squares (OLS) methods. Among these missing

assumptions is linearity of relationship between independent and dependent variables.

Normality of the error distribution is also not required under logistic regression; how-

ever, multivariate normality does result in a more stable reliable model. Measurement

level of the independent variables can also vary under logistic regression with both con-

tinuous and categorical data handled well by logistic regression. Finally, the variation

of the dependent variable does not have to been consistent across the values of the

independent variable; heteroscedasticity is allowable in logistic regression (Park 2013).

However, some assumptions apply to logistic regression. Firstly, for binary logistic

regression, as applied in this thesis, the dependent variable must take only the values

zero and one. Since logistic regression estimates the probability of a positive outcome

as (p = 1) the dependent variable should be coded accordingly to avoid confusion in

the interpretation of the results. Secondly, each independent variable should not be

correlated with other independent variables thereby reducing the multicollinearity in

the model. Thirdly, whilst a linear relationship between the dependent and independent
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variables is not required in logistic regression, it does require that independent variables

are linearly related to the log odds of an event. Lastly, the sample size required for

logistic regression should be sufficiently large to ensure adequate representation of

samples in both categories of the dependent variable. Smaller sample sizes may result

in a low power to detect small deviations from the logistic model (Bewick et al., 2005).

During the process of logistic regression, models should not be under fitted due to

insufficient variables or over fitted through inclusion of meaningless variables as both

lead to unreliable conclusions.

In this thesis, logistic regression is used to calculate ORs for baseline factors, SNPs

and sex hormones, thereby forming a major part of the analysis for chapters 4-6. In

each of these chapters logistic regression was first used to calculate unadjusted ORs for

individual variables. Multivariate logistic regression was subsequently used to adjust

the univariate estimates for other variables. In chapter 4-6 the variables added for

adjustment were other baseline factors such as age, BMI, HRT use, smoking history,

menopausal status and randomised treatment. In chapters 4 and 6, reproductive factors

such as age at menarche, age at menopause, time between menarche and menopause,

and parity were also included as variables in multivariate logistic regression.

3.4.2 Testing for heterogeneity

Care must be taken when reviewing outcomes in multiple subgroups as this raises

the possibility of “p-hacking”, the act of creating ever smaller groups in order to find

any statistically significant p-value. Therefore, testing for heterogeneity between the

subgroups is important to identify different effects and ensure that significant p-values

are not being reported in error.

Testing for heterogeneity investigates the null hypothesis that the effect size is the same

within each subgroup (Higgins et al., 2003). The test statistic (usually Cochran’s Q) is

calculated from the sum of the squared deviations of each subgroup estimate from the

overall estimate. P values are obtained by comparing the statistic with a chi-squared

distribution with k -1 degrees of freedom; where k represents the number of subgroups

(Higgins et al., 2003).

Tests for heterogeneity are known to be poor at identifying true heterogeneity between
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subgroups in cases where there are small numbers of subgroups and therefore, the

power of the test is low. As a result, a non-significant p-value cannot be regarded

as evidence of homogeneity. In most cases the significance threshold is raised to P =

0.10 to ameliorate this issue; however, raising the significance threshold does increase

the risk of making a false positive conclusion (Higgins et al., 2003). In cases where

there are a large number of subgroups, especially when each subgroup is large, tests for

heterogeneity can have excessive power, and a p-value of 0.05 can be achieved based

on small differences between the different subgroups.

3.4.3 Genomic analysis

The genomic analysis forms the basis of chapter 5, investigating the impact of SNPs

on side effects reported in the first six months of IBIS-I. The analysis uses two types

of study design: a candidate gene (CG) study and a genome-wide association study

(GWAS). CG studies investigate the genetic variation associated with disease within

a small number of pre-specified genes, typically chosen as they form part of biological

pathways of interest. In CG studies, cases of disease and controls are analysed for

genetic differences found more commonly in one group or the other. In contrast, GWAS

studies investigate genetic variants spanning the entire genome, rather than limiting

the analysis to a relatively few number of genes. In both study types, results are

typically reported as ORs.

The benefit of a CG study over a GWAS is that by predefining the SNPs and genes

of interest, a large number of hypotheses are removed thereby reducing the number

of statistical tests performed and increasing the statistical power to detect differences.

This allows for the identification of SNPs and genes which may be associated with

the outcome at a level of significance less stringent than that available if the number

of statistical tests increases. However, CG studies are unavoidably biased toward the

particular genes selected and biological pathways of interest, as these are hand-picked

by investigators prior to analysis. As a result, the CG variants discovered may be given

undue attention. There are several additional weaknesses of CG studies. One difficulty

with CG studies is that differences in populations may result in the detection of alleles

that differ between case and control but are unrelated to the disease. Another is that

CG studies are often limited to the analysis of protein-coding regions of the genes,

neglecting neighbouring genes and introns, and how these may affect gene expression
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or epigenetics of CG.

The inclusion of genes which have not previously formed part of prediction panels

or which might help to explain some of the variance in side effect incidence cannot

be ignored and is one of the major strengths of GWAS. Investigation of additional

genes and markers can help to identify novel genes, which might be involved in the

trait of interest and to identify new mechanisms through which the outcome may be

mediated. GWAS are also useful for identifying low frequency and rare variants, which

may not previously have been identified in a CG study. However, the inclusion of

high numbers of genes and markers needs to be controlled in order to avoid a high

number of false positive associations. Multiple comparisons are an issue for every

genomic analysis. Given the size of the genome, and the large number of variants, it is

unlikely, a priori, that any variant is causally associated with a phenotype. Therefore,

strong evidence is required to avoid false positive associations between variants and

the phenotype (Balding 2006). As a result, GWAS are penalised for the large number

of tests included, meaning genetic variants must have a more stringent p-value than

the normal 0.05. In addition, GWAS may not identify the causal variant since many

GWAS rely on information from previous panels for genotyping and so may only find

associations for markers that are linked to the causal variant. Further discussion about

significance levels in genomic analysis can be found in section 3.4.4.

As neither study type is without potential issues, the analysis presented in chapter 5

was performed using both study types. Initially a CG analysis was used to investigate

the association of genes known to be involved in tamoxifen or sex hormone metabolism,

or hormone receptor coding, with side effects. A GWAS study was then performed to

allow for the identification of novel SNPs linked to side effects within this population.

However, due to stringent multiple testing adjustments, researchers must be aware

of an increased risk of false negatives. In both cases single SNPs were investigated;

however, analysing single SNPs will neglect any synergistic information provided by

the other SNPs in the genome. It is for this reason that multi-loci analysis and panels

of SNPs were considered to provide the maximum information for an individual when

assessing their risk of side effects.
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3.4.3.1 Quality control

Genotyping arrays allow direct measurement of thousands of markers in an individual’s

genome. Analysis of these rely on high quality measurement of markers and due to

the large number of loci investigated in GWAS, a small error rate can have detrimen-

tal effects. Therefore, removal of false positive associations and markers that have a

high error rate is important before conducting any genomic analysis. Removal of a

small number of individuals or markers from a large dataset has little impact on the

power to detect an association. However, every marker removed raises the potential

of overlooking a disease association and as a result could have a greater impact on

the study than removal of a single individual (Anderson et al., 2010). In the analysis

in Chapter 5, per-individual quality control (QC) was performed prior to per-marker

QC. This prevents markers being removed due to poorly genotyped individuals but

increases the risk of individuals being removed due to poorly genotyped markers. The

alternative would be to run both QC steps in parallel prior to removing any markers

or individuals. However, this would not avoid the possibility of unnecessary removal

of data. The following sections detail the processes included in each of the QC steps.

3.4.3.2 Removal of duplicated samples

Prior to QC and association analysis of genotype data, duplicate individuals were

removed from the dataset. Removal of duplicate individuals was based on the quantity

of missing data for each sample. The sample with the largest amount of data was

retained in the dataset. Due to the size of the genomic dataset and computational

limitations, it was not possible to analyse the genomic data as one dataset. Therefore,

the genotype data was split by chromosome to perform the per-individual and per-

marker QC.

3.4.3.3 Per-individual quality control

Per-individual QC included: (i) sex check: for the identification of individuals with

discordant sex information; (ii) heterozygosity and missing check: for the identification

of individuals with outlying missing genotype and/or heterozygosity rates.
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Sex check identifies individuals with discordant sex information and helps detect sample

errors and samples which have a poor genotype rate. Homozygosity rates across all X-

chromosomal genetic markers are calculated and compared against expected rates; 0.2

for females and 0.8 for males. Individuals whose assigned sex differs from the inferred

sex from homozygosity rates are removed from the study. Further exclusions from

the study were individuals with outlying missing genotype rates which aided detection

of poor DNA quality or concentration. In line with previous literature, a threshold of

more than 3% was set for removal of individuals with missing genotypes (The Wellcome

Trust Case Control Consortium 2007; Anderson et al., 2010).

3.4.3.4 Per-marker quality control

Per-marker quality control consists of: (i) check for missing SNPs: for identifying

markers with excessive missing genotype rates as a result of poor genotyping; (ii)

check of Hardy-Weinberg equilibrium (HWE): for the identification of markers which

show significant signs of deviation from HWE and (iii) check of minor allele frequency

(MAF): for removal of marker with low MAF.

Markers with an excessive number of missing calls, are considered unreliable, and

were removed. To ensure consistency with individual genotype missingness rates, the

threshold for marker missingness was set at 3% after evaluation of marker missingness

rate.

Markers with strong deviation from HWE are indicative of genotyping errors. Serious

errors often yield extremely low p-values, markers failing HWE are identified by cal-

culating the observed and expected heterozygote frequencies per SNP, in individuals

that passed the per-individual QC process and computes the deviation of frequencies

for HWE using the HWE exact test. To avoid the removal of too many SNPs, a HWE

threshold of < 1 x 10−5 was selected for removal of SNPs replicating the data quality

control protocol of several earlier studies (Anderson et al., 2010; Marees et al., 2018).

The final per-marker QC process was the identification of markers with low MAF. Those

were removed as genotype calling is difficult due to the small sizes of the heterozygote

and rare-homozygote clusters. Markers with low MAF were identified by calculating

the frequencies for all variants that pass the per-individual QC procedure. Typically, a
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MAF threshold of 1-2% is applied but due to small sample size a higher MAF threshold

was required (Anderson et al., 2010). In chapter 5 analysis, the MAF frequency was

set to remove markers with a MAF of <5%.

3.4.3.5 Individual and multi loci analysis with logistic regression

When testing an individual SNP for its association with a case-control outcome, con-

tingency tables offer a simple method of displaying data. Contingency tables are a 2

× 3 matrix containing the counts of cases and controls at each genotype: wild type,

heterozygote and homozygote variants, for the SNP of interest Table 3.3. The sim-

plest analysis of SNP genotypes and case–control status at a single SNP is to test the

null hypothesis of no association between rows and columns of the 2 × 3 matrix that

contains the counts of the three genotypes among cases and controls (Balding 2006).

The most commonly used tests for this analysis are the Pearson test and the Fisher’s

exact test. In most circumstances these are the same test; however, in contrast to the

Pearson test which uses an approximation assuming a large sample size, the Fisher

exact test uses an exact procedure for the p-value particularly when the sample size is

small.

Analysis of association in Table 3.3 would produce two ORs and test statistics one for

each of the 2 × 2 comparisons: wild type versus heterozygous and wild type versus

homozygous.

Table 3.3: Genotypic distribution between cases and controls. Wild type
– zero copies of the variant allele, heterozygous – one copy each of the
variant and wild type allele, and homozygous – two copies of the variant
allele (Adapted from Sasieni 1997).

Wild type Heterozygous Homozygous Total

Cases RA RAB RBB R

Controls SA SAB SBB S

Total TA TAB TBB N

In the analysis of complex traits, it is often thought that the risk of disease conferred

by each SNP is additive; meaning that the risk of having one variant SNP will fall

between the homozygote-wild type risk and the homozygote-variant risk. However,
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SNP genotypes can also be grouped into classes or models such as dominant, recessive,

and multiplicative (Lewis 2002). Each model makes different assumptions about the

genetic effect in the data. Assuming two alleles for each SNP, where A is a dominant

allele and a is a recessive allele, a dominant model assumes that having one or more

copies of the dominant allele increases risk compared to the recessive allele so Aa or

AA genotypes have higher risk than an aa genotype. The same is true for a recessive

model in which two copies of the A allele are required to alter risk. The multiplicative

model assumes that if having a single dominant allele increases risk by 3-fold, the risk

increase for two copies of the dominant allele would be 9-fold: in this case if the risk

for Aa is k, the risk for AA is k2. The additive model assumes a linear increase in risk

for each copy of the A allele. Therefore, if the risk is 3-fold for Aa, the risk for AA

would be 6-fold: in this case the risk for Aa is k and the risk for AA is 2k (Bush &

Moore 2012).

Both the Pearson and Fisher tests have reasonable power for any of the genetic effect

models. However, if the genotype risks are additive both tests lack power compared to

the Cochran-Armitage trend test which is better suited to this scenario (Clarke et al.,

2011). To improve the power to detect additive risks via the Pearson test it is possible

to count alleles, rather than classifying according to genotype, thereby doubling each

individual’s contribution in a 2 × 2 table (Table 3.4).

Table 3.4: Allelic distribution between cases and controls (Adapted from
Sasieni 1997).

Variant Wild type Total

Cases RAB + 2RBB RAB + 2RAA 2R

Controls SAB + 2SBB SAB + 2SAA 2S

Total TAB + 2TBB TAB + 2TAA 2N

However, using the allelic distribution procedure is not recommended because it re-

quires an assumption that both alleles are not statistically associated in cases and

controls combined and also does not lead to interpretable risk estimates (Sasieni 1997;

Balding 2006). For a more advanced analysis approach of dichotomous case/control

traits in genomic studies, logistic regression is commonly used and is often the preferred

approach because it allows for adjustment for clinical covariates (and other factors) and
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can provide adjusted odds ratios as a measure of effect size.

For the analysis in chapter 5 the additive model was used. Additive models have

reasonable power to detect both additive and dominant effects; however, it is important

to note that an additive model may be underpowered to detect some recessive effects

(Lettre et al., 2007).

In addition to selecting the correct model for analysis, statistical tests should be ad-

justed for factors known to influence the incidence of the side effect of interest. An

additive model was used assuming a uniform, linear increase in risk for each copy of the

variant allele (Lettre et al., 2007). Logistic regression models were adjusted for other

side effect risk factors including age, menopausal status, BMI, HRT use, and smok-

ing status to reduce spurious associations. SNP were defined as being associated with

side effects if they met a significance level of 1.4×10−7 to control for multiple testing.

Additionally, SNPs were defined as suggestively linked but require validation in other

datasets if they met a pre-defined sub-threshold of 5×10−5 (Dudbridge and Gusnanto

2008; Burri et al., 2012). Further discussion of how statistical significance is decided

in genome analysis is presented in section 3.4.4. ORs and 95% CI were calculated for

all SNPs and those which met the statistical thresholds for any of the side effects were

reported.

SNPs located close to each other and which are statistically significant were tested

for linkage disequilibrium (LD). SNPs are said to be in LD when the frequency at

which one SNP is observed with another SNP is higher or lower than what would be

expected if the two loci were independent of each other. Many measures of LD have

been proposed, the two commonly used measures of LD are D
′
and r2 (Devlin and Risch

1995; The International HapMap Consortium 2005). D
′

is a measure of recombination

events between markers at a population level and is scaled between 0 and 1. A D
′

of

1 indicates complete LD, indicating no other possible combinations between the two

markers within the population and the opposite for a D
′

of 0 (Devlin and Risch 1995).

LD is also generally reported in terms of r2, a measure of correlation (Bush & Moore

2012). High r2 values indicate that one allele of the first SNP is often observed with

one allele of the second SNP, so convey similar information. Therefore, only one of

the two SNPs needs to be genotyped to capture the allelic variation (Bush & Moore

2012). There are dependencies between these two statistics; r2 is sensitive to the allele

frequencies of the two markers and can only be high in regions of high D
′

(Bush &
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Moore 2012).

Tag SNPs are selected to capture variation at nearby sites as alleles for these SNPs

tag the surrounding stretch of LD. However, patterns of LD are population specific

and therefore tag SNPs cannot be transferred from one population to another (Bush

& Moore 2012). LD is exploited to optimise genetic studies, preventing genotyping

SNPs that provide redundant information. Analysis of data from the HapMap project,

identified that 80% of commonly occurring SNPs in European descent populations can

be captured using a subset of 500,000 to one million SNPs scattered across the genome

(Dong et al., 2013).

3.4.4 Significance levels in genomic analysis

Statistical tests are generally called significant and the null hypothesis is rejected if

the p-value falls below a predefined alpha value, normally set to 0.05 for a single

comparison. In GWAS, hundreds of thousands of tests are conducted, each one with

its own false positive probability increasing the cumulative likelihood of finding one

or more false positives over the entire GWAS analysis. Therefore, it is imperative to

adjust for multiple testing to avoid the discovery of multiple false positives.

The simplest approach is to set the level of statistical significance at α = 0.05, which

is then adjusted using Bonferroni adjustment for multiple testing. The Bonferroni

correction adjusts the alpha value from α = 0.05 to α = (0.05/k) where k is the

number of statistical tests conducted. This produces a genome-wide significance level

of 1.4x10−7 based on testing 350,000 SNPs in the GWAS analysis in this thesis.

However, given many SNPs are correlated this genome-wide significance level can be

viewed as overly protective and leads to an increase in false negative findings. Other

adjustments are available to assess statistical significance. The simplest is to use a

“sub-threshold” level of 1x10−5 or 5x10−5 as a predefined cut-off to identify SNPs with

a suggestive association with the individual side effect (Dudbridge and Gusnanto 2008;

Burri et al., 2012). This adjustment utilises known patterns in the inheritance of SNPs

to reduce the threshold for statistical significance. It is important to stress that the use

of a sub-threshold can only be used to identify SNPs with a suggestive association with

an outcome. Any SNPs which meet this threshold must subsequently be confirmed in
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independent data sets.

Alternatively, rather than controlling the family-wise error rate by adjusting the false

positive rate (FPR) by the number of statistical tests to account for multiple testing,

the False Discovery Rate (FDR) can be used. FDR controls the expected proportion

of false positives among all signals with an FDR value below a fixed threshold, assum-

ing that SNPs are independent (Benjamini and Hochberg 1995). This method is less

conservative than Bonferroni correction.

The FDR is the rate at which features considered to be significant are actually not. In

the same way that an alpha level can be set to control FPR, a threshold for FDR can

also be set. For example, an FDR threshold of 0.05 is the expected proportion of false

positives among all features as, or more, extreme than the observed one. The use of

FDR allows for a decision to be made about how many false positives are acceptable

among all features that are called significant. This is useful in exploratory analyses,

such as GWAS, when a large number of features are expected to be truly significant

and is not desirable to restrict discovery capacity. This generates a large number of

significant features which can be confirmed in a later study.

Controlling for FDR does not imply any notion of statistical significance but is merely

a method to minimize the expected proportion of false positives (Marees et al., 2018).

Moreover, this method has its own limitation as SNPs and thus p-values are not in-

dependent and independence is an assumption of the FDR method (Benjamini and

Hochberg 1995).

3.4.5 Variable selection: Least Absolute Shrinkage and Selection Op-

erator (LASSO)

In a simple model with the aim of predicting observations of a response variable with

a combination of predictor variables, the true parameters are unknown and need to

be estimated from the sample. In the Ordinary Least Squares (OLS) approach, these

parameters are estimated in such a way as to reduce the sum of the residuals to the

smallest possible value to obtain the OLS parameter estimates. Two critical charac-

teristics affect estimators: bias and variance. Bias is the difference between the true

population and the expected estimator, and variance is a measure of the spread or
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uncertainty of these estimates. Large values for bias and variance result in poor pre-

dictions from the model and therefore both are required to be low. While the OLS

estimator is unbiased, it can have large variance particularly when the predictor vari-

ables are highly correlated with each other or there are many predictors. The solution

to this problem is to reduce the variance whilst introducing some bias to the model,

an approach termed regularisation. As model complexity increases, i.e. the number of

predictors increases, the model’s variance increases, but the bias decreases.

In order to select the minimum number of markers, which predict side effect outcome

both stepwise regression and shrinkage models, such as the Least Absolute Shrinkage

and Selection Operator (LASSO), can be employed to reduce the number of variables.

Rather than search through all possible subsets as in best subset selection, which be-

comes infeasible for large sample numbers, LASSO can seek a good path through them.

Forward-stepwise selection starts with the intercept, before adding parameters into the

model that best improves the fit (Hastie et al., 2014). Forward-stepwise regression is

computationally less intensive producing a fewer number of models than best subset

selection which contains many more (Hastie et al., 2014). There are several reasons

why forward-stepwise might be preferred (Hastie et al., 2014):

• Computational; for large number of variables the best subset may not be com-

putable, but the forward stepwise sequence can always be found (even when p

>> N)

• Statistical; selecting the best subset of every possible subset as with the stepwise

method can lead to increased variance; forward stepwise is more constrained

assessing variables individually, and as such will have lower variance, but perhaps

introduce more bias

Backward-stepwise selection starts with the full model sequentially deleting variables

with the least impact on the fit. Backward selection can only be used when N > p, while

forward stepwise can always be used. Where N is the total number of observations

(samples) and p is the number of variables. In this thesis the number of variables

(p) is much greater than the number of individuals (N); therefore, backward-stepwise

regression is not a suitable technique.

Subset selection retains a subset of the predictors and thereby produces an interpretable
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model which possibly has a lower prediction error than the full model. However, as

variables are either retained or discarded subset selection often leads to high variance,

and so doesn’t reduce the prediction error of the full model. Shrinkage methods are

more continuous, and don’t suffer as much from high variability (Hastie et al., 2014).

The LASSO represents a method of automatic variable selection, which can be used

to select predictors of a target variable from a larger set of potential or candidate

predictors. The LASSO formulates curve fitting as a quadratic programming problem,

where the objective function penalizes the absolute size of the regression coefficients,

based on the value of a tuning parameter (λ). In doing so, the LASSO can drive the

coefficients of irrelevant variables to zero, thus performing automatic variable selection

(Hastie et al., 2014). Once the model has been defined each of the model variables are

assessed for their overall significance in a regression, as well as changes in deviance and

provide p-values to decide if the parameter is supported in the model.

The choice of the tuning parameter (λ) can be achieved in one of two ways. The first

is to choose the value of λ which corresponds to the smallest information criterions,

e.g. Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC). The

second is to adopt a more machine learning approach performing cross-validation and

selecting the λ which minimises the cross-validated sum of squared-residuals. Whilst

the first approach places more emphasis on the model’s fit to the data, the second has

a greater focus on the model’s predictive performance. Therefore this thesis used the

second method to determine the λ for variable selection and model development as

predictive performance was more important.

Choosing λ through cross-validation requires the partition of data into K parts before

training the model using K -1 parts and testing the model in the final group. This is

repeated K -times, once for each of the partitions, by leaving one part out each time

and training and testing the model until each partition group has been tested. This

leads to the optimum value for λ that gives minimum mean cross-validated error as this

value of λ is the average of the errors in each of the cross-validated folds the estimate of

the error is uncertain and despite being the “best” model may be overfitted. However,

it is suggested that the best value to use for λ is one that is within one standard-error

of the minimum value; this acknowledges the fact that the risk curves are estimated

with error, so errs on the side of fewer variables (Hastie et al., 2014). Using the value

of λ at one standard error from the minimum as the selected value for λ results in a
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simpler model which cannot be distinguished from the best model in terms of error

given the uncertainty in the k -fold CV estimate of the error of the best model (Hastie

et al., 2014).

Multi-loci analysis of the genomic data in chapter 5 was performed using LASSO. SNPs

from the CG analysis and those previously identified as being associated with breast

cancer were included in multi-loci modelling.

LASSO was used to select variables via 10-fold cross-validation. Area under the curve

(AUC) was used to determine the best model and select the best subset of variables.

Coefficients and locus for each SNP in these models were reported.

These models were then used to determine a polygenic risk score (PRS). Side effect

status was modelled against the PRS score as a continuous measure and as quintiles

with the third quintile serving as the reference group using a generalised linear model.

Odds ratios and 95% CI for each quintile compared to the third quintile were reported.

3.4.6 Model performance classification

The diagnostic ability of models to predict outcomes has usually been determined by

the confusion matrix and the receiver operating characteristic (ROC) curve (Fawcett

2006). After defining a model and selecting variables which best describe the outcome

in the training set, a binary prediction can be made, of which there can be four types

of outcomes: true negative, false negative, false positive, true positive. These four

outcomes can be displayed in a confusion matrix sometimes known as an error or

contingency matrix; the basic outline of which is shown in Figure 3.1.

Predicted Class

Positive Negative

Actual Class Positive True Positives (TP) False Negatives (FN)

Negative False Positives (FP) True Negatives (TN)

Figure 3.1: The basic framework of a confusion matrix

True positives (TP) are the positive cases that the model correctly identified as positive.

Similarly, true negatives (TN) are the negative cases that the model correctly identified

as negative. False positives (FP) are negative cases which are incorrectly identified as
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positive by the model and false negatives (FN) are positive cases incorrectly identified

as negative by the model.

The following measures, which are based on the confusion matrix, are commonly used

to analyse the performance of classifiers, including those that are based on supervised

machine learning algorithms:

• True positives (TPR), or sensitivity. This metric corresponds to the proportion of

positive data points that are correctly considered as positive, with respect to all

positive data points. The higher TPR, the fewer positive data points are missed.

Sensitivity = Recall = TruePositiveRate (TPR) =
TP

TP + FN
(3.7)

• False positive rate (FPR). This metric corresponds to the proportion of negative

data points that are mistakenly considered as positive, with respect to all negative

data points. The higher the FPR, the more negative data points are misclassified.

False PositiveRate (FPR) =
FP

FP + TN
= 1− Sensitivity (3.8)

Other measures that are also often associated with ROC are:

Accuracy =
TP + TN

TP + TN + FP + FN
(3.9)

Precision =
TP

TP + FP
(3.10)

Specificity =
TN

TN + FP
(3.11)

The FPR and the TPR can then be plotted at many different thresholds, on a single

graph, with the FPR values on the x-axis and the TPR values on the y-axis to yield an

ROC curve (Fawcett 2006). The area under the resulting curve is called the area under

the receiver operating characteristic (AUC) which is commonly used to determine the

predictive power of a model with, a higher AUC value representing the superiority of

a classifier and vice versa.
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3.4.7 Survival analysis

In many survival studies, the primary outcome of interest is the time between entering

the study and the occurrence of an event of interest e.g. cancer or death. Survival

analysis allows for the analysis of rate of disease by focussing on: the hazard h(t) the

rate at time t ; and the survivor function S(t) which can be illustrated by the survival

curve and is the probability that an individual will survive, or not experience the event

of interest, up to and including time t.

Chapter 8 investigates the impact of side effects occurring during the first 6-months

of endocrine therapy on breast cancer incidence in the IBIS-I and IBIS-II studies was

investigated. For this analysis, survival analysis is used to investigate breast cancer

incidence from 6-months post randomisation up to 20-years post randomisation for

IBIS-I and 12-years post randomisation for IBIS-II.

One of the difficulties in survival analysis is that the event of interest has only occurred

in a subset of the study population leaving many where the time to event is unknown.

This is called censoring and it may occur for one of the following reasons (Clark et al.,

2003):

• a patient has not experienced the event of interest, by the end of the follow up

period

• a patient is lost to follow-up during the study period

• a patient experiences a different event that makes further follow-up impossible.

Such censored survival times underestimate the true time to event, as these are un-

known, and is often called right censoring. Censoring can also occur if the event of

interest occurs prior to first follow-up and hence exactly when it occurred is unknown.

In the analysis presented in chapter 8, the association between 6-month side effects

and breast cancer is investigated. Women who have breast cancer in the first 6-months

were excluded, from the analysis. Due to exclusion of women with breast cancer events

prior to the 6-month follow-up point the data analysed here only contains right censored

observations.

Kaplan-Meier (KM) method and KM plots are used to estimate and display the survival
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function and survival curve respectively. Survival and hazard functions are described

together with the KM estimation, and the Cox proportional hazards regression analysis

of survival data.

3.4.7.1 Survival and hazard

Survival data is often modelled in terms of two inter-related probabilities, survival and

hazard. The survival probability S(t) is the probability that an individual is without

the event of interest at a future time point t from the start of the study. This is a

fundamental aspect of survival analysis as the survival probabilities at different time

points provide information about the time to event and describe the survival experience

in the study population (Clark et al., 2003).

The hazard probability, h(t) or λ(t) is the probability that at a certain time point,

after study initiation, an event of interest is observed thereby representing the event

rate for a person who has survived to the time point t (Clark et al., 2003). The hazard

probability provides insight into the failure rates and provides a vehicle for specifying

a survival model. In summary, the hazard relates to the incident (current) event rate,

while survival reflects the cumulative non-occurrence (Clark et al., 2003).

3.4.7.2 Kaplan-Meier survival estimation

The Kaplan-Meier (KM) method allows the survival probability to be estimated from

survival times of both censored and uncensored data (Kaplan and Meier 1958). As

study participants have events during the follow-up period at distinct times, and as

events are assumed to be independent of each other, the probability of surviving from

one time point to the next can be multiplied together producing the cumulative survival

probability (Clark et al., 2003). Therefore, the probability of “surviving” or being

without the event of interest at time tj, can be calculated from S(tj−1) the probability

of being alive at tj − 1 the time point prior to the current time point of interest, nj the

number of patients alive before tj , and dj the number of events occurring at tj , using

Equation 3.12:

S(tj) = S(t(j − 1))(1− dj/nj) (3.12)

Equation 3.12: Equation defining the survival function at time tj
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As the value of S(t) remains constant between time of events, the estimated probability

is a step function that only changes at the time of each uncensored event. Therefore,

each patient contributes information all the while they are known to be event-free

(Clark et al., 2003). If every individual were to experience the event the estimator

would simply reduce to the ratio of the number of individual events free at time t

divided by the number of people who entered the study (Clark et al., 2003).

3.4.7.3 The hazard ratio and Cox regression

Survival of patients in two different treatment groups can be compared using nonpara-

metric tests with the logrank test the most widely used method (Peto et al., 1977). The

logrank test tests null hypothesis that the ratio of the hazard rates in the two groups

is equal to 1; therefore, no difference in survival between the two groups. However, it

cannot be used to investigate the effect of multiple variables on survival.

The Cox (proportional hazards or PH) model is the most commonly used approach for

analysing survival time data in medical research (Cox 1972; Bradburn et al., 2003).

It is a survival analysis regression model, which describes the relation between the

event incidence, as expressed by the hazard function and a set of covariates. The Cox

regression method estimates the hazard calculating the probability that an individual

experiences the event at a particular point in time.

Mathematically, the Cox model is expressed by Equation 3.13 where the hazard func-

tion h(t) is dependent on covariates (x1, x2, . . . , xp), the impact of which is determined

by the coefficient for each (b1, b2, . . . , bp). The baseline hazard (h0) and is overall haz-

ard if all covariates equal zero because e0 = 1 (Bradburn et al., 2003). Equation 3.13

calculates the hazard at time t; therefore, the cumulative hazard (H(t)), for the risk of

the event of interest from the start (time 0) to time t, can be calculated by summing all

the hazards up to time t. The covariates act multiplicatively on the hazard at any point

in time, resulting in the key assumption of the PH model: namely that the hazard of

the event in any group is a constant multiple of the hazard in another group implying

that the hazard curves for the groups are proportional and cannot cross (Cox 1972;

Bradburn et al., 2003).
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h(t) = h0(t)× expb1x1 + b2x2 + . . .+ bpxp (3.13)

Equation 3.13: Cox proportional hazards model

The hazard ratio (HR) compares the hazards at time t for each group of interest.

Simplifying equation 3.13 to include only one variable, side effects experienced in the

first 6-months, the hazard ratio of the side effect positive group compared to the side

effect negative group can be calculated using equation 3.14

HR(t) =
(h0(t)× exp(b1))

(h0(t))
= exp(b1) (3.14)

Equation 3.14: Formula defining the hazard ratio between the side effect

group and the non-side effect group

As the Cox PH model assumes that the hazard ratio remains constant through time

and equals exp(b1), the b1 is the estimated log hazard ratio for the side effect group

compared to the non-side effect group and thus once log transformed is equal to the

hazard ratio.

An HR above 1 indicates that more events have occurred in the side effect group thereby

decreasing the length of survival. When the hazard ratio is below 1, the covariate is

negatively associated with the event and therefore increases the survival time. An HR

of 1 indicates no difference in survival.

For the Cox PH method to be valid the covariate effect needs to be approximately

constant throughout the duration of the study, and the proportionality assumption

must hold (Bradburn et al., 2003). This means that the HR is assumed constant over

time. However, if the PH assumption fails, the HR is not constant over time and

becomes dependent on follow-up time (Prentice et al., 2005; Hernan 2010).

The PH assumption can be tested using graphical and analytical methods via Kaplan-

Meier survival curve (KM) estimates or via correlation tests of Schoenfeld residuals and

the event time respectively (Xue et al., 2013; Emmert-Streib and Dehmer 2019). These

tests are among the most frequently used approaches for assessing the PH assumption

and are popular as they can be calculated using standard statistical software and are

easy to interpret (Xue et al., 2013).
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KM estimates can show graphically whether the PH assumption holds and compares

observed and expected survival curves to assess the PH assumption. The observed

survival curves are calculated using stratified estimates of KM curves. Strata are

obtained from the categories of the covariates and the expected survival curves for each

stratum is obtained by performing a Cox PH model with each of the adjusted survival

curves, see Equation 3.14 (Emmert-Streib and Dehmer 2019). A comparison is then

performed between each survival curve for each covariate one at a time. Performing

the analysis one covariate at a time is more stringent hence the analysis is performed

this way rather than grouping all covariates together. Observed and expected survival

curves for each strata are plotted together. If the two lines of the KM curve cross then

the PH assumption is violated and needs to be controlled; however, if for each covariate

there is no convergence, and the observed and expected survival curves are close, then

the PH assumption can be said to hold (Emmert-Streib and Dehmer 2019).

Whilst the graphical method is a useful technique in the case of categorical variables

and few covariates, if an exploratory variable is continuous or if there are many cate-

gorical variables the plot can be difficult to implement (Machin et al., 2006; Lee and

Wang 2013). In these cases, Schoenfeld residuals are useful for the assessment of the

PH assumption (Schoenfeld 1982). A Schoenfeld residual can be calculated for each

exploratory variable and for each non-censored individual.

A reference vector containing the ranks of events is created with the first event receiving

a value of 1, the next subject receives a value of 2, and so on until each non-censored

individual is listed. A correlation test between the variables obtained in the first and

second steps is then performed. The null hypothesis is that the Schoenfeld residues

sum to zero and should be distributed around zero if the model is correct and the

PH assumption holds. A systematic trend or a significant regression coefficient in the

Schoenfeld residues in relation to the rank order of time indicates non-PH (Machin et

al., 2006; Lee and Wang 2013; Emmert-Streib and Dehmer 2019).

When the PH assumption is not met, the HR estimates would not be representative

over the whole intervention period. This might lead to the convergence and possible

crossing of survival curves outcomes which can be common in medical research (Zewdu

2009; Li et al., 2015). Crossing survival curves are often reported when the treatment

offers a short-term benefit, but no long-term advantages or when the treatments being

compared have different biological mechanisms of action (Li et al., 2015). Additionally,
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if different sub-populations are included and different populations respond differently

to the treatment this may be another reason for the survival curves to converge or cross

(Royston and Parmar 2013; Li et al., 2015).

3.4.8 Statistical software

All analyses in chapters 4, 6, 7, 8 were performed using R (R Foundation for Statistical

Computing, Vienna, Austria.). In chapter 5, QC was performed using PLINK (Ver-

sion 1.9) and R Version 3.6.0 through the plugin plinkQC R package (Chang et al.,

2015; Meyer 2018). Statistical analysis, OR and 95% CI, for both the GWAS study

and the CG study was performed using PLINK Version 1.9 (Package: PLINK[1.9], Au-

thors: Shaun Purcell and Christopher Chang, URL: www.cog-genomics.org/plink/1.9/)

(Chang et al., 2015). Output of statistical analysis was imported into R for further

analysis of interactions between SNPs and treatment and for production of graphics to

summarise the outputs.

In addition to the statistical software used in chapter 5, LDlink was used to plot the

LDmatrix for regions of interest. Genotypes from the Central Europeans living in

Utah (CEU) group of the 1000 genomes project will be used to assess the LD between

different SNPs within our cohort (Machiela and Chanock 2015; The 1000 Genomes

Project Consortium 2015).

3.4.9 Authors contribution

The IBIS-I study was designed by Jack Cuzick (J.C.), Anthony Howell (A.H), and John

Forbes (J.F.F.) and data was collected by A.H., Simon Cawthorn, Hamish Hamed,

Kaija Holli, and J.F.F. The author Michael Hale (M.H.) processed the experimental

data and performed all analysis within the thesis. All results were discussed with

Ivana Sestak (I.S.) and J.C. M.H. designed the studies in chapter 5 and chapter 6.

Samples for the genomic analysis were selected by J.C. and Assays were carried out

blindly at Genome Quebec (Montreal, Canada). M.H. performed QC of samples and

all subsequent analysis. Blood samples for sex hormone measurement were selected by

I.S. All sample measurement and QC was performed by M.H. prior to analysis. A more

detailed breakdown of contributions to each chapter can been found in a summary table

in Appendix 1.
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Chapter 4: Association of baseline factors with

endocrine therapy side effects

4.1 Introduction

Endocrine therapies, both selective oestrogen receptor modifiers (SERMs) and aro-

matase inhibitors (AIs) are highly effective at reducing the risk of oestrogen receptor

positive breast cancer in women at high risk. However, they also increase the risk of

menopausal related side effects which is an area of concern for women and have a sig-

nificant impact on the success of preventive therapies (Thürlimann et al., 2005; Cuzick

et al., 2007, 2014; Veronesi et al., 2007; Land et al., 2016). Some of these side effects

are severe, for example increased risk of endometrial cancer or thromboembolism with

tamoxifen, but they occur rarely. The more common side effects of endocrine ther-

apy are menopausal-like, such as hot flushes (HFs), and night sweats; genitourinary

symptoms including vaginal dryness, vaginal discharge, irregular bleeding, and joint

and muscle pain (Gold et al., 2000; Woods and Mitchell 2005).

These less severe but bothersome side effects are still the subject of much interest as

they are given as a major reason by eligible women for poor uptake and adherence to

therapy (Ropka, Keim, & Philbrick, 2010; Smith et al., 2016). Women who experienced

gynaecological, vasomotor or sexual symptoms were all less likely to be adherent after

one year than those who experience no side effects (Land et al., 2016; Smith et al.,

2017). Participants often believe that the risk of side effects related to SERMs or AIs

are far greater than the benefits and their risk of breast cancer (Lacroix et al., 2010).

Therefore, a better understanding of side effects and related risk factors is required to

communicate the risk and benefits of SERMs or AIs to women at high risk of breast

cancer (Vogel, 2015).

However, it is important to distinguish between symptoms in women that are due

to ovarian failure, or the ageing process, and those initiated as a result of endocrine

therapy. Therefore, it is important to take these factors, which increase the risk of
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menopausal-like symptoms, into account during analysis.

The effect of age and menopausal status was shown in recent studies (Gold et al.,

2000; Makara-Studzińs̈ka et al., 2014). A review which reported vasomotor symptom

prevalence of 57% in healthy women in the general population aged 40 to 64 years,

sexual dysfunction was reported by approximately 60% of women, and arthralgia by

62% (Makara-Studzińs̈ka et al., 2014). The Study of Women’s Health Across the Nation

(SWAN) showed that in women aged 52-55 years (N = 2,066) HFs were prevalent in

46% of women (Gold et al., 2000). In contrast, in women aged 40-43 (N = 3,493) the

percentage of women reporting HFs was considerably lower at 25%. In a smaller cohort

of 1,776 women from the SWAN study aged 47 to 59 years who had an intact uterus

and at least one ovary and for whom assessment of body composition at the sixth

annual study visit (2002–2004) was available, about 59% had vasomotor symptoms.

Risk factors that were associated with these symptoms in the smaller cohort (N =

1,776) from the SWAN study were race/ethnicity, education level, menopause stage,

parity, smoking status, abdominal circumference, percentage body fat, anxiety, levels

of follicle-stimulating hormone and oestradiol (E2), and free E2 index (Thurston et al.,

2008).

In the general population, vasomotor and gynaecological symptoms are associated with

a reduction in circulating oestrogen concentrations (Guthrie et al., 1996; Kronenberg

2010; Jager et al., 2013). Postmenopausal status is associated with the development of

HFs and joint symptoms in particular (Jones et al., 2015; Walitt et al., 2015; Andrews

et al., 2018), but symptoms often improve with the use of HRT (Sassarini and Lumsden

2015).

Further evidence linking side effects to lower oestrogen concentrations comes from

both prevention and adjuvant trials investigating both SERMs and AIs. Incidence

of gynaecological side effects, HFs, venous thromboembolic events and endometrial

cancers were all associated with tamoxifen for prevention or treatment of breast cancer

(Cuzick et al., 2013; Lin, Zhang, & Manson, 2011). The increased risk of side effects

in women taking tamoxifen has been clearly shown in prevention trials (Powles et al.,

1998; Veronesi et al., 1998; Cuzick et al., 2002). Similarly, evidence of the effect of

AIs on the increased incidence of arthralgia, gynaecological events and HFs have been

observed (Goss et al., 2011; Cuzick et al., 2014).
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In addition to menopausal status and the use of endocrine therapy, other risk factors

have been associated with the menopausal-related side effects, such as BMI, smoking,

and HRT use. It has been shown that women with high BMI have higher concentra-

tions of circulating oestrogen than women with low BMI due to greater conversion of

androgens to oestrogens in adipose tissues (Endogenous Hormones and Breast Cancer

Collaborative Group 2011). As oestrogen levels have been shown to be negatively as-

sociated with HFs it is hypothesised that postmenopausal women with high BMI have

a reduced risk of HFs compared to those with lower BMI (Wilbur et al., 1998; Øverlie

et al., 2002). However, Thurston et al., (2008) showed that HFs occurred more fre-

quently when there was a higher percentage of fat tissue, after adjustment for age, site,

race, educational level, parity, HRT use in the last month, menopausal status, smoking

history, and anxiety symptoms (Thurston et al., 2008). This is further supported by

other studies (Gallicchio et al., 2005; Miller et al., 2006; Schilling et al., 2007), but

ultimately it is unclear whether it is the actual BMI overall or fat distribution that is

related to risk of developing HFs.

Lower BMI has emerged as a risk factor for gynaecological symptoms in postmenopausal

women (Huang et al., 2010). However, a previous study in middle-aged women found

no significant relationship between BMI and gynaecological symptoms (Gold et al.,

2000). A retrospective analysis of the ATAC study showed that obese women reported

more musculoskeletal events than women who were of normal weight, BMI <25 kg/m2,

or those who are overweight; BMI of 25-30 kg/m2 (Sestak et al., 2008). The IES trial

supports the findings of ATAC where a weight of more than 80 kg was associated the

development of arthralgia (Miegg et al., 2012).

Smoking has also been associated with an increase in menopausal-like symptoms. The

association between smoking and HFs have been discussed in section 1.4.2.1 and studies

report contrasting results (Maura K Whiteman et al., 2003; Cochran et al., 2008).

Smoking has also been inversely associated with vaginal symptoms (Huang et al., 2010).

While the harmful effects of smoking are well established, there are a multitude of other

effects in tissues not experiencing direct smoke contact that remain relatively poorly

explained. Women who smoke are often oestrogen-deficient, which may lead to an

increase in oestrogen-deficiency problems such as osteoporosis (Baron et al., 1990).

HRT is often prescribed to relieve menopausal symptoms, such as HFs. However, prior

HRT has also been associated with an increased risk of developing aromatase inhibitor
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induced arthralgia (AIA) a well known side effect of AIs (Sestak et al., 2008). A retro-

spective analysis of the ATAC study, which randomsied women to tamoxifen, anastro-

zole or combination for 5-years, found that those who were randomsied to tamoxifen

or anastrozole and had used HRT were more likely to develop joint symptoms than

those who never used HRT. Additionally, women who stopped using HRT less than six

months before the start of the trial reported a similar number of joint symptoms as

those who stopped longer than six months before (Sestak et al., 2008).

Associations between risk factors and side effects are complex and their interpretation

is not aided by a lack of adjustment for other covariates in previous work studying the

effect of risk factors on side effects (Thurston et al., 2008). Therefore, the importance

of investigating the role of each risk factor with adjustment for other covariates is

essential.

Due to the negative impact that menopausal symptoms have on a woman’s quality of

life, new analyses are required to gain a better understanding of how potential risk

factors influence side effect incidence particularly in women taking endocrine therapy

for breast cancer prevention. This chapter describes the association between risk factors

and the incidence of side effects in the IBIS-I (tamoxifen) and IBIS-II (anastrozole)

studies. The major areas of focus will be on baseline factors such as age, menopausal

status and BMI, modifiable factors: HRT use and smoking history and reproductive

factors such as parity, age at menopause, age at menarche and time since menopause.

This chapter investigates the association between risk factors and the incidence of side

effects in the IBIS-I (tamoxifen) and IBIS-II (anastrozole) studies. The major areas of

focus will be on baseline factors such as age, and BMI, modifiable factors: HRT use

and smoking history and reproductive factors such as parity, age at menopause, age at

menarche and time since menopause. Side effects are often hypothesised to occur as

a result of disruption to oestrogen concentrations. Many of these anthropometric and

modifiable factors can impact a woman’s lifetime exposure to oestrogen and may be

key in understanding the risk of side effects. However, in order to determine the effect

of these risk factors several factors must be taken into account. Menopausal status and

treatment allocation have been identified as an important effect modifiers of side effect

risk. The use of tamoxifen and anastrozole are known to increase the risk of side effects

compared to women who are randomised to placebo. Additionally, menopause must

also be accounted for as after menopause oestrogen concentration are greatly reduced
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compared to premenopausal concentrations. It may therefore be that given these dif-

ferent conditions that risk factor may have differing effect pre and post-menopause and

may depend on whether a woman has been randomised to tamoxifen, anastrozole or

placebo. Therefore, this research separated women into distinct subgroups for analysis

to identify more precisely the populations for whom the baseline factors particularly

increased or decreased risks. The possibility of interactions between treatment and

risk factors in pre and postmenopausal women cannot be discounted. Therefore, an

interaction analysis was also performed to assess the effect of randomised treatment on

risk factors.

What we already know

•Women who take endocrine therapy for breast cancer treatment or prevention are at

increased risk of menopausal like side effects

• Side effects are given as one of the major reasons behind not choosing to take tamox-

ifen or poor adherence to endocrine therapy

• Side effects are hypothesised to be driven by oestrogen deficiency

• Side effects may be as a result of ER agonism or ER antagonism

• A large variation in reports of side effects between women

What this analysis adds

• Quantifies the incidence of key endocrine therapy-related side effects

• Assesses side effect incidence addressing the key points where incidence is high

• Establishes anthropometric, modifiable and reproductive factors which increase the

risk of side effects

• Assesses the influence of endocrine therapy on how these risk factors impact side

effect incidence
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4.2 Methodology

4.2.1 Study population

7,154 women enrolled on the IBIS-I trial and 3,864 women enrolled on the IBIS-II trial

were eligible for analysis. After exclusion of women with no side effect information at

the 6 month follow-up for either HFs or gynaecological side effects in the IBIS-I trial (N

= 400), and after removal of women with no side effect information for arthralgias, HFs

or vaginal changes in the IBIS-II trial (N = 268), 6,754 women from IBIS-I and 3,597

women from IBIS-II remained. In addition to those without side effect information,

women who died or those who developed breast cancer within the first 6 months of

follow up were also excluded leaving 6,746 women in IBIS-I and 3,591 women in IBIS-II

for analysis (Figure 4.1).

Figure 4.1: Analysis profile with the number of women remaining in each
treatment arm after removal of women with missing side effect data

4.2.2 Study measures

The analysis focuses on arthralgia, HFs or gynaecological symptoms reported during

the first 6 months of follow-up since they are the major side effects associated with

tamoxifen or anastrozole. These side effects were mainly reported during the first 6-

months of endocrine therapy and therefore are of interest with relation to baseline

risk factors. Gynaecological symptoms included vaginal discharge, vaginal dryness and

irregular bleeding. Women who reported side effects during the first 6 months and
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those who dropped out during the first 6 months were included.

4.2.3 Statistical methods

It has been previously established that the frequencies of side effects vary by menopausal

status and endocrine treatment (Stearns et al., 2002; Ziv-Gal and Flaws 2010; Cuz-

ick et al., 2015, 2020). Therefore, the analysis in this chapter begins by establishing

the effect of randomised treatment, and menopausal status for women enrolled on the

IBIS-I trial. These factors alone are sufficient to alter risks and must be adjusted for.

Therefore, when calculating the effect of potential risk factors on the risk of side effects

within the first 6 months, each study group was split by treatment arm, and in the

case of IBIS-I, menopausal status. The IBIS-II study group was analysed by treatment

arm alone as all women were confirmed as postmenopausal before study entry. While

risk factors are investigated within each treatment arm, the presence of interaction

between treatment and risk factors cannot be discounted. To account for this scenario,

interaction analyses were performed between risk factors and randomised treatment.

Where possible continuous variables were used for analysis, but were also categorised

to enable comparison between subgroups. For women in IBIS-I, age at randomisation

was categorised into, 6 50 and greater than 50. However, women enrolled in IBIS-II

were older and therefore the age split was higher, 6 60 and greater than 60. Both

these age categories are consistent with those used in the initial analyses of IBIS-I and

IBIS-II (Cuzick et al., 2002, 2014). BMI was measured as weight in kilograms divided

by height in metres squared (kg/m2) and categorised as < 25, 25-30 and > 30. In

IBIS-I, HRT use was defined as never users, current users and former users. In IBIS-II,

HRT use was defined as never or ever users. Finally smoking, parity, age at first birth,

age of menarche, age of menopause, type of menopause, and time since menopause

were also investigated as risk factors for side effects.

Many of the reproductive risk factors, such as age at menopause, type of menopause and

time since menopause, are only applicable for postmenopausal women. Furthermore, as

menopausal status affects side effect risk, premenopausal and postmenopausal women

were analysed separately.

In the IBIS-I trial, age of menopause was defined as the age of natural menopause or
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the age of bilateral oophorectomy with or without hysterectomy. Age at menopause

was subsequently split into two categories those who were postmenopausal at age 50 or

younger and those who were postmenopausal at age 50 or older. Time since menopause

was the age of menopause minus the age of randomisation. Time since menopause was

split into three categories those who were 5 years or less since menopause at randomisa-

tion, those who were 5-10 years postmenopausal, and those who were postmenopausal

for greater than 10 years. Menarche to menopause was used to determine the length of

exposure to oestrogen. Menarche to menopause was calculated as the age of menopause

minus the age of menarche.

Each of these risk factors are thought to affect side effect outcomes via the influence of

circulating hormones, specifically their effect on circulatory concentrations of oestrogen.

Through modifications of oestrogens, each of the risk factors can increase or decrease

the chances of side effects.

Two main methodological issues arise in epidemiological studies of anthropometric

factors. Firstly how the measurements were taken, and secondly when in life these

measurements were taken (Friedenreich 2001). The use of anthropometric data taken

at baseline to predict the risk of the disease occurring several years after enrolment

may induce bias. In many cases, these factors are not re-measured during follow up

which induces bias as changes occur throughout a woman’s lifetime, for example in

body weight and adiposity. In women, the rate of increase of weight or central adi-

posity changes at defined life periods including menarche, pregnancy and menopause

(Friedenreich 2001). However, studying these factors at baseline is ideal as they repre-

sent the status before endocrine therapy was started. This then allows us to determine

side effects on endocrine therapy once started.

To assess the impact of each of the risk factors logistic regression was used for univariate

and multivariate analysis for each side effect. As side effect outcome was defined as

a binary variable, 1 -side effect has occurred or 0 – no side effect reported, logistic

regression can be used. A secondary advantage of logistic regression is that it enables

the use of additional variables to assess the strength of variables after adjustment.

Logistic regression aims to determine the probability of an outcome based on a set of

inputs. Univariate logistic regression was performed to assess the association of risk

factors, at baseline, with the development of side effects within the first 6 months of
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trial. Each risk factor was regressed against the side effect outcome and odds ratio,

95% confidence intervals and P-values reported. Multivariate analysis was subsequently

performed on all variables that were univariately significant. Odds ratios 95% confi-

dence intervals and P-values were reported. Interaction analysis was also performed

using logistic regression with terms for treatment, risk factors, and interaction between

treatment and individual risk factors included in the model.
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4.3 Results

Baseline demographics of women in the IBIS-I study included in this analysis are shown

in Table 4.1 and they were evenly distributed between the placebo and the tamoxifen

arm.

After 6 months follow up, the incidence of HFs and gynaecological symptoms reported

in the two groups was significantly different, with HFs approximately 3-fold increased

with tamoxifen than with placebo (Tamoxifen: 51.9% vs Placebo: 26.7%, OR = 2.97

95%CI (2.68 – 3.29): P < 0.0001). Incidence of gynaecological symptoms was ap-

proximately 2-fold higher in the tamoxifen group (28.5% vs 15.6%, OR = 2.15 (1.91 –

2.43); P < 0.0001) compared to women in the placebo group. In both treatment arms,

the majority of HFs reported were mild and only a small percentage were reported as

severe.

The incidence of vaginal discharge after 6 months was 3.6-fold higher in the tamoxifen

arm compared to the placebo arm (15.4% vs 4.7%, OR = 3.67 (3.06 – 4.42); P< 0.0001).

This was the largest increase in any of the gynaecological symptoms reported during

the first six months. Vaginal dryness was the most commonly reported gynaecological

symptom in women in the placebo group (N = 255, (7.6%)). The risk of vaginal

dryness was significantly higher in the tamoxifen group (9.2% vs 7.6%, OR = 1.24

(1.04 – 1.47); P = 0.02). The incidence of irregular bleeding was also significantly

higher in the tamoxifen group compared to the placebo group (9.6% vs 5.9%, OR =

1.68 (1.40 – 2.03); P < 0.0001).
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Table 4.1: Demographics of women included in this analysis from IBIS-I
according to randomised treatment

Placebo (N = 3,379) Tamoxifen (N = 3,330)

Median (IQR) Median (IQR)

Age at randomisation
(years)

49.0 (46.0 - 55.0) 50.0 (46.0 - 55.0)

Age menarche (years) 13.0 (12.0 - 14.0) 13.0 (12.0 - 14.0)
Age menopause (years) 49.0 (46.0 - 51.0) 49.0 (46.0 - 51.0)
Menarche to menopause
(years)

35.0 (31.0 - 38.0) 35.0 (31.0 - 38.0)

Age at first birth
(years)

23.0 (21.0 - 27.0) 23.0 (21.0 - 26.0)

BMI (kg/m2) 26.0 (23.2 - 29.5) 26.0 (23.3 - 29.8)

N (%) N (%)

Menopausal status
Premenopausal 1554 (46.0) 1517 (45.6)
Postmenopausal 1825 (54.0) 1813 (54.4)
BMI (kg/m2)
< 25 1365 (40.4) 1349 (40.5)
25-30 1156 (34.2) 1096 (32.9)
> 30 761 (22.5) 780 (23.4)
HRT
Never 2023 (59.9) 1959 (58.8)
Former 472 (14.0) 536 (16.1)
Current 883 (26.1) 833 (25.0)
Smoke
Never 1759 (52.1) 1650 (49.6)
Ex-Smoker 1025 (30.3) 1066 (32.0)
Current 595 (17.6) 611 (18.4)
Parity
Nulliparous 433 (12.8) 424 (12.7)
Parous 2944 (87.1) 2906 (87.3)
Type of menopause
Natural menopause 999 (29.6) 1046 (31.4)
Hysterectomy 1210 (35.8) 1143 (34.3)
Hysterectomy and
oophorectomy

202 (16.7) 209 (18.3)

Hysterectomy and bilateral
oophorectomy

303 (25.0) 260 (22.8)

Continued on next page
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Table 4.1 – continued from previous page

Placebo (N = 3,379) Tamoxifen (N = 3,330)
N (%) N (%)

6 Month side effect reports

Hot flushes∗ 902 (26.7) 1727 (51.9)
Mild 749 (83.0) 1275 (73.8)
Moderate 112 (12.4) 264 (15.3)
Severe 41 (4.6) 188 (10.9)
Vaginal discharge∗ 160 (4.7) 512 (15.4)
Mild 143 (89.4) 447 (87.3)
Moderate 14 (8.8) 47 (9.2)
Severe 3 (1.9) 18 (3.5)
Vaginal dryness∗ 255 (7.6) 305 (9.2)
Mild 241 (94.5) 274 (89.8)
Moderate 11 (4.3) 25 (8.20
Severe 3 (1.2) 6 (2.0)
Irregular bleeding∗ 200 (5.9) 318 (9.6)
Mild 184 (92.0) 294 (92.5)
Moderate 13 (6.5) 17 (5.4)
Severe 3 (1.5) 7 (2.2)
* Total side effect percentage is of the total number in the placebo (N = 3,379) or tamoxifen (N =

3,330) arm. Severity information is given as a percentage of the total reports of each side effect.

The baseline characteristics of women in the IBIS-II analysis are shown in Table 4.2.

The distribution of baseline factors between the placebo and anastrozole arms of the

trial were well matched. The incidence of arthralgia after 6 months follow up was

significantly higher in the anastrozole group, with a 34% increase in odds reported

compared to placebo (Anstrozole: 32.7% vs Placebo: 26.6%, OR = 1.34, (1.16-1.54);

P < 0.0001). However, increases in odds were confined to mild (20.2% vs 16.5%, OR

= 1.34 (1.12 – 1.59); P = 0.001) and moderate (9.9% vs 8.1%, OR = 1.34 (1.07 –

1.70); P = 0.01) arthralgia. There was a 47% increase in HFs in the anastrozole group

compared to the placebo group (44.7% vs 35.5%, OR = 1.47 (1.29-1.68); P < 0.0001).

Mild HFs were significantly increased in the anastrozole arm compared to the placebo

arm (26.9 vs 21.2%, OR = 1.48 (1.26 – 1.73); P < 0.0001), so too were moderate HFs

(14.2% vs 11.0%, OR = 1.50 (1.23 – 1.85); P < 0.0001). However, severe HFs were

not significantly higher in the anastrozole arm compared to the placebo arm (3.6% vs

3.2%, OR = 1.31 (0.91 – 1.89): P = 0.14).
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Table 4.2: Demographics of women included in this analysis from IBIS-II
according to randomised treatment allocation

Placebo (N = 1,812) Anastrozole (N = 1,779)

Median (IQR) Median (IQR)

Age at randomisation
(years)

59.0 (54.8 - 63.0) 59.0 (55.0 - 63.0)

Age menarche (years) 13.0 (12.0 - 14.0) 13.0 (12.0 - 14.0)
Age menopause (years) 50.0 (45.0 - 52.0) 50.0 (45.0 - 52.0)
Menarche to menopause
(years)

36.0 (32.0 - 39.0) 36.0 (32.0 - 39.0)

Time since menopause
(years)

9.0 (5.0 - 15.0) 10.0 (4.0 - 15.0)

Age at first birth
(years)

24.0 (21.0 - 27.0) 24.0 (21.0 - 27.0)

BMI (kg/m2) 27.3 (24.4 - 31.3) 27.3 (24.2 - 31.0)

N (%) N (%)

BMI (kg/m2)
< 25 534 (29.5) 548 (30.8)
25-30 676 (37.3) 653 (36.7)
> 30 563 (31.1) 547 (30.7)
HRT
Never 954 (52.6) 933 (52.4)
Ever 858 (47.4) 844 (47.4)
Smoking status
Never 1065 (58.8) 992 (55.8)
Ex-Smoker 553 (30.5) 565 (31.8)
Current 182 (10.0) 212 (11.9)
Parity
Nulliparous 262 (14.5) 253 (14.2)
Parous 1540 (85.0) 1520 (85.4)
Type of menopause
Hysterectomy 614 (33.9) 593 (33.3)
Hysterectomy and
oophorectomy

228 (12.6) 204 (11.5)

6 Month side effect reports

Arthralgia∗ 482 (26.6) 581 (32.7)
Mild 299 (62.0) 360 (62.0)
Moderate 146 (30.3) 177 (30.5)
Severe 37 (7.7) 44 (7.6)
Hot flushes∗ 643 (35.5) 796 (44.7)
Mild 385 (59.9) 479 (60.2)
Moderate 200 (31.1) 253 (31.8)
Severe 58 (9.0) 64 (8.0)
Gynaecological
symptoms∗

152 (8.4) 197 (11.1)

Mild 102 (67.1) 135 (68.5)
Moderate 42 (27.6) 44 (22.3)
Severe 8 (5.3) 18 (9.1)
* Severity percentage is as a proportion of the number of reported symptoms rather than the total

population.
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A 36% increase in the number of vaginal changes in the anastrozole group was observed

compared to placebo (11.1% vs 8.4%, OR = 1.36 (1.09-1.70); P = 0.01). The number of

reported mild vaginal changes were significantly higher in the anastrozole arm compared

to the placebo arm (7.6% vs 5.6%, OR = 1.39 (1.06 – 1.81); P = 0.02) so too were

the number of severe vaginal changes in the anastrozole group were significantly higher

(1.0% vs 0.4%, OR = 2.36 (1.06 – 5.76); P = 0.04) than in the placebo group. No

statistically significant risk change for anastrozole was observed in reports of moderate

vaginal changes.

4.3.1 Analysis of IBIS-I risk factors

4.3.1.1 Analysis of the effect of menopausal status on the incidence

of side effects after 6-months of follow up

The incidence of side effects is known to increase around menopause; therefore, prior

to further investigation the impact of menopausal status was investigated in the IBIS-I

trial (Table 4.3).

Women who were premenopausal had significantly fewer reports of HFs within 6 months

of trial entry than women who were postmenopausal at entry (34.9% vs 42.8%, OR =

0.72 (0.65 – 0.79); P < 0.0001). In contrast, premenopausal women were at increased

risk of gynaecological symptoms (24.8% vs 19.8%, OR = 1.33 (1.19 – 1.50); P <

0.0001). When individual gynaecological symptoms were investigated, premenopausal

women had an increased risk of irregular bleeding (13.9% vs 2.5%, OR = 6.29 (5.02 –

7.98); P < 0.0001), but a decreased risk of vaginal dryness (6.8% vs 9.8%, OR = 0.67

(0.56 – 0.83); P < 0.0001). No effect of menopausal status was observed for vaginal

discharge.

When menopausal status was investigated within each arm of the IBIS-I trial, pre-

menopausal women randomised to tamoxifen had a statistically significant lower HF

risk (47.1% vs 55.8%, OR = 0.71 (0.62 - 0.81); P< 0.0001) compared to postmenopausal

women randomised to tamoxifen. Conversely, premenopausal women taking tamoxifen

had an increased risk of gynaecological symptoms compared to those who were post-

menopausal and randomised to tamoxifen at study entry (32.3% vs 25.4%, OR = 1.41

(1.21 - 1.63); P < 0.0001). However, when each of the gynaecological symptoms was
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considered independently, premenopausal women randomised to tamoxifen were at in-

creased risk of irregular bleeding (17.5% vs 2.9%, OR = 7.20 (5.35 – 9.87); P < 0.0001)

and decreased risk of vaginal dryness (7.8% vs 10.3%, OR = 0.74 (0.58 – 0.95); P =

0.02). Premenopausal women in the tamoxifen group did not have a statistically sig-

nificant difference in reports of vaginal discharge (14.2% vs 16.4%, OR = 0.84 (0.70 –

1.02); P = 0.08) compared to postmenopausal women randomised to tamoxifen (Table

4.3).

Premenopausal women in the placebo group also had a statistically significant lower

risk of HF (22.9% vs 29.9%, OR = 0.70 (0.59 - 0.81); P < 0.0001) compared to post-

menopausal women randomised to placebo. However, as in the tamoxifen group, pre-

menopausal women had a greater risk of gynaecological symptom incidence (17.4%

vs 14.2%, OR = 1.26 (1.05 – 1.53); P = 0.01) than postmenopausal women. Pre-

menopausal women were at significantly higher risk of irregular bleeding than post-

menopausal women (10.4% vs 2.1%, OR = 5.29 (3.75 – 7.66); P < 0.0001). However,

risk of vaginal dryness was significantly lower in premenopausal women in the placebo

group (5.7% vs 9.2%, OR = 0.60 (0.45 – 0.78); P = 0.0001) when compared to post-

menopausal women. There was no significant difference in reports of vaginal discharge

(4.5% vs 4.9%, OR = 0.91 (0.66 – 1.25); P = 0.56) (Table 4.3).

Due to the effect that both treatment and menopausal status have on side effect inci-

dence, further analysis of risk factors was conducted according to treatment allocation

and menopausal status.

Interaction with allocated treatment are reported in Table 4.3. There was no evidence

of an interaction between randomised treatment and menopausal status for any side

effect.
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4.3.2 Analysis of IBIS-I risk factors for endocrine side effects in pre-

menopausal women

4.3.2.1 Premenopausal women randomised to tamoxifen

For premenopausal women randomised to tamoxifen, risk factors which increased the

risk of developing HFs were age 50 or above at randomisation, previously (but not

currently) using HRT, obesity, and parity (Table 4.4). Odds of HFs increased in pre-

menopausal women for every one year increase in age (OR/y = 1.06 (1.04 – 1.09); P

< 0.001), and per one unit increase in BMI (OR/(kg/m2) = 1.02 (1.00 – 1.04); P =

0.02). Current HRT use, smoking status, being overweight (BMI between 25-30), and

age at menarche were all statistically non-significant (Table 4.4). When adjusted for

other variables the ORs were consistent with the univariate findings except for parity

which was no longer statistically significant (Table 4.4).

Age of menarche greater than 14 was the only factor which increased the risk of de-

veloping gynaecological side effects in premenopausal women (38.0% vs 29.8%, OR =

1.44 (1.18-1.88); P = 0.002) (Table 4.4). As age of menarche was the only univariate

significant variable no adjustment for other risk factors was performed.

4.3.2.2 Premenopausal women randomised to placebo

For premenopausal women randomised to placebo, odds of HFs increased for every one

year increase in age (OR/y = 1.08 (1.05 – 1.11); P < 0.0001). Women who were aged 50

or older at randomisation had an increased risk of developing HFs compared to those

who were younger (37.1% vs 20.2%, OR = 2.33 (1.74 – 3.11); P < 0.0001). Women who

were former users of HRT, but not those who were current users, also had an increased

risk of HF compared to those who had never used HRT (39.3% vs 21.5%, OR = 2.35

(1.48 – 3.71); P < 0.0001). BMI as a continuous variable was weakly associated with

a small increase in HF risk (OR/(kg/m2) = 1.02 (1.00 – 1.04); P = 0.07). However,

women who were overweight or obese were at increased risk of reporting HFs compared

to those with a BMI of <25 (BMI 25-30: 25.7% vs 19.5%, OR = 1.42 (1.08 – 1.88); P =

0.01) and (BMI >30: 26.8% vs 19.5%, OR = 1.51 (1.11 – 2.04); P = 0.01) (Table 4.5).

As age at first birth increased a decrease in the risk of HFs was observed (OR/y = 0.97
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(0.95 – 0.99) ; P = 0.02). In a multivariate analysis in women randomised to placebo,

age, former HRT use, a BMI of 25-30 or >30, all significantly increased the incidence of

HFs (Table 4.5). After adjustment for other statistically significant factors, age at first

birth reduced the risk of HF in premenopausal women randomised to placebo (OR/y

= 0.97 (0.95 – 1.00); P = 0.04) (Table 4.5).

Higher age at randomisation increased the risk of gynaecological symptoms in pre-

menopausal women randomised to placebo per year increase (OR/y = 1.11 (1.07 –

1.14); P < 0.0001). Additionally, when age was considered as a categorical variable,

women who were aged 50 or over were at higher risk of gynaecological symptoms (28.6%

vs 15.3%, OR = 1.55 (1.18 – 2.04); P = 0.002) compared to those aged under 50 (Table

4.5). After adjustment for other significant variables, both age (OR/y = 1.04 (1.02 -

1.07); P = 0.002) and age at menarche (OR/y = 1.06 (1.00 – 1.13); P = 0.05) remained

statistically significant risk factors for gynaecological symptoms (Table 4.5).
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4.3.3 Analysis of IBIS-I risk factors for endocrine side effects in post-

menopausal women

4.3.3.1 Postmenopausal women randomised to tamoxifen

In postmenopausal women randomised to tamoxifen, current use of HRT (60.9% vs

46.8%, OR = 1.77 (1.43 – 2.19); P < 0.0001) and former use of HRT (61.3% vs 46.8%,

OR = 1.80 (1.41 - 2.30); P < 0.0001) increased the incidence of HFs. Women who had

a hysterectomy also had a higher risk of HFs (60.2% vs 51.4%, OR = 1.43 (1.20 – 1.73);

P = 0.0001) as were those who had a hysterectomy and at least one ovary removed

(61.8% vs 53.8%, OR = 1.38 (1.12 – 1.73); P = 0.003) (Table 4.6). Both age per one

year increase (OR/y = 0.97 (0.96 – 0.99); P = 0.0001) and time since menopause per

one year increase (OR/y = 0.95 (0.92 – 0.99); P = 0.004) were associated with a lower

HF risk (Table 4.6). Age at first birth also decreased the HF risk in postmenopausal

women randomised to tamoxifen (OR/y = 0.97 (0.95 – 0.99); P = 0.01) (Table 4.6).

After adjustment for HRT use, age at first birth, time since menopause and hysterec-

tomy with and without oophorectomy, increased age was no longer associated with

a statistically significantly reduction the risk of HFs in postmenopausal women ran-

domised to tamoxifen (OR = 0.98 (0.96 – 1.03); P = 0.64) (Table 4.6). In multivariate

analysis, previous use of HRT remained statistically significant and increased HF risk

(OR = 1.54 (1.07 – 2.23); P = 0.02); however, current HRT use was no longer statis-

tically significant nor was age at first birth (Table 4.6). Women who were longer term

postmenopausal developed significantly fewer HFs than those who were more recently

postmenopausal (OR/y = 0.95 (0.92 - 0.99); P = 0.006) (Table 4.6). Women who had

a hysterectomy without oophorectomy were remained at higher risk of HFs than those

who had not had hysterectomy (OR = 1.50 (1.00 - 2.27); P = 0.05), but women who

had had hysterectomy and oophorectomy were no longer at significantly higher risk

(Table 4.6). No statistically significant interactions between risk factors were observed

in postmenopausal women randomised to tamoxifen.

BMI was the only risk factor associated with gynaecological symptoms (OR = 0.97

(0.94 – 0.99); P = 0.01). When BMI was investigated as a categorical variable the

reduction in risk was only for women who had a BMI over 30, (OR = 0.68 (0.51

- 0.91); P = 0.01) compared to those who had a BMI of < 25 (Table 4.6). The
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reduced risk associated with BMI remained after adjustment as no other risk factors

were included in the multivariate model (Table 4.6). These results were in contrast

to those observed in premenopausal women for whom BMI was not a risk factor for

gynaecological symptoms.

4.3.3.2 Postmenopausal women randomised to placebo

In comparision, postmenopausal women who were randomised to placebo, age was

associated with reduced risk of HFs (OR/y = 0.97 (0.95 – 0.98); P < 0.0001). Current

users of HRT also had reduced risk of HFs (23.4% vs 32.7%, OR = 0.63 (0.50 - 0.79);

P < 0.0001) but no reduction was observed for former users of HRT (37.6% vs 32.7%,

OR = 1.24 (0.96 – 1.61); P = 0.10) (Table 4.7). A decreased risk of HFs was also

observed for women whose age of menarche was 14 or older (26.7% vs 31.7%, OR =

0.79 (0.63 – 0.97); P = 0.03), for longer time between menarche and menopause (OR/y

= 1.01 (1.00 – 1.02); P = 0.02), and for increasing time since menopause (OR/y = 0.94

(0.92 – 0.97); P < 0.0001). An increased risk of HFs was observed for increasing BMI

(OR/(kg/m2) = 1.02 (1.00 – 1.04); P = 0.05) (Table 4.7).

After adjustment for age, age at menarche, time between menarche and menopause

and time since menopause, women who were HRT users remained at lower risk of HFs

(OR = 0.67 (0.47 – 0.96); P = 0.03) (Table 4.7). However, after adjustment, former

users of HRT were at higher risk of HFs compared to those who had never used HRT

(OR = 1.47 (1.02- 2.12); P = 0.04) (Table 4.7). Age at randomisation, BMI, age at

menarche, time between menarche and menopause, and time since menopause were not

associated with HF risk after adjustment for other risk factors (Table 4.7).

Only time since menopause was significantly associated with gynaecological symptoms

(OR/y = 0.96 (0.93 – 1.00); P = 0.04) (Table 4.7). When time since menopause

was considered as a categorical variable, women who were 5-10 years postmenopausal

reported no significant change in risk of gynaecological symptoms compared to those

less than five years postmenopausal (5-10 year: 16.6% vs 20.1%, OR = 0.79 (0.53

– 1.17); P = 0.24). However, those who were postmenopausal for greater than 10

years had reduced risk of gynaecological symptoms compared to women who were

postmenopausal for less than five years (>10 years: 11.1% vs 20.1%, OR = 0.49 (0.29

– 0.81); P = 0.006) (Table 4.7). These findings were again in contrast to the findings
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in the tamoxifen group where no effect of time since menopause on gynaecological

symptom risk was observed.

4.3.3.3 Interaction analysis of risk factors and allocated treatment

Interaction with allocated treatment are reported in Table 4.3. There was no evi-

dence of an interaction between risk factors for HFs or gynaecological symptoms in

premenopausal women randomised to tamoxifen or to placebo. However, an interac-

tion between randomised treatment and age was observed. Premenopausal women who

were taking tamoxifen had a statistically significant lower risk of gynaecological symp-

toms as age increased compared to those who were taking placebo (OR = 0.90 (0.87 –

0.94); P < 0.0001).

Whilst no interaction was observed between risk factors for either HFs or gynaecological

symptoms in postmenopausal women randomised to tamoxifen or placebo, interactions

between risk factors and randomised treatment were observed. Women randomised

to tamoxifen who were current or former users of HRT were at significantly higher

relative risk of HFs than women randomised to placebo. Women who were current

users of HRT were at 2.8-fold higher odds of HFs compared to HRT users randomised

to placebo (OR = 2.81 (2.05 – 3.86); P < 0.0001). Women who were formerly taking

HRT had a lower but still statistically significant higher odds of HFs compared to

former HRT users randomised to placebo (OR = 1.44 (1.01 – 2.06); P = 0.04). For

women who had had hysterectomy those who were randomised to tamoxifen were also

had a higher relative odds of HFs compared to women randomised to placebo (OR =

1.40 (1.15 – 1.72); P = 0.001).

Randomised treatment and BMI had a statistically significant interaction with a lower

risk of gynaecological symptoms in women randomised to tamoxifen compared to

women randomised to placebo (OR = 0.96 (0.93 – 0.99); P = 0.02).
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4.3.4 Analysis of endocrine side effect risk factors in the IBIS-II study

4.3.4.1 Arthralgia events in women randomised to anastrozole

Arthralgias were reported in large numbers during the first 6 months of the IBIS-II

trial in both the anastrozole and placebo arms. In a univariate analysis of women

randomised to anastrozole, high BMI (37.8% vs 27.6%, OR = 1.60 (1.24 – 2.07); P

= 0.0003), and age of menarche greater than 14 increased risk of arthralgia (29.3% vs

34.7%, OR = 0.78 (0.63 – 0.96); P = 0.02) (Table 4.8). However, per one year increase

in age at menarche was not a statistically significant risk factor (OR/y = 0.98 (0.93 –

1.01); P = 0.30). The risk of arthralgia is positively associated with increased BMI,

when BMI was considered as a continuous variable (OR/(kg/m2) = 1.03 (1.02 – 1.05);

P = 0.0003); however, no other continuous variables (age, age at menopause, age at

menarche, time since menopause and time between menarche and menopause) had a

significant effect on arthralgia risk. Women who had used HRT before study entry had

a 21% non-significant increase in arthralgia risk compared to those who’d never used

HRT (34.8% vs 30.7%, OR = 1.21 (0.99 – 1.48); P = 0.06) (Table 4.8).

After multivariate analysis adjusted for age at menarche, BMI remained associated

with increased risk of arthralgia (OR = 1.03 (1.01 – 1.05); P = 0.0005) (Table 4.8).

However, after adjustment for BMI women with a higher age at menarche did not have

a statistically significant reduction in arthralgia risks (OR = 0.83 (0.67 – 1.03); P =

0.10) (Table 4.8).

4.3.4.2 Arthralgia events in women randomised to placebo

For women randomised to placebo, arthralgia was reported by 26.6% of women. In

a univariate analysis, women who had used HRT had an increased risk of reporting

arthralgia at the 6-month follow-up compared to those who had never used HRT (30.7%

vs 23.0%, OR = 1.48 (1.20 – 1.83); P = 0.0002) (Table 4.9). BMI as a continuous

variable was not associated with risk of arthralgia; however, women whose BMI was

>30 did had an increased risk of arthralgia (30.0% vs 24.3%, OR = 1.33 (1.02 – 1.74); P

= 0.04) compared to those with a BMI of <25. Former smokers were also at increased

risk of developing arthralgias compared to women who had never smoked (31.8% vs

164



25.3%, OR = 1.38 (1.10 – 1.73); P = 0.005). Women who were current smoker had a

statistically non-significant decrease in risk of arthralgia (18.7% vs 25.3%, OR = 0.68

(0.45 – 1.00); P = 0.06). Compared to women who were uterine intact, women who

had been hysterectomised were also at increased risk of arthralgia (29.5% vs 25.1%,

OR = 1.24 (1.00 – 1.54); P = 0.05) (Table 4.9).

After adjustment for smoking history, BMI, and hysterectomy, women randomised to

placebo, HRT use (OR = 1.41 (1.13-1.75); P = 0.002) and former smokers (OR = 1.39

(1.10 – 1.74); P = 0.005) increased the risk of arthralgia in the multivariate model. In

the multivariate analysis, women who were current smokers had a statistically signifi-

cant decrease in arthralgia risk (OR = 0.66 (0.44 – 0.98); P = 0.05) (Table 4.9). In the

placebo group, obesity did not have a statistically significant effect on the incidence

of arthralgia in women randomised to placebo (OR = 1.25 (0.95 – 1.64); P = 0.11).

These results highlight the importance and influence of BMI as a risk factor within the

anastrozole group (Table 4.9).
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4.3.4.3 Hot flushes in women randomised to anastrozole

In addition to arthralgias, HFs were reported by large numbers of women during the

first 6 months of trial in both the anastrozole and placebo arms. In women randomised

to anastrozole other factors that increased the risk of HFs were: ever using HRT (48.7%

vs 41.2%, OR = 1.36 (1.13 - 1.64); P = 0.001), obesity (48.3% vs 41.6%, OR = 1.31

(1.03-1.66); P = 0.03) and women who were hysterectomised (49.4% vs 42.4%, OR =

1.33 (1.09 – 1.62); P = 0.005) (Table 4.10). Higher age at randomisation (OR/y =

0.97 (0.95 – 0.98); P < 0.0001), had a significantly reduced HF risk as did longer time

since menopause (OR/y = 0.99 (0.97 – 1.00); P = 0.02) (Table 4.10).

After adjustment for other risk factors, HRT (OR = 1.46 (1.19 - 1.78); P = 0.0002)

and obesity (OR = 1.32 (1.03 - 1.68); P = 0.03) remained significant risk factors for

increased risk of HFs (Table 4.10). Women who had hysterectomy were also at higher

risk of HFs (OR = 1.43 (1.13 – 1.81); P = 0.003). Age at randomisation was similarly

associated post adjustment with a statistically significant reduction in HFs (OR = 0.97

(0.95 – 0.99); P = 0.005) (Table 4.10), as was time since menopause as a continuous

variable which had a statistically significant 2% reduction in HF risk (OR = 0.98 (0.96

– 1.00); P = 0.02) (Table 4.10).

4.3.4.4 Hot flushes in women randomised to placebo

Higher age at randomisation had a decreased risk of reporting HFs at 6-months follow-

up (OR/y = 0.95 (0.94 – 0.97); P < 0.0001) (Table 4.11). Women who had been

postmenopausal for longer had a 2% decreased risk of HFs for each year post menopause

(OR/y = 0.98 (0.97 – 0.99); P = 0.004). However, women who were more than 10

years postmenopausal were at significantly lower risk compared to those who had been

postmenopausal for less than 5 years (31.0% vs 40.0%, OR = 0.67 (0.53 – 0.86); P =

0.002) (Table 4.11). In contrast, women who had formerly used HRT were at higher

risk of HFs than those who had never used HRT (41.8% vs 29.8%, OR = 1.70 (1.40 –

2.06); P < 0.0001) (Table 4.11). Women who had had a hysterectomy with (42.1% vs

34.5%, OR = 1.38 (1.04 – 1.83); P = 0.03) or without oophorectomy (40.9% vs 32.7%,

OR = 1.42 (1.16 – 1.74); P = 0.0006) also had higher risk of hot flushes compared to

women who were not hysterectomised (Table 4.11).
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For women in the placebo group of IBIS-II, after adjustment for other risk factors, use of

HRT (OR = 1.85 (1.50-2.28); P < 0.0001) increased the incidence of HFs. Women who

had a hysterectomy without oophorectomy were also at higher risk of HFs (OR = 1.60

(1.21 – 2.12); P = 0.001), but women who had had a hysterectomy and oophorectomy

were not at increased risk (OR = 0.77 (0.54 – 1.10); P = 0.15) (Table 4.11). Time

since menopause was associated with a reduction in the reports of HFs in the placebo

group (OR = 0.98 (0.96 – 1.00); P = 0.01) so to was higher age at randomisation (OR

= 0.96 (0.94 – 0.98); P = 0.0004) (Table 4.11). Compared to those on anastrozole,

risk factors were the same and had a similar increase or decrease in HF risk with the

exception of BMI which was only a risk factor for women randomised to anastrozole.
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4.3.4.5 Gynaecological symptoms in women randomised to anastro-

zole

The final side effect to be reported in large numbers during the first 6 months of the

IBIS-II trial was vaginal changes. Vaginal changes were also reported in the IBIS-I

cohort. Vaginal changes were reported in both placebo and anastrozole arms but were

significantly more common in the anastrozole arm (OR = 1.36 (1.09-1.70); P = 0.01).

In the anastrozole arm, age over 60 was a statistically significant factor decreasing the

risk of vaginal changes (9.0% vs 12.9%, OR = 0.67 (0.49 - 0.90); P = 0.009) (Table

4.12). Also, age as a continuous variable showed a non-statistically significant reduction

of 2% (OR/y = 0.98 (0.95 – 1.00); P = 0.06). Time since menopause as a continuous

variable was also associated with a decrease in vaginal symptoms (OR/y = 0.98 (0.96

– 1.00); P = 0.02) (Table 4.12). In a univariate analysis no risk factors were associated

with a statistically significant increase in vaginal changes (Table 4.12).

After adjustment neither age at randomisation (OR = 0.76 (0.53 – 1.09); P = 0.13)

nor time since menopause (OR/y = 0.98 (0.96 – 1.00); P = 0.12) remained significant

risk factors for decreasing the risk of vaginal changes (Table 4.12). Each of these risk

factors, differed from the risk factors identified in the IBIS-I postmenopausal women

analysis, where no effect of age or time since menopause was observed in univariate or

multivariate analysis. Additionally, no effect of obesity was observed in this analysis,

a risk factor previously associated with vaginal changes in the IBIS-I postmenopausal

group.

4.3.4.6 Gynaecological symptoms in women randomised to placebo

In women randomised to placebo, in a univariate analysis only women who had previ-

ously used HRT had a statistically significant increase in risk of vaginal symptoms at

the 6-month follow-up visit (10.4% vs 6.6%, OR = 1.63 (1.17 – 2.30); P = 0.004) (Table

4.13). No multivariate analysis was performed for women randomised to placebo as

only one variable was significant in the univariate analysis.
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4.3.4.7 Interaction analysis between risk factor and allocated treat-

ment

No interaction between risk factors and randomised treatment were observed in post-

menopausal women who reported arthralgia and who were randomised to anastrozole

or to placebo. However, a weak interaction between randomised treatment and smoking

was observed. Postmenopausal women who were taking placebo had a non-statistically

significant higher relative odds of arthralgia if they were former smokers compared to

those who were taking anastrozole (OR = 1.15 (0.98 – 1.35); P = 0.09). A weak in-

teraction between treatment group and HRT was also observed for arthralgia. Women

who were former HRT users were at non-statistically significant higher relative risk of

arthralgia compared to those who were randomised to anastrozole (OR = 1.23 (0.92 –

1.64); P = 0.17).

For postmenopausal women who reported HFs, an interaction between women with

hysterectomy and time since menopause was observed. Women who had had a hys-

terectomy were at statistically significant higher relative risk of HFs as time since

menopause increased compared to those without hysterectomy (OR = 1.03 (1.00 –

1.06); P = 0.03).

No interaction between risk factors were observed in postmenopausal women ran-

domised to placebo; however, a statistically significant interaction between randomised

treatment and BMI was observed. Postmenopausal women who were taking placebo

had a statistically significant lower relative odds of HFs if they were obese, BMI >30,

compared to obese women who were taking anastrozole (OR = 0.68 (0.48 – 0.95); P

= 0.03). Women who were former HRT users and randomised to placebo were at non-

statistically significant higher relative risk of HFs compared to former HRT users who

were randomised to anastrozole (OR = 1.25 (0.95 – 1.64); P = 0.10).

No interaction was observed between risk factors for women randomised to either anas-

trozole or placebo and relative risk of gynaecological symptoms. Additionally, no in-

teraction between risk factors and randomised treatment was observed.
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4.4 Discussion

This analysis investigated the impact of risk factors on the incidence of several side

effects associated with endocrine therapy. Risk factors for HFs in postmenopausal

women were similar in IBIS-I and IBIS-II. However, there was a difference in risk

factors for HF between pre and postmenopausal women in the IBIS-I trial.

Menopausal status and treatment allocation have been identified as an important effect

modifiers of side effect risk. Therefore, this research separated women into distinct

subgroups for analysis to identify more precisely the populations for whom the baseline

factors particularly increased or decreased risks. Menopausal status presents some

interesting results concerning significance as a risk factor for individual side effects. The

analysis showed that being premenopausal significantly increased the risk of developing

gynaecological side effects, in particular irregular bleeding. This is in contrast to HFs

where being premenopausal showed a statistically significant decrease. It is widely

considered that most side effects of endocrine therapy, such as HFs and vaginal dryness,

are ascribed to the anti-oestrogenic properties of endocrine therapy (Mourits et al.,

2001). However, given that our analysis points to menopausal status affecting HFs and

gynaecological side effects in contrasting manners, the agonistic or antagonistic effects

of tamoxifen or anastrozole on different body tissues may be dependent on the ambient

oestrogen concentration i.e. the patient’s menopausal status. Menopausal status also

changes the risk of HFs, vaginal dryness and irregular bleeding in the placebo groups

as it does in the endocrine therapy group, further supporting the hypothesis that sex

hormone concentrations should be considered.

After stratifying the analyses by randomisation arm and menopausal status, the most

common factors which alter the risk of side effects when taking endocrine therapy

were age at randomisation, HRT use and BMI. Other factors which change the risk of

some side effects include smoking status and time since menopause. All these factors

are possibly linked with decreases in oestrogen concentrations around the time that

endocrine therapy is started.

Particular focus should be shown to former HRT use which increases the risk of HFs, in

pre and postmenopausal women taking tamoxifen, and increases the risk of arthralgia,

HFs and vaginal changes in postmenopausal women taking anastrozole. In contrast,
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in the placebo group, postmenopausal women taking HRT were at lower risk of HFs

compared to those who had never taken HRT or who were previous users. These effects

could be because a large proportion of ex-users of HRT have stopped taking HRT

recently and therefore are a group for whom the decrease in oestrogen concentrations

is particularly large.

HRT is often prescribed to prevent side effects of oestrogen deficiency; in particular

the alleviation of vasomotor and bone problems both of which are common in post-

menopausal women. The benefit of HRT for the reduction of vasomotor and bone

fractures has been well supported by studies such as the Women’s Health Initiative

Trial (WHI). However, the effects of oestrogen only HRT on cardiovascular disease and

breast cancer in the oestrogen and progesterone trial led to the early termination of

the trial.

Nevertheless, studies noted that HRT is very effective for controlling vasomotor symp-

toms, vaginal dryness and sleep disturbance in postmenopausal women (Welton et al.,

2008; Jehan et al., 2015). The WHI investigators also found that after one year, women

randomised to oestrogen alone had fewer reports of joint pain compared to placebo,

(76.3% vs 79.2%, respectively P = 0.001) and had significantly lower joint pain scores

(1.16 ± 0.87 vs 1.22 ± 0.88, mean ± SD, P < 0.001, respectively). In contrast, the

frequency of joint swelling was higher in the oestrogen alone group (42.1% vs 39.7%,

P = 0.02) compared to the placebo group (Chlebowski et al., 2018). However, after

three years there was no statistically significant difference between the two groups for

joint swelling (Chlebowski et al., 2018). An Australian study of 2130 postmenopausal

women observed a positive effect of HRT on musculoskeletal symptoms. At study entry

63% complained of joint ache and myalgia; however, after one year of treatment, the

proportion of women experiencing arthralgia decreased to 57% in women allocated to

oestrogen plus progestin but remained the same in the placebo group (Welton et al.,

2008). In contrast, a Swedish population survey of women aged 53 and 54 showed no

difference in the incidence of arthralgia in HRT users and non-users (Jansson et al.,

2003). The majority of studies demonstrate that HRT alleviates arthralgia in post-

menopausal women, but the size of this effect appears to be small. However, results

of our study indicate that current use of HRT in postmenopausal women and formerly

using HRT in postmenopausal women significantly increases the risk of developing

HFs in pre and postmenopausal women and also increases the risk of arthralgia in
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postmenopausal women.

Previous use of HRT, in particular oestrogen therapy, results in the altered production

of several hepatic proteins including SHBG increasing in concentration compared to

non-users (Ropponen et al., 2005; Maggio et al., 2008). The physiological changes

as a result of increased SHBG concentrations and; therefore, lower free testosterone

concentrations are unclear. Testosterone is responsible for the deposition and the

maintenance of skeletal muscle and administration of testosterone to elderly men has

shown to increase the rate of muscle protein synthesis and muscle strength (Urban et

al., 1995). In women with polycystic ovary syndrome, the concentration of testosterone,

and weaker androgens like DHEA-S, are negatively associated with body mass (Douchi

et al., 1999). However, in premenopausal women testosterone is positively associated

with fat mass (Notelovitz 2002; Keller et al., 2011). In postmenopausal women, the

decline of testosterone may be one of the factors that contribute to the loss of muscle

mass and strength with increasing age and increases in rate at the time of menopause

(Turcato et al., 1997; Bjørnerem et al., 2004; Maltais et al., 2009). The loss of muscle

mass could lead to a decrease in physical activity and increase the risk of falls and

other disabilities. Additionally, the lower body energy requirements of reduced muscle

mass could lead to an increased risk of obesity and other associated diseases (Gower

and Nyman 2000).

Obesity was also a significant risk factor for arthralgias and HFs in women taking

AIs and HFs in women taking tamoxifen. Obese postmenopausal women tend to have

higher concentrations of circulating oestrogen than those who are not obese; this is

largely due to the result of the aromatisation of androgens to oestrogen in adipose

tissue (Zumoff 1982). Therefore, obese women will be particularly affected by a large

drop in oestrogen concentrations after starting endocrine therapy. It has also been

shown that obesity is a risk factor for arthralgia, independent of endocrine therapy

(Reyes et al., 2016).

This analysis supports the increased risk of arthralgia and HFs in postmenopausal

women taking anastrozole and HFs in premenopausal women taking tamoxifen, with

significantly more women reporting these symptoms as BMI increases.

However, prior evidence regarding the impact of BMI on HFs is conflicting. Some stud-

ies suggest that BMI and HFs have a positive association (Freeman et al., 2001; Miller
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et al., 2006). However, other studies find no such association (Maura K. Whiteman et

al., 2003; Gallicchio et al., 2005). In our study, BMI showed significant positive asso-

ciations with HFs and arthralgia in postmenopausal women taking AI, but the impact

of BMI was particularly strong in premenopausal women.

BMI as a risk factor for breast cancer is interesting because age affects its association

with the disease. Greater BMI is associated with an increased risk of breast cancer for

postmenopausal women (Bandera et al., 2013; Robinson et al., 2014; Shawon et al.,

2017). However, for premenopausal women , greater BMI is associated with decreased

breast cancer risk (Bandera et al., 2013; Robinson et al., 2014; Shawon et al., 2017).

BMI is an important risk factor because it is potentially modifiable. However, as

greater BMI appears to be protective in premenopausal women, yet has the opposite

effect in postmenopausal women, its consequences need to be quantified. Potischman

et al. (1996) described a scenario in which obesity in young women reduces exposure

to endogenous oestrogens, reducing the risk of breast cancer (Potischman et al., 1996).

Potischman et al. (1996) found that while total oestradiol levels increased in post-

menopausal women as BMI increased, the opposite was true of premenopausal women

(Potischman et al., 1996). Reduced exposure to endogenous oestrogens would explain

the increased risk of obese premenopausal women to HFs and why this effect is not

seen in postmenopausal women. But further studies need to be performed to fully

understand the role of BMI and age on HFs and other side effects.

Interestingly, two studies, one prospective study and one case-control study, found that

the increased risk associated with higher BMI increases with time after menopause,

but that the association is not evident until 10 years post menopause (MacInnis et

al., 2004; John et al., 2013). In this analysis time since menopause and BMI are not

significant risk factors for the same side effects in the postmenopausal group; however

further stratification of postmenopausal women may show that as time since menopause

increases the risk of side effects also increases at higher BMI.

Questions arise in the literature whether it is general body weight, in our case assessed

by BMI, or fat distribution that is related to HFs. Recent studies have evaluated the

percentages of visceral fat and total abdominal fat. The volume of total abdominal

fat was significantly associated with HFs. HFs increased by 30% with every 151 cm2

of subcutaneous fat. However, visceral fat was not significantly associated with hot
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flushes (Thurston et al., 2008). In a separate study, postmenopausal women aged 50 to

79 years, participating in the Women’s Health Initiative (WHI) trial, reported that a

group undergoing dietary intervention to lose weight showed considerable improvement

in vasomotor symptoms compared with a control group (OR = 1.14, 95%CI (1.01-

1.28)). A loss of about 10% of their initial weight had a significant decrease in vasomotor

symptoms while women who lost 10 kg or more showed complete improvement in

moderate to severe vasomotor symptoms (Kroenke et al., 2012). In contrast to these

findings, the French E3N cohort study found that women who have natural menopause

and who are very thin (BMI < 18.5) or very obese (BMI > 30) had a higher risk

of developing menopausal symptoms than those with a more normal BMI; relative

risk = 0.87, RR = 0.84 respectively (Sabia et al., 2008). Therefore, the association

between BMI and vasomotor symptoms has been highly controversial. Two conflicting

hypotheses exist to explain the mechanism behind the association of BMI and HFs. The

thermoregulatory model proposes that BMI increases the incidence of HFs and other

vasomotor symptoms as increased body fat acts as an insulator making heat dissipation

more difficult. The counter-argument to this is the hypothesis, which suggests that

as BMI increases postmenopausal women have fewer HFs due to an increase in the

concentration of circulating oestradiol as a result of increased conversion of androgens

to oestrogens which takes place in body fat. The latter hypothesis is supported by

observations that fat tissues produce oestrogens and that the most effective treatment

for HFs and vasomotor symptoms is HRT (Freedman 2014).

In likelihood, the initiation of HFs and other side effects is as a result of a milieu of

factors. Several hypothesised biological mechanisms have been postulated and inves-

tigated as to how these baseline factors might influence side effect risk. The most

commonly proposed mechanism is a reduction in endogenous sex hormones (Frieden-

reich 2001). The role of oestrogens, and possibly androgens, are important in the

aetiology of side effects. Research showed that reduced oestrogen concentrations in-

duce and promote HFs and that the risk of developing HFs is increased among women

with early menarche or late menopause (Gallicchio et al., 2015; Arizanović et al., 2018).

The impact of menopause on concentrations of circulating hormones has been well es-

tablished but other factors can also impact the concentrations of these hormones and

have a significant impact on the incidence of side effects.

Low oestrogen concentrations and postmenopausal status are known to be associated
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with reports of arthralgia; however, tamoxifen appears to have little impact on the

incidence of arthralgia. This is not the case with AIs which, alongside obesity, are

the major risk factors for increased risk of arthralgia in postmenopausal women. A

decrease in oestrogen is the most likely underlying mechanism for joint symptoms.

This hypothesis is supported by the observations that arthralgia is commonly reported

among peri and postmenopausal women in the general population (Mishra and Kuh

2006). Reduction of oestradiol concentrations as a result of reduced production by

aromatase inhibition has also been shown to increase the incidence of musculoskeletal

events compared to placebo and tamoxifen (Cella et al., 2006; Coombes et al., 2007;

Regan et al., 2011; Cuzick et al., 2015). The development of arthralgia after chemother-

apy, which also causes hormone suppression, has also been well documented (Crew et

al., 2007; Presant et al., 2007).

Gynaecological side effects related to endocrine therapy indicate the complex mecha-

nism of action with both oestrogen agonist and antagonist effects produced in a variety

of different tissues. As established, without oestrogen normal vaginal conditions may

change. Oestrogen is vital for maintaining the vaginal epithelium and underlying tis-

sues, without it the epithelium can thin resulting in dryness, discomfort and possible

bleeding (Krause et al., 2010).

The agonist or antagonist effects of tamoxifen could depend on background oestra-

diol concentrations and hence menopausal status. Our results show that risk factors

that increase oestrogen levels decrease the number of gynaecological side effects; there-

fore, it is likely that gynaecological side effects are a symptom of a reduced oestrogen

environment.

Serum total oestradiol levels have been shown to decrease with increasing BMI in pre-

menopausal women but to increase in postmenopausal women (Potischman et al., 1996;

Schoemaker et al., 2014; Tin Tin et al., 2021). BMI has also been associated with an

increase in breast cancer particularly in postmenopausal women (Carroll 1998; Davoodi

et al., 2013). The reversal in this endogenous oestrogen level could explain the differing

relation between obesity and side effects, particularly HFs before and after menopause.

Studies in both pre and postmenopausal women have shown that increased concen-

tration of testosterone and lower concentrations of SHBG are associated with obesity

(Maggio et al., 2008; Cooper et al., 2015). SHBG is the major carrier of oestradiol and

the concentration of free oestradiol is directly related to the concentration of SHBG. As
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testosterone and oestradiol concentrations increase and SHBG concentrations decrease

the level of free oestradiol and testosterone also increases (Gower and Nyman 2000;

Cooper et al., 2015). Menopausal status is an additional influence on the effect of obe-

sity on free oestradiol concentrations. Before menopause, the majority of oestrogen is

produced in the ovaries as opposed to peripheral adipose tissues. Postmenopause, the

production of oestrogen is mainly through the conversion of androgens in adipose tissue

. There is also decreased oestrogen binding to SHBG due to the lower concentrations

of SHBG in older women (Gower and Nyman 2000). These factors may contribute to

a lower risk of HFs in postmenopausal women.

In postmenopausal women, this effect may be mediated through the inhibition of aro-

matase stopping the major source of oestrogens. As established in Chapter 1 section

1.3, without oestrogen normal vaginal conditions may change. Oestrogen is vital for

maintaining the vaginal epithelium and underlying tissues, without it the epithelium

can thin resulting in dryness, discomfort and possible bleeding (Krause et al., 2010).

Inhibiting the enzyme aromatase further reduces the concentration of oestrogen within

the body. It seems unlikely that a system with significantly reduced oestrogen would be

protective of gynaecological side effects given the importance of oestrogen in maintain-

ing the vaginal epithelium. Tamoxifen has a tissue-dependent effect being an oestrogen

antagonist in some tissues whilst being an oestrogen agonist in others. This situation

may change depending on whether the woman is pre or postmenopausal as the concen-

tration of endogenous oestrogen, androgens and progesterone may play an important

role in deciding whether tamoxifen is an oestrogen agonist or antagonist (Mac Bride et

al., 2010).

As with any study this analysis has strengths and weaknesses. Self-reported measures

were used and only a limited number of measures were made. Prospective cohort studies

are needed that have repeat assessments of anthropometric measures and associated

factors over several periods as well as follow-up assessments of menopausal status. Such

studies would permit an analysis of the temporal relations between breast cancer and

side effect risk with the baseline measures and would reduce misclassification bias since

menopausal status over time would be available.

On the issue of weight gain and fat distribution changes with menopause, there is a need

to evaluate the effect of increased physical activity and fitness as a tool for the preven-
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tion of changes in body composition associated with menopause and ageing in normal

women. This shows a need to distinguish abdominal fat from the risk attributable to

total fat gain associated with menopause.

4.5 Conclusions

The investigation of anthropometric measurements and modifiable risk factors of side

effect and their associations with breast cancer risk has been actively researched and a

clearer understanding of the aetiologic roles of weight, height, adiposity, fat distribution

patterns, and weight change throughout a lifetime is emerging. However, gaps in the

epidemiological evidence exist and further research is needed to clarify the biologic

mechanisms that are operative.

The baseline factors investigated here are implicated in side effect aetiology. Several

aspects of these associations and the underlying biologic mechanisms, however, require

further clarification. Priorities for research should include better assessment of anthro-

pometric characteristics. Aetiological studies of these factors and their influence on

risk throughout life, with emphasis on population subgroups, such as women who are

current or former users of HRT or those who have been postmenopausal for greater

than 10 years, would be beneficial.

The use of HRT during the trial period of IBIS-I was in contrast to other large breast

cancer prevention studies such as NSABP-P1 study and is particularly relevant as HRT

is well known to increase the risk of breast cancer (Collaborative Group on Hormonal

Factors in Breast Cancer, 2019). It is also interesting to consider whether the use of

HRT in these studies confounds the identification of side effects, via increased oestrogen

concentrations, or whether the use of HRT contributes to the aetiology of side effects

as a result of large levels of disruption on oestrogen concentrations.

To investigate further the impact of HRT and other risk factors identified in this anal-

ysis, a trial primarily focussed on side effect outcomes should be performed. Such a

trial should be a large prospective trial of women at high risk of breast cancer and

women should be randomised to tamoxifen, anastrozole or placebo. The use of HRT

on trial should be prohibited. Baseline characteristics should be measured including,

age, BMI, previous use of HRT, type of HRT, length of previous HRT use, time since
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HRT last taken and reproductive factors such as menopausal status, parity, age at

first birth, age at menarche, age at menopause and time between menopause and ran-

domisation. Women should be followed up every six months and questioned about the

type, frequency (average number per week), and severity of predetermined side effects.

Blood samples for measurement of circulating concentrations of oestradiol, testosterone

and SHBG should be taken at each of the follow up points to determine the impact

that endocrine therapy may be having on hormone concentrations and how hormone

concentrations over time impact the number and frequency of reported side effects.

Finally, studies in the prevention setting that test the impact of genetic variants, en-

dogenous sex hormones and weight control programs on side effect risk will provide a

more definitive understanding of the underlying aetiology and biology for these associa-

tions. Chapters 5 discusses the impact of genetic factors on side effects reported during

the first year of tamoxifen to determine whether single nucleotide polymorphisms in

genes known to be involved in metabolic processes or receptor proteins can increase

or decrease the risk of side effects. Additionally, chapter 6 investigates the role of two

hormones, testosterone and dehydroepiandrosterone-sulphate, and sex hormone bind-

ing globulin and the role that these hormones play in side effect outcomes. Each of

these chapters, aims to establish how each affect side effect incidence and explore these

mechanisms to determine if we can predict a women’s risk of side effect before starting

endocrine therapy.
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Chapter 5: The relationship between genetic

factors and side effects in women randomised to

tamoxifen

5.1 Introduction

The central aim of most human genomic studies is the identification of markers which

aid the understanding of common diseases (Hunter and Drazen 2019). To this end

the European Bioinformatics Institute have identified more than 70,000 associations

between SNPs and disease traits (Buniello et al., 2019). Furthermore, without a strong

family history of a disease, which suggests a single gene-based disorder, most diseases

are complex and involve many variants of small effects contributing to a larger result.

While some genetic variants underlying rare conditions, such as Huntington’s disease,

show clear associations with the disease, those that might underlie common diseases

have been more difficult to identify. The concept that a common disease has a more

multi-factorial aetiology and complex relationship with genetic factors than a rare

disease, coupled with the discovery of several susceptibility variants for common disease,

has led to the development of the common disease / common variant hypothesis (Corder

et al., 1993; Altshuler et al., 2000; Reich and Lander 2001).

The common disease / common variant hypothesis states that common diseases are

likely influenced by common genetic variations, which raises several key implications

for studying these diseases. (Hunter 2005; Bush and Moore 2012). Common diseases

are typically caused by a multitude of factors such as genetic, environmental or lifestyle

factors (Hunter 2005). Firstly, if single common genetic variants influence disease, the

effect size for any one variant must be small relative to effect sizes found with dominant

genes for rare disorders. This proposal must be true as if a SNP with high frequency

in the population led directly to a disease phenotype, the majority of the population

would have that phenotype. However, if the SNP caused a small alteration in disease

risk, the disease and the allele would only be slightly correlated. As such, common
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variants cannot have high penetrance (Bush and Moore 2012). Secondly, if common

alleles have small genetic effects, but common disorders show heritability, then multiple

common alleles will be needed to influence disease susceptibility. If a single SNP variant

confers only a small increase in disease risk, that SNP only explains a small proportion

of the total variance due to genetic factors. Therefore, the total genetic risk due to

common genetic variation must be spread across multiple genetic factors (Bush and

Moore 2012). These two points suggest the importance of moving towards population-

based studies to be more successful in identifying panels of SNPs involved in complex

diseases. Their frequency in the population and the importance of models containing

multiple SNPs for better prediction of disease risk makes this a more challenging task.

Breast cancer risk assessment is often based on factors such as personal, medical and

familial history, while some models also include exposure to endogenous hormones and

benign breast disease. Advances in genetics and genomics has aided the of advancement

and refinement of breast cancer risk assessment models. There are many different

technologies, study designs and analytical tools for identifying genetic risk factors.

The focus in this chapter will be on hypothesis driven Candidate Gene (CG) and

hypothesis generating Genome-Wide Association (GWAS) analyses to determine the

risk of developing side effects during the first six months of taking tamoxifen for breast

cancer prevention.

CG studies focus on genes or genomic areas with a clearly defined hypothesis as to

how this area may affect the incidence of a trait. By focussing on selected genes, it is

possible to determine whether these genes are associated with the outcome of interest

in the study population. GWAS are conducted without prior hypothesis and measure

DNA sequence variations from across the human genome to identify genetic risk factors

for diseases that are common in the population. The goal of GWAS is to use genetic

risk factors to predict who is at risk of disease and to identify biological mechanisms of

disease susceptibility which can be targets for new prevention and treatment strategies.

Breast cancer has many established risk factors, which may operate in unison or in-

dependently to increase an individual’s chance of developing the disease. Genomic

variants are integral for defining breast cancer risk with over 300 SNPs associated with

breast cancer (Mavaddat et al., 2019). Individually, most SNPs have a small impact

on the risk of developing breast cancer; however, a recent study suggested that com-

bining SNPs may explain up to 18% of the risk (Michailidou et al., 2017). Three bands
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of mutations have been established: high, moderate and low penetrance mutations

(Mavaddat et al., 2010). Genomic studies have identified multiple susceptibility genes

the most prominent being those that belong in the high penetrance category but with

low frequency, such as BRCA1 and BRCA2, contributing to up to 20% of hereditary

breast cancer (Easton 1999). Moderate penetrance mutations, such as ATM, CHEK2

and PALB2, tend to be protein shortening variants of DNA repair genes and have been

shown to increase susceptibility to breast cancer (Easton et al., 2015). Nevertheless,

the majority of the 300 SNPs associated with breast cancer are low penetrance mu-

tations which individually only carry a small increase in risk (Mavaddat et al., 2019).

However, given the prevalence of these mutations, they often occur in combination

leading to a larger increase in risk.

Whilst multiple studies have investigated the associations between SNPs and breast

cancer risk, little research has been undertaken to explore the relationship between

SNPs and endocrine related side effects. Genes controlling biological processes, such as

sex hormone or drug metabolism, and genes coding for hormone receptors, and which

therefore may influence diseases outcomes and treatment success, have been proposed

as possible key genes for side effect aetiology.

As described in section 1.2.1.1, tamoxifen is converted into more potent metabolites,

such as N-desmethyl-tamoxifen and endoxifen, and other secondary metabolites, via

two enzyme controlled pathways (Desta et al., 2004; Lyon et al., 2012; Sanchez Spitman

et al., 2017). It has been hypothesised that SNPs in genes encoding these enzymes are

linked to side effects. The focus of most studies has been on the role of SNPs in the

major enzyme involved in tamoxifen conversion, Cytochrome P450 2D6 (CYP2D6);

these have produced inconsistent outcomes (Goetz et al., 2005, 2007; Sestak et al.,

2012). Little work has focussed on SNPs in other key enzymes involved in any stage of

tamoxifen metabolism such as CYP3A4, CYP3A5, or those involved in excretion, such

as sulfotransferases or UDP-Glucuronosyltransferases.

In addition to altered tamoxifen metabolism, sex hormone concentrations are known

to affect the incidence of hot flushes (HFs), gynaecological and musculoskeletal symp-

toms (Huang et al., 2010; Mac Bride et al., 2010; Emond et al., 2011). The majority

of work on side effects has investigated lifestyle and reproductive factors and HRT and

the incidence of side effects. However, sex hormones are synthesised in the body via

conversion from other hormones and cholesterol. Whilst genomic analysis of CYP19A1

187



(aromatase) has been investigated, there has been little work investigating other en-

zymes in this complex pathway (Ingle et al., 2010; Hertz et al., 2017). It is possible

that SNPs could alter the function of key enzymes in the hormone synthesis pathway

thereby disrupting concentrations of important sex hormones such as testosterone and

oestrogen. Therefore, the role of SNPs in enzymes, metabolising sex hormones and ta-

moxifen remain important areas of research which could lead to a better understanding

of the aetiology of menopausal-like side effects.

It is important to examine whether SNPs within genes involved in tamoxifen and sex

hormone metabolism alter gene function, and as a result increase or decrease the risk

of side effects. The widespread availability of low-cost technology for measuring an

individual’s genetic architecture has made this possible on a much wider scale and

has increased its usefulness. Clinical observations and epidemiological studies show

that patients have markedly different responses to treatment, for both disease outcome

and side effects associated with treatment. There is also variability in adverse events

reported as a result of treatment. An example of this variability is the incidence of

musculoskeletal events often experienced during AI therapy. While some women report

no musculoskeletal symptoms others can become disabled from them. Musculoskele-

tal and vasomotor side effects are not by themselves life threatening; however, they

may seriously disrupt a patient’s treatment adherence. The variability in patient out-

comes and adverse events could be associated with the variability identified with the

metabolism and pharmacodynamic effect of AIs or SERMs (Ingle et al., 2010; Ingle

2013). Therefore, it is plausible that specific combinations of multiple SNPs might be

associated with side effects, which, when inherited together, increase the risk of side

effects in women receiving tamoxifen.

Combinations of low penetrance genes have been used to construct polygenic risk

scores (PRS), which have been shown to be important predictors of breast cancer

risk (Michailidou et al., 2017). Several studies have proposed SNP panels as an addi-

tional tool to predict breast cancer risk. Cuzick et al., (2017) investigated 88 SNPs in

a nested case-control study of women enrolled in IBIS-I or the Royal Marsden Trial

(Cuzick et al., 2017). In a separate study, Evans et al., (2017) used 18 SNPs coupled

with known BRCA1/2 mutations to assess whether the 18 SNPs provided further im-

portant information regarding risk of breast cancer (Evans et al., 2017). Opportunities

remain for using PRS to predict side effects, as there has been little work performed on
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the role of multiple gene variants and how they are associated with endocrine related

symptoms. Determining whether SNPs can help to predict the risk of developing side

effects would increase understanding and could help an individual make an informed

decision regarding life-style changes or medication (Garcia-Closas et al., 2014).

The aim of this analysis is to investigate the relationship between SNPs and endocrine

therapy related side effects using three separate analyses:

1. A CG study of known breast cancer risk SNPs from a panel of 88 SNPs previ-

ously defined by Cuzick et al., (2017) combined with genes known to be involved

in sex hormone metabolism, drug metabolism pathways or genes coding for hor-

mone receptors, which have been proposed as possible mechanisms for side effect

aetiology (Cuzick et al., 2017).

2. A GWAS investigating the existence of other loci present in the OncoArray not

previously associated with breast cancer prediction or hypothesised pathways to

side effects. GWAS data will be explored for links to novel variants not previously

part of the candidate gene study but which might help to explain the presence of

side effects.

3. An investigation of multiple genetic variants through-out the genome which, in

combination, may provide useful information when describing complex disease.

As it is computationally intractable to analyse pairwise all SNPs genotyped, genes

from the CG study will be used to select a group of SNPs which best predict side

effect outcomes. These SNPs will subsequently be combined to form a PRS model

for prediction side effect outcome.
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What we already know

• SNPs have been identified with association to breast cancer risk

• Variability is reported in side effects observed between patients taking endocrine

therapy for prevention of breast cancer

• Genetic components of side effects previously observed have not been identified

• Association between the variability observed in primary outcomes and side effects,

and the variability in metabolism and pharmacodynamic effects of endocrine therapies

is not known

What this analysis adds

• CG study to investigate the association of SNPs known to be involved in biological

pathways previously suggested to be mechanisms for side effect incidence:

- Genes previously associated with predicting breast cancer risk

- Tamoxifen metabolism and excretion

- Sex Hormone metabolism

- Genes coding for receptors

• GWAS study to identify potential candidate SNPs associated with side effects for

further research

• Multi-loci analysis to determine groups of SNPs associated with side effects

• Formation of a PRS from the multi-loci analysis to assess side effect risk
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5.2 Methodology

5.2.1 Participants

Details of recruitment for women who were part of the IBIS-I trial have been detailed

earlier in section 3.1 and in trial reports (Cuzick et al., 2002, 2007, 2015). Genotyping

for IBIS-I samples was performed for all breast cancer cases and matched controls with

available material (Cuzick et al., 2017). Genotypes and demographic information at

study entry were available for 820 women from the IBIS-I trial. Only women from

IBIS-I who were randomised to tamoxifen were included in the analysis (N = 310).

5.2.2 Genotyping assay methods

The analysis in this chapter used genotyped data previously collected for determining

the impact of 88 SNPs on breast cancer risk where genotyping procedures have been

previously described (Cuzick et al., 2017). Briefly, 10 mL of DNA extracted from IBIS-I

blood samples were analysed in 96-well plates. Formalin-fixed paraffin-embedded block

samples were analysed on a separate plate. For quality control, two internal controls

with known genotypes were run on each plate. Assays were carried out blindly at

Genome Quebec (Montreal, Canada), a clinical service provider–certified by Illumina;

the Illumina OncoArray was used, and the Illumina HTS (high-throughput sequencing)

protocol was rigorously followed (Cuzick et al., 2017). A total of 517,820 SNPs were

genotyped and included at the start of the analysis.

5.2.3 Study design

The primary end point was a report of side effects during the first six months of IBIS-I

by women taking tamoxifen. Side effects of interest were those considered to be linked

to endocrine therapy: HFs and gynaecological symptoms (vaginal discharge, vaginal

dryness and irregular bleeding). Women were selected as cases if they reported a HF

or gynaecological symptom within the first six months of trial whilst controls were

women who did not report the side effect during the same follow-up period. The study

was designed to use all cases from IBIS-I with genotype information and follow-up

information available.
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Candidate genes were selected based on identification in comprehensive reviews as

being involved in distinct biological processes, namely genes coding sex hormone or

tamoxifen metabolism enzymes or genes coding for hormone receptors (Desta et al.,

2004; Sanchez-Spitman et al., 2017; Schiffer et al., 2019). Table 5.1 summarises the

candidate genes selected for analysis. Genes were grouped by function and may appear

more than once if they belong to more than one functional pathway. These were added

to the 88 SNPs identified by Cuzick et al. (2017) for CG analysis (Cuzick et al., 2017).

Table 5.1: Candidate genes selected for the candidate gene analysis. Genes
are grouped by function and may appear more than once if they belong to
more than one functional pathway

Tamoxifen metabolism genes

CYP2D6 CYP2C9 CYP3A4 CYP3A5 SULT1A1 SULT1A2
SULT1E1 UGT2B4 UGT2B7 UGT2B15 UGT2B17 CYP1A1
CYP1A2 CYP2A6 CYP2B6 CYP2C19 CYP2C8 CYP2E1
ABCC2

Sex hormone metabolism

CYP21A2 CYP17A1 CYP11A1 SULT2A1 SULT2B1 HSD3B1
HSD3B2 SRD5A1 SRD5A2 SRD5A3 CYP11B1 CYP11B2
HSD11B1 HSD11B2 UGT1A1 UGT2B4 AKR1C1 CYP19A1

COMT HSD17B1 HSD17B2 HSD17B3 HSD17B4 HSD17B7
HSD17B8 HSD17B14 CYP1A1 CYP1B1 CYP3A4 UGT1A1
UGT2B4 SULT1A1 SULT131 SOD2 NAT1 NAT2
GSTP1 NQO1

Receptor genes

ESR1 ESR2 PGR

Following QC of the genotyped samples, gene locations were identified and extracted

using the University of California Santa Cruz genome browser using genome build

GRCh37/hg19 from February 2009 (Kent et al., 2002).

5.2.4 Analysis methods

5.2.4.1 Quality control

Prior to quality control (QC) and association analysis of genotype data, duplicated

individuals were removed from the dataset (N = 14). Removal of duplicates was based

on the missingness genotyping rate of the samples with the highest call rate sample re-

tained in the dataset. Genotype data ordered by chromosome underwent per-individual

and per-marker QC. The QC process is summarised in Figure 5.1.
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Figure 5.1: Quality control procedure prior to sample analysis

Per-individual QC included: (i) sex check: for the identification of individuals with

discordant sex information; (ii) heterozygosity and missing check: for the identification

of individuals with outlying missing genotype and/or heterozygosity rates. Sex check

identified zero individuals with discordant sex information. 25 individuals were iden-

tified with missing genotype rates of more than 3% who were subsequently excluded

from the study.

Per-marker QC was performed on 517,820 SNPs and consisted of: (i) check for missing
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SNPs: for identifying markers with excessive missing genotype rates as a result of poor

genotyping; (ii) check of Hardy-Weinberg equilibrium (HWE): for the identification of

markers which show significant signs of deviation from HWE and (iii) check of minor

allele frequency (MAF): for removal of marker with low MAF. Breakdown of marker

removal by chromosome can be found in Table 5.2.

Table 5.2: Table of markers failing per marker quality control on each
chromosome. HWE – Hardy-Weinberg Equilibrium, MAF – Minor Allele
Frequency

Chromosome SNP total
(Start)

Failed Markers Remaining

Missing
Genotype

Fail HWE Fail MAF markers

1 37,064 807 60 11,576 24,621
2 43,774 819 115 13,638 29,202
3 35,330 587 83 11,210 23,450
4 28,790 524 83 9,026 19,157
5 32,633 614 84 10,362 21,573
6 43,473 2,047 449 13,457 27,520
7 26,451 567 63 7,725 18,096
8 27,635 447 70 8,246 18,872
9 22,309 430 53 6,375 15,451
10 26,242 531 60 7,961 17,690
11 24,667 473 53 7,719 16,422
12 26,553 558 65 8,109 17,821
13 17,282 301 33 5,432 11,516
14 16,565 366 47 4,987 11,165
15 15,195 287 41 5,120 9,747
16 16,053 389 44 4,926 10,694
17 18,042 497 166 5,408 11,971
18 14,912 251 36 4,510 10,115
19 14,122 563 94 4,389 9,076
20 14,279 362 32 4,138 9,747
21 6,469 128 10 1,852 4,479
22 9,980 276 48 3,293 6,363

Total 517,820 11,824 1,789 159,459 344,748

A marker missingness rate of >3% were identified in 11,824 (2.3%) SNPs. This is

important because serious errors in genotyping often yield extremely low p-values for

heterozygosity testing. After investigation of the distribution of p-values of genotyping

p-values a threshold of P < 1×10−5 was selected to avoid the removal of too many

SNPs. 1,789 (0.3%) markers had strong deviation from HWE (P < 1×10−5), indicative

of genotyping or genotype calling errors and were removed from the analysis. 159,459

(31.8%) markers failed to meet the 5% threshold for MAF testing and were removed.
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Once per-individual and per-marker QC were performed, women who were randomised

to placebo were also removed from the analysis. This left 310 individuals and 344,748

markers remaining for analysis. After QC and removal of failing markers overall geno-

typing rate was >0.999 for each of the chromosomes.

5.2.4.2 Statistical analysis of individual loci

A series of single-locus tests analysing each SNP for association with the side effect

phenotype were performed using logistic regression, with and without the inclusion

of covariates. Categorical covariates included in the multivariate logistic regression

were age (<50 and ≥50), BMI (<25, 25-30, >30), HRT history (never, current, former

user), baseline menopausal status (pre or postmenopausal), and smoking history (never,

current, former). Odds ratio and 95% confidence intervals were produced for each SNP.

The statistical significance level for the CG study was defined as 8.3×10−4 (alpha of

0.05 divided by 60 genes). This significance level was selected because of LD between

SNPs; therefore, for each of the candidate genes, SNPs within each gene were linked

together to give a statistical significance level of 8.3×10−4. Subsequently the false

discovery rate (FDR) was calculated to determine the likelihood that each SNP is

a false positive at the current level of significance. For the GWAS study statistical

significance was defined at a genome-wide level of 1×10−7. A sub-threshold of 5×10−5

for suggestive associations which would require validation in independent data sets was

also defined to identify novel SNPs. A discussion of statistical significance levels can be

found in section 3.4.4. Following identification of statistically significant SNPs, those

located close to each other were tested for linkage disequilibrium. D
′

and R2 values

between each pair of SNPs were reported.

5.2.4.3 Multi-loci analysis

After initial investigation of individual SNPs, multiple loci were analysed to assess

whether more than one SNP working in tandem with others might prove a better

predictor for side effects than any single SNP.

Given the computational complications of analysing 350,000 SNPs in a pairwise fashion,

markers were filtered to remove those hypothesised to have little effect on outcomes.

195



Only SNPs from an established biological context, such as a biochemical pathway or a

protein family as per the CG study (see Table 5.1) or SNPs previously associated with

breast cancer risk were used to assess multi-loci associations.

The dataset was partitioned into ten sets each containing a similar number of cases

and controls. Least Absolute Shrinkage and Selection Operator (LASSO), was used

to reduce the number of variables and to form a model for each side effect. Ten-fold

cross-validation was performed with each of the ten sets used once as a test set. Model

parameters were reported at the minimum lambda (λ) value (lambda.min), the option

which refers to the value of λ at the lowest CV error, and at the largest value of λ

which is within one standard error of the best model (lambda.1se) (Tibshirani 1996;

Freidman et al., 2010). If all parameters were excluded in the lambda.1se model, then

the range of λ was explored to find the model with the best prediction. The OR point

estimate, calculated by the exponential of the LASSO coefficient, and locus for each

SNP in each model was reported.

5.2.4.4 Polygenic risk score

Models were then used to determine a polygenic risk score (PRS). The coefficients from

the LASSO model (β) were multiplied by the number of risk alleles (x) for each SNP

identified in the LASSO generated models. The PRS represents the combined effect of

each of the SNPs (Equation 5.1).

PRS = β1x1 + β2x2 + . . .+ βkxk + βnxn (5.1)

Equation 5.1: Equation for the generation of polygenic risk score for each

side effect.

The PRS was then exponentiated and subsequently normalised by dividing each expo-

nentiated PRS score by the mean. To assess the utility of the PRS, the side effect status

(0 or 1) was then modelled against the PRS and thresholds for side effect prediction

identified.
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5.2.4.5 Statistical software

QC was performed using PLINK (Version 1.9) and R Version 3.6.0 through the plugin

plinkQC R package (Chang et al., 2015; Meyer 2018). Statistical analysis, OR and

95% CI, for both the GWAS study and the CG study was performed using PLINK

Version 1.9 (Package: PLINK[1.9], Authors: Shaun Purcell and Christopher Chang,

URL: www.cog-genomics.org/plink/1.9/) (Chang et al., 2015). Output of statistical

analysis will be imported into R for further analysis of interactions between SNPs and

treatment and for production of graphics to summarise the outputs.

In addition to the statistical software used, LDlink was used to plot the LDmatrix

for regions of interest. Genotypes from the Central Europeans living in Utah (CEU)

group of the 1000 genomes project will be used to assess the LD between different

SNPs within our cohort (Machiela and Chanock 2015; The 1000 Genomes Project

Consortium 2015).

5.2.4.6 Author contributions

Samples for the genomic analysis were selected by J.C. and assays were carried out

blindly at Genome Quebec (Montreal, Canada). M.H. performed QC of samples and

all subsequent analysis. A more detailed breakdown of contributions to each chapter

can been found in a summary table in Appendix 1.
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5.3 Results

5.3.1 Study demographics

Per individual QC was performed on 820 women randomised to tamoxifen or placebo

during the IBIS-I trial. Twenty-five women were removed due to poor genotyping in

greater than 5% of samples or a heterozygosity greater than three standard deviations

from the mean, 485 women randomised to placebo were also removed. The demo-

graphic of women included for further analysis after removal of individuals who fail per

individual QC is shown in Table 5.3.

Table 5.3: Demographic of women remaining in analysis (N = 310) after
removal of failed individuals with respect to randomised treatment

Parameter Tamoxifen (N = 310)

Median age (IQR) 50.00 (46.0-53.8)
BMI median (IQR) 25.64 (23.4-29.9)
Menopausal status

Premenopausal 136 (43.9)
Postmenopausal 173 (55.8)

HRT use
Never 180 (58.1)

Former 54 (17.4)
Current 76 (24.5)

Smoking history
Never 157 (50.7)

Former 101 (32.6)
Current 52 (16.8)

Reported side effect number (N (%))

Hot flushes 143 (46.1)
Vaginal discharge 44 (14.2)
Vaginal dryness 21 (6.8)

Irregular bleeding 29 (9.4)
Any gynaecological symptom 84 (27.1)

Subsequent per marker QC in remaining samples identified low MAF as the main reason

for excluding SNPs, followed by missing genotype and failed HWE. Details for markers

removed during per marker QC and the reason for the removal from the analysis are

shown in Table 5.2.
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5.3.2 Candidate gene study results

The CG analysis was performed on 571 SNPs from 60 genes shown in Table 5.1. The

analysis was performed in 310 women randomised to tamoxifen who passed the per

individual QC.

One SNP was associated with HFs at P < 8.3×10−4 after adjustment for menopausal

status, smoking history, BMI, age, and HRT use. The SNP was rs9332220 found in a

region encoding CYP2C9 and had a 52% (OR = 0.49 95%CI (0.32 – 0.74)) reduction

in HF risk. However, an FDR of 0.45 suggested that this finding may be false in a large

proportion of cases. Two other SNPs, rs1934956 and rs9332242, located on chromosome

10 between 96748893 - 96828160, in the site of the CYP2C8 and CYP2C9 respectively,

were of borderline significance but did not meet the P < 8.3×10−4 threshold. One of

these SNPs, rs9332242, was within 5kb of rs9332220 and was also associated with a

reduction in HFs (OR = 0.56 (0.34 – 0.90)) (Table 5.4).

The ORs for these SNPs were similar and both were found in the same genomic region,

which raised the potential for LD between these SNPs. The investigation of LD was

required to avoid overstating the number of SNPs associations or the strength of SNP

associations with side effects. For this analysis the CEU data set, people of northern

and western European descent living in Utah, of the 1000 genomes project was used

to calculate LD between SNPs. This was to determine the rate at which each pair of

SNPs are found together and thus whether the risk was a shared risk or whether each

SNP is individually linked to the side effect of interest. In the case of rs9332220 and

rs9332242, both SNPs are likely inherited together if AG/AG are the in-phase alleles,

D
′

= 1.00 and R2 = 1.00 and if CG/GA are the in-phase alleles, D
′

= 1.00 and R2 =

0.64.

rs1934956 was not found in high LD with either of the other SNPs on chromosome

10, D
′

= 0.70 and R2 = 0.011 with rs9332242 and D
′

= 0.581 and R2 = 0.012 with

rs9332220. rs1934956 was associated with a 89% increase in the risk of HFs (OR =

1.89 (1.13 – 3.16)) compared to those without the variant (Table 5.4).

No SNPs had a P < 8.3×10−4 for vaginal dryness or discharge, irregular bleeding or

any gynaecological side effect. In each case the most associated SNP after adjustment

were rs8100458 (P = 1.08×10−2) in the CYP2B6 coding region for vaginal dryness,
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rs1799930 (P = 1.12×10−3) in the NAT2 coding region for vaginal discharge, rs7003927

in the NAT1 gene region (P = 4.89×10−3) for irregular bleeding and chr2:202,221,239

in ALSCR12 (P = 2.42×10−3) for any gynaecological symptoms. Given that the SNP

in ALSCR12 was also significantly associated with vaginal discharge (OR = 2.51 (1.29 –

4.88); P = 6.57×10−3), there is a strong likelihood that this SNP predicts the outcome

of vaginal discharge within the group labelled any gynaecological symptoms. However,

it was interesting to observed that the strength of association between chr2:202,221,239

in ALSCR12 and any gynaecological symptom was stronger than the individual side

effect suggesting that chr2:202,221,239 in ALSCR12 may also be weakly associated

with other gynaecological symptoms (Table 5.4).

Interestingly, with the exception of vaginal discharge, there were four different SNPs

in ESR1 reported among the top associated SNPs with gynaecological outcomes. Two

SNPs in ESR1 were reported for irregular bleeding rs1285057 (OR = 2.18 (1.24 –

3.80); P = 6.39×10−3) and chr6:152,130,918 (OR = 2.24 (1.26 – 4.01); P = 6.33×10−3)

and one for vaginal dryness rs11393678 (OR = 2.65 (1.16 – 6.08): P = 2.10×10−2).

One further SNP, rs827423 was reported for any gynaecological symptom (Table 5.4).

They were located on chromosome 6 between 152,103792 – 152,156,197 base pairs a

region within the ESR1 gene which codes the ERα receptor. The two SNPs associated

with irregular bleeding, rs1285057 and chr6:152,130,918, found within 27Kb of each

other increased the risk of irregular bleeding by approximately 2-fold which remained

unchanged after adjustment for age, menopausal status, BMI, HRT and smoking status.

Investigation of LD between these SNPs revealed no LD between the SNPs.
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5.3.3 GWAS results

Previous GWAS analyses found that there were numerous SNPs associated with breast

cancer or secondary treatment outcomes, which do not form part of any known path-

ways or genes. Therefore, a GWAS analysis was performed on the dataset to identify

any additional SNPs, which may be associated with side effects. The GWAS analysis

was performed on approximately 345,000 SNPs in 310 women randomised to tamox-

ifen. While no SNPs were significant at a genome-wide significance level (5×10−8),

29 SNPs were identified which had a p-value of < 5×10−5 for association with any

side effect (Figure 5.2, Table 5.5). Of these 29 SNPs two had p-values of < 1×10−5

and were located on chromosome 19 within ∼13kb of each other and both associated

with vaginal discharge (Table 5.5). These two SNPs had the strongest associations

of any SNPs, rs147676656 and rs62113694 with p-values of 9.24×10−7 and 1.55×10−6

respectively (Table 5.5).

Figure 5.2: Manhattan plot of all SNPs passing QC. Blue line represents
significance level of 1×10−5. SNPs highlighted in green are SNPs which met
a statistical significance level of 5×10−5 for hot flushes, vaginal discharge,
vaginal dryness, irregular bleeding or any gynaecological symptom.

Both SNPs were not directly associated with a gene; however, they lie within ∼30

Kb of PSG9 and CD177 respectively. Both PSG9 and CD177 have previously been

identified as being involved in cell adhesion pathways. Given the close proximity of

the two SNPs too each other a test for LD was performed showing that both SNPs are

in high LD (R2 = 0.94, D
′

= 0.97). These SNPs were not in LD with either of the
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genomic regions which code for the genes PSG9 and CD177 meaning that these SNPs

are more likely to exert their mode of action through the enhancement or inhibition of

gene expression rather than altering the protein structure (Figure 5.3).

In addition, three other SNPs potentially associated with vaginal discharge were identi-

fied. These were rs1947300 on chromosome 8 (OR = 6.96 (2.87-16.87); P = 1.79×10−5)

which is close 17.5 Kb from the region coding for the UNC5D gene, rs60835808 on chro-

mosome 11 (OR = 6.46 (2.69-15.51); P = 3.04×10−5) close to the region coding for

ASCL2 and rs73040051 on chromosome 12 (OR = 6.32 (2.65-15.03); P = 3.11×10−5)

near to the CCND2 gene coding region (Table 5.5).

Other regions of interest with links to side effects other than vaginal discharge were

identified during the GWAS analysis (Table 5.5). Six SNPs are associated with in-

creased risk of HFs, one SNP on chromosome 1 in the PLD5 coding region (rs3913529:

OR = 2.08 (1.47 – 2.94); P = 4.00×10−5), one on chromosome 5 in the PPP2R2B

coding region (rs178549: OR = 2.22 (1.52 – 3.25); P = 4.71×10−5) and one on chro-

mosome 13 in the RNF219-AS1 gene region (rs9593346: OR = 2.36 (1.57 – 3.57); P =

4.30×10−5). All three SNPs are associated with approximately a 2-fold increase in the

risk of HFs. A further three SNPs are located within a ∼21Kb region on chromosome

2 associated with the LOC730100 region which has been found to produce non-coding

RNA.

The three SNPs on chromosome 2 present a contradictory picture. Two SNPs, rs1919430

(OR = 0.44 (0.30 – 0.65); P = 3.93×10−5) and rs13387812 (OR = 0.42 (0.28 – 0.62);

P = 1.13×10−5) were both associated with a decreased risk of HFs. The third SNP

was associated with a 2.3-fold increase in risk of HFs (rs10206670: OR = 2.34 (1.59

– 3.44); P = 1.50×10−5). LD analysis of the three SNPs showed that while all three

have a high D
′

only rs1919430 and rs13387812 are in high LD R2 = 0.82. Although

rs10206670 was a commonly observed SNP, it was poorly linked to the other two SNPs

with R2 = 0.39 with rs1919430 and R2 = 0.36 with rs1919430. These LD values help

explain the risk effects brought by each SNP. The two SNPs in high LD, rs1919430 and

rs13387812, are often inherited together and reduce the risk of HFs by approximately

60%. Alternatively, having the rs10206670 mutation leads to an increased risk of HF

of 2.3-fold. The effect of having all three mutations is unknown.

Four SNPs were associated with vaginal dryness below 5×10−5. However, none of
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these SNPs were located in a gene coding region. None of them were located in the

same region of the genome as any other SNP. While none of the SNPs from the CG

were significant, and no link to ESR1 was observed, this analysis shows one SNPs also

on chromosome 6 with the closest gene GMNN. GMNN encodes a protein involved

in cell cycle regulation inhibiting the incorporation of mini chromosome maintenance

proteins into the pre-replication complex. Increased expression is believed to play a

role in several malignancies including breast cancer.
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Figure 5.3: Linkage disequilibrium plot of all genotyped positions on Chro-
mosome 19. LD patterns from Phase III of the 1000 genomes project –
CEU population was used to determine linkage. Panel below the LD plot
identifies genes and gene positions. Genotyped SNPs are plotted as squares,
with the colour indicating the degree of pairwise LD between SNPs. Red
indicates strong pairwise LD and reducing LD is displayed by the intensity,
white indicates no LD.
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There were six SNPs associated with irregular bleeding at P < 5×10−5 two of which,

rs73452088 and rs66525491, were not within any gene coding regions but are close to

PSAT1 and TOX3 respectively. Two other SNPs were located in genes CCDC172,

rs12244656, on chromosome 10 and FAIM2, rs11378140, coding an apoptotic inhibitor

molecule on chromosome 12. Two further SNPs, rs4930643 and rs11604251, were found

1.5Kb apart on chromosome 11 both found within the TPCN2 gene coding region.

These SNPs were associated with an increase in irregular bleeding of 6-fold (OR =

6.26 (2.66 – 14.72); P = 2.68×10−5) and 4.7-fold (OR = 4.71 (2.08 – 7.97); P =

3.90×10−5) respectively. LD analysis of these SNPs indicates that both were in high

LD with D
′

= 1.00 and R2 = 0.91. The TPCN2 gene encodes a cation-selective

ion channel. The protein coded localises to lysosomal membranes and allow nicotinic

acid adenine dinucleotide phosphate induced calcium ion release from lysosome stores.

TPCN2 is often upregulated in cancer and also contains the cyclin gene which is a

known promoter of oncogenesis. Given this known link to oncogenesis it is possible

that TPCN2 is involved in angiogenesis. The promotion of new blood vessels may well

be an important mechanism through which irregular bleeding is initiated.

Finally, eight SNPs were associated with any gynaecological symptom. None of the

SNPs associated with this general class of gynaecological symptoms were associated

with any of the individual gynaecological symptoms. Three SNPs were grouped within

21 Kb on chromosome 3 in the gene region encoding FLNB. Each of the three SNPs

is linked with an approximately 3-fold increased risk of any gynaecological symptom

(rs7638552: OR = 2.97 (1.82 - 4.84); P = 2.39×10−5), (rs11130613: OR = 2.85 (1.75

- 4.65); P = 2.51×10−5), and (rs2362904: OR = 2.85 (1.75 - 4.65); P = 2.51×10−5).

LD analysis of these SNPs showed that all are highly correlated with D
′
> 0.97 and

R2 > 0.92 in all cases. This means it is likely that the 3-fold increase in gynaecological

risk is a combined risk rather than an individual risk. FLNB encodes a protein in the

filamin family. Filamin proteins interact with glycoproteins during the vascular repair

process while other mutations in these genes have been linked to several conditions

affecting body growth and development. A fourth SNP is located in chromosome 4

in the region of LINC01258 and is associated with a 4-fold increase in gynaecological

symptoms (rs17615370: OR = 3.90 (2.03 - 7.49); P = 4.59×10−5). The pathways

and impact of LINC01258 is unknown with LINC01258 coding a long intergenic non-

protein coding RNA. Two further SNPs were found 11 Kb apart on chromosome 6 in the

region coding for SYNE1. SYNE1 encodes a spectrin repeat containing protein which
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is expressed in skeletal muscle and peripheral blood lymphocytes. The mechanism

through which SYNE1 is linked with gynaecological symptoms is unknown. The SNPs

found in this region of chromosome 6 were associated with a 2.7-fold (rs1405696: OR

= 2.82 (1.78 - 4.48); P = 1.11×10−5) and 2.8-fold (rs2141148: OR = 2.78 (1.75 -

4.42); P = 1.50×10−5) increase in risk of gynaecological side effects. LD analysis of

the two SNPs again indicated that these SNPs were in high LD (D
′

= 1.00 and R2

= 0.98) suggesting that these risks should not be combined and that, given both are

inherited together, both SNPs combined to give a 2.8-fold increase in gynaecological

symptoms. Two final SNPs, rs11843180 and rs4887053, located on chromosome 13 and

15 respectively increase the risk of gynaecological symptoms by 3.3-fold (rs11843180:

OR = 3.34 (1.89 - 5.91); P = 3.55×10−5) and 3.2-fold (rs4887053: OR= 3.26 (1.88

- 5.64); P = 2.55×10−5) respectively. However, neither of these SNPs were found in

a gene coding region, 863Kb from PCDH9 and 18Kb from IREB2 respectively. It is

therefore not known how these SNPs exert their effect and how they increase the risk

of gynaecological symptoms.

5.3.4 Multi-loci results

All 571 SNPs from the CG analysis genotyped in 310 women randomised to tamoxifen

were used in the multi-loci analysis. No SNPs from the GWAS analysis were included

in the multi-loci analysis. Women who had no side effect information were excluded

from this analysis (N = 299). SNPs were then selected using LASSO and 10-fold cross-

validation to tune the model and select a subset of variables which described each of

the side effects of interest. The number of variables selected by LASSO for each of

the side effects are shown in Table 5.6. The LASSO coefficients of each SNP were

subsequently exponentiated to give OR point estimates to assess the strength of the

influence on the side effect.

The LASSO model for HFs at the lowest lambda (λ = 0.080) selected a total of one

SNP. Whilst the model using the largest lambda (λ = 0.092) within one standard error

of the minimum selected also contained one SNP; the AUC at λ = 0.092 was 0.55 (SE

= 0.04). The single SNP within the LASSO model was rs9332220 (CYP2C9 ) which

had the largest associations with HFs in the CG study. Point OR estimate at λ =

0.092 for rs9332220 was 0.97. The magnitude of OR suggested that the selected SNP

was not strongly associated with HFs supporting the results of the CG analysis (Table
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Table 5.6: Summary of selected variables for models defining side effects.
Min – is the value of lambda.min and 1SE the lambda value at one standard
error from the minimum lambda

Threshold Lambda AUC SE Number of
selected vari-
ables

Hot flushes min 0.080 0.557 0.041 1
1se 0.092 0.551 0.021 1

Vaginal discharge min 0.066 0.519 0.018 0
1se 0.066 0.519 0.018 0

Self Select 0.024 0.630 0.047 66
Vaginal dryness min 0.001 0.575 0.060 61

1se 0.016 0.529 0.072 44
Irregular bleeding min 0.006 0.597 0.061 85

1se 0.026 0.540 0.060 28
Any gynaecological min 0.007 0.630 0.029 161

symptom 1se 0.014 0.604 0.028 123

5.4).

The vaginal discharge model contained no SNPs selected at the optimum lambda (λ

= 0.066) investigation showed that the largest lambda within one standard error was

also (λ = 0.066). Investigation of the lambda range identified λ = 0.024 as the point

at which the LASSO generated model had the best AUC (0.63, SE = 0.05) for the

prediction of vaginal discharge. At λ = 0.024 the LASSO model selected 66 SNPs in

the model. The range of OR point estimates ranged from 0.75 – 1.79 with a median

and interquartile range of 1.00 (IQR: 0.96 – 1.08).

The vaginal dryness model contained 61 SNPs at the optimal lambda (λ = 0.001) and

44 SNPs at λ = 0.016. At λ = 0.016, the AUC of the LASSO model was 0.53 (SE

= 0.07) which suggested the predictive potential of the model was poor. This was in

concordance with the CG study which found no statistically significant SNPs associated

with vaginal dryness. The OR estimates for SNPs which formed the vaginal dryness

model ranged between 0.58, in a region coding for SULT1E1, and 1.83 for SNPs in

ESR1 and HSD17B4 genes and had a median (IQR) of 1.06 (0.93 – 1.29). Results

from the multi-loci modelling of vaginal dryness supported the result of the CG study.

The strength of association between SNPs and vaginal dryness was weak, but evidence

suggested that altered sex hormone metabolism and disrupted signalling at ERα may

be involved in the aetiology of vaginal dryness in women randomised to tamoxifen.

The irregular bleeding model at lambda.1se (λ = 0.026) contained 28 SNPs compared
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to 85 reported SNPs at the optimum lambda. ORs for the SNPs ranged from 0.72 in

a region coding for ESR1 to 1.53 for SNPs in CYP2C9 and NAT1 genes. The two

SNPs with the largest ORs from the LASSO model, rs7003927 (NAT1 ) and rs1934968

(CYP2C9 ) were both observed in the CG study among the SNPs with the strongest

association with irregular bleeding. However, it should be noted that no SNPs were

significantly associated with irregular bleeding in the CG study.

When any gynaecological symptom was considered, the LASSO model contained 123

SNPs at lambda.1se (λ = 0.014) compared to 161 at the optimum lambda (λ = 0.007)

(Table 5.6). At λ = 0.014, the AUC for any gynaecological symptom was 0.60 (SE

= 0.03) which was the best prediction model for any of the gynaecological symptoms.

OR estimates of SNPs in the model ranged from 0.51 to 2.24 and had a median (IQR)

of 1.01 (0.91 – 1.17). There were five SNPs with OR estimates above 1.75, the largest

of these rs1934698 (OR = 2.23) was located in the coding region of CYP2C9 and had

previously been associated with an increase in irregular bleeding. The next largest

effect SNPs were chr2:202,221,239 (ALSCR12 ) and chr16:53,855,291 (FTO) both of

which were among the SNPs with the strongest association with any gynaecological

symptoms in the CG study. chr2:202,221,239 (ALSCR12 ) was also associated with

an increase in vaginal discharge in the CG study. The final two SNPs which had

an OR > 1.75 were chr10:5,244,295 (AKR1C1 ) which had previously been associated

with vaginal dryness during the CG study and rs8017441(ESR2 ) which had not pre-

viously been associated with any gynaecological symptoms. Four SNPs had an OR

of <0.60, amongst these were rs12662670 and rs1934953 (both CYP2C8 ), rs11788785

(HSD17B3 ) and rs6586714 (NAT1 ). rs1934953 had previously been associated with

a decrease in vaginal dryness and rs11788785 was associated with a decrease in any

gynaecological side effect in the CG study. No previous association with gynaecological

symptoms had been observed for either of the other two SNPs.

After the models were defined, the coefficients for each SNP were multiplied by the

number of risk alleles and the products summed, exponentiated and normalised, which

generated a PRS score for each woman in the dataset. Women who were missing

genomic information for any of the selected SNPs in each model were removed from

the analysis. It was not possible to form a PRS score for HFs or for vaginal discharge

due to the number of SNPs selected by each of the multi-loci LASSO models, N = 1

and N = 0 respectively.
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There were 225 women who had complete information for all SNPs in the vaginal

dryness LASSO model (reported vaginal dryness = 15, no vaginal dryness = 210).

The PRS range for loci selected for predicting vaginal dryness was 0.02 – 21.73 with

a median of 0.28 (IQR = 0.16 – 0.62). For women who reported vaginal dryness the

range was 3.82 – 21.73 and median of 8.40 (IQR = 6.75 – 10.72) compared to a range

of 0.02 – 3.25, median 0.25 (IQR = 0.14 – 0.51) for those who did not report vaginal

dryness. At a threshold of 0.5 for the normalised PRS score, women who had a PRS

of greater than 0.5 all reported vaginal dryness and those who had a score of less than

0.5 did not report any vaginal dryness.

297 women had complete SNP information for all SNPs in the irregular bleeding model

(reported irregular bleeding = 25, no irregular bleeding = 272). The PRS range for

all women was 0.15 – 6.68 and had a median of 0.75 (IQR = 0.48 – 1.22). Women

who reported irregular bleeding had a PRS range of 1.22 – 6.68 and a median of 2.70

(IQR = 1.82 – 3.43) compared to a range of 0.15 – 4.34 and a median of 0.73 (IQR =

0.47 – 1.06) for women without irregular bleeding. PRS scores for each woman were

rounded to the nearest 0.5 and the range of the PRS was partitioned into 10 groups

in 0.5 increments from 0-5. Only one woman had a score in excess of 5 and was thus

included in the highest group. Only five women (1.8%) who did not report irregular

bleeding had a PRS score of greater than middle score group (2.5). The majority of

women (228/272, 83.8%) who do not report irregular bleeding had a PRS score of one

or lower. This was compared to 64.0% (16/25) women who reported irregular bleeding

had a PRS score of 2.5 or greater.

269 women had complete SNP information for SNPs when all gynaecological symptoms

were combined (reported gynaecological symptoms = 71, no gynaecological symptoms

= 198). The PRS for any gynaecological symptoms had a range of 0 – 49.1 and a

median of 1.00 (IQR = 0.08 – 0.68). Women who reported symptoms had a PRS range

of 0.29 – 49.08 and a mean of 1.79 (IQR = 1.15 – 2.89) compared to a range of 0.00

– 0.83 and a median of 0.17 (IQR = 0.06 – 0.21) for those without any gynaecological

symptom. The PRS scores were rounded to the nearest 0.5 and the range of the PRS

was partitioned into ten groups in 0.5 increments from 0-5. Seven women had a score

in excess of 5 and were included in the highest group (5.0). 62 women (87.3%) who

reported gynaecological symptoms had a PRS score of greater than one compared to

nine (12.6%) who had a score of less than one. The majority (194/198, 98.0%) of
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women who do not report irregular bleeding had a PRS score of 0.5 or lower. 14/18

(77.8%) of women who had a PRS of one reported gynaecological symptoms.

These results suggested that the use of multiple loci could be used to determine risk

of gynaecological symptoms. In each case women who reported gynaecological side

effects had higher PRS scores than women who did not report any symptoms. These

results highlighted the potential benefit of using multi-loci models to construct a PRS

for prediction of side effects and that the use of genomic factors should be considered

for prediction of women who could be at high-risk of side effects.

5.4 Discussion

This analysis investigated SNPs for association with the risk of side effects in women

randomised to tamoxifen in the IBIS-I study. This study began with a candidate gene

study of SNPs in genes which:

• Have been previously linked to breast cancer in the study population

• Are involved in tamoxifen metabolism

• Are involved in sex hormone metabolism, or

• Code for receptor proteins

In addition to these known SNPs, a discovery GWAS was performed to identify genetic

factors that might contribute to risk for the development of side effects in the first six

months of breast cancer prevention therapy with tamoxifen.

The hypothesis that side effects cannot be explained by a single SNP and that groups

of SNPs give more information, led to a final multi-loci analysis using the SNPs from

the CG study. Of the 571 SNPs analysed as part of the CG study, only 1 SNPs had

an association with any side effect at P < 8.3×10−4. The SNP was associated with

HFs and located in a region of chromosome 10 known as the site of CYP2C9 the gene

responsible for coding a protein involved in the primary metabolism step tamoxifen to

4-hydroxytamoxifen or N-desmethyltamoxifen.

Little work has been performed studying the genetics of menopausal-like side effects

(Crandall et al., 2020). A recent review by Crandall et al. (2020) found that only one
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study had previously examined CYP2C9 variants and HFs (Crandall et al., 2020). The

study by Kapoor et al. (2019) found that as CYP2C9 activity decreased, the severity

of HFs also decreased (P = 0.04). However, this association was no longer significant

after adjustment for hormone therapy use (Crandall et al., 2020). The findings of this

analysis support those of Kapoor et al. (2019) particularly if the variant observed in

this analysis reduces CYP2C9 activity. This analysis highlights the need for further

genetic investigation of secondary enzymes involved in the conversion of tamoxifen to

endoxifen which may decrease the risk of HFs in women taking tamoxifen.

The major enzyme responsible for the conversion of tamoxifen to endoxifen is CYP2D6.

There was no evidence to support suggestions that variants to CYP2D6 result in a lower

incidence of HFs. This finding is supported by evidence from others who also find no

association of SNPs, in particular CYP2D6 SNPs, with altered HF outcomes (Sestak et

al., 2012). Sestak et al. (2012) reviewed IBIS-I data for the link between HFs CYP2D6

phenotype and breast cancer outcomes and found no support for an association between

the three in tamoxifen treated women (Sestak et al., 2012). In contrast, Goetz et al.

(2007) proposed a pharmacogenomic mechanism focussing on the biotransformation of

tamoxifen to its more active metabolites catalysed by CYP2D6. Their study shows

that women who are extensive metabolisers of tamoxifen have improved relapse free

survival compared with those who are poor or intermediate metabolisers (Goetz et al.,

2007). Of the 377 women in the normal metaboliser group 36 experienced HFs, whereas

zero women in other groups reported HFs (Goetz et al., 2005). The findings of Goetz

et al. (2007) suggested it is possible that HFs were a marker of CYP2D6 activity and

the successful conversion of tamoxifen (Goetz et al., 2007).

Whilst studies of CYP2D6 mutations provide no definitive evidence of major difference

in breast cancer outcomes for women with or without a mutation, the use of genotyp-

ing to guide selection of therapy remains an interesting investigative area. Genotyping

is important as the presence of particular mutations affecting gene function could aid

therapy selection. Currently there are two SERMs available for use as prevention

agents, tamoxifen and raloxifene. As discussed in section 1.2.1.1, tamoxifen, is exten-

sively metabolised to more potent anti-oestrogens, 4-hydroxy tamoxifen and endoxifen.

While multiple CYP enzymes contribute to the metabolic process, the rate limiting step

is CYP2D6-mediated. Common genetic variations in CYP2D6 are associated with sig-

nificant reductions in endoxifen concentrations (Goetz et al., 2007); therefore, those
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carrying CYP2D6 mutations may not benefit from taking tamoxifen. As raloxifene is

not metabolised via CYP2D6 it could be that those with a CYP2D6 mutation may

benefit from taking raloxifene rather than tamoxifen as they may still get a benefit.

In contrast to no observed affect for CYP2D6 there was statistically non-significant

(P > 8.3×10−4) evidence to support the findings from other trials linking SNPs in

aromatase (CYP19A1 ) to HF outcomes. Results of the CG study indicate that SNPs

in CYP19A1 are statistically non-significantly associated with 50% reductions in HFs

and vaginal discharge. It is known that increased aromatase activity increases circu-

lating oestrogens and reduces HFs in postmenopausal women (Warren et al., 2006;

Crandall et al., 2009). While the majority of associations between CYP19A1 muta-

tions and side effects have been observed in women taking AIs (Fontein et al., 2014;

Johansson et al., 2016). Johansson et al., (2016) also included women randomised to

tamoxifen as part of the TEXT trial. The TEXT study provided evidence that in

premenopausal women CYP19A1 rs10046 variant carriers may face milder vasomotor

symptoms under combined endocrine treatment (Johansson et al., 2016). This finding

could be supported by results of this analysis which suggest that variants in CYP19A1

are associated with lower risk of HFs. However, the effect was restricted to patients

under ovarian function suppression combined with exemestane (treatment-by-genotype

interaction, P = 0.03) and not tamoxifen, after adjusting for patient characteristics and

concomitant medications, including the selective serotonin-reuptake inhibitors known

to reduce HFs (Johansson et al., 2016). Other studies report similar responses in

postmenopausal women taking exemestane as part of the TEAM trial; however, no

association for tamoxifen is available (Fontein et al., 2014).

No other SNPs met the 8.3×10−4 threshold for association with any other side effect.

However, it was noted that several SNPs found in the ESR1 coding region were weakly

associated with gynaecological symptoms. The ESR1 gene is of particular interest

to breast carcinogenesis due to its known interaction with sex hormones as it codes

for ERα which regulates signal transduction of oestrogen, which is often cited as the

major mechanism behind tamoxifen related side effects. Since the biological effects

of oestrogen are mediated primarily through binding to ERs, genetic variants within

ER genes, including ESR1 and ESR2 have been the focus of multiple previous epi-

demiologic studies (Cai, Gao, et al., 2003; Cai, Shu, et al., 2003; Zheng et al., 2003,

2009).
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The identified SNPs are associated with an increase in the risk of gynaecological symp-

toms and are located less than 50 Kb from the coding region of ESR1 (Koš et al.,

2001). None of the SNPs identified in this analysis have been previously associated

with vaginal discharge or dryness or with irregular bleeding, nor have they shown to

be in LD with the two most commonly studies polymorphisms of the ESR1 gene Xbal

and Pvull. However, ESR1 has been previously associated with vaginal integrity, iden-

tifying that in response to physical stress, the lack of ESR1 caused deterioration of the

vaginal epithelium (Li et al., 2018).

Oestrogen signalling in the vagina initiates the formation of a barrier by maintaining the

thickness of the vaginal epithelium and increasing the secretion of antimicrobial pep-

tides, cytokines and chemokines (Dimitriadis et al., 2005; Wira et al., 2005; Ochiel et

al., 2008). The epithelial lining of the vagina is also covered by a layer of glycoprotein-

containing mucus important for protection against infectious agents (Carson et al.,

1998; Hickey et al., 2011). Oestrogen signalling stimulates vaginal epithelial cells to

produce glycogen, which is then metabolized by the native microflora (Moncla et al.,

2016). In postmenopausal women, reduced oestradiol levels result in fewer epithelial

cells and reduced glycogen content. When vaginal epithelial cells atrophy, coupled

with a lack of lubrication, the vaginal tissue becomes vulnerable to physical damage

and is subsequently susceptible to infection. Additionally, the composition of the vagi-

nal microbiota often changes in postmenopausal women due to the reduction in the

nutritional substrate for the microbiota (Hummelen et al., 2011). These changes in

the vaginal environment can be treated with a topical synthetic oestradiol, supporting

the evidence that oestradiol signalling plays an important role in the maintenance of

the immune response and vaginal homeostasis (Lethaby et al., 2016). In the absence

of ESR1, physical stresses could exacerbate the observed effects on the vaginal epithe-

lium. A compromised epithelial layer is likely to alter vaginal homeostasis, eliciting an

immune response that differs from an individual with normal ESR1 function.

This analysis suggests that ESR1 activity in the vaginal epithelial cells is required

to maintain proper structural integrity of the vagina and immune response, both of

which are necessary for protecting the vagina against physical damage and resetting

the vaginal environment. Without performing functional analysis or PCR to determine

whether these SNPs reduce the efficiency of ESR1 it is difficult to say whether these

SNPs have the same effect on vaginal tissue as previously associated SNPs. However,
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a link between ESR1 and vaginal health has been established and; therefore, ESR1

should remain a target of interest when considering the adverse effects of endocrine

therapy.

An interesting GWAS study by Styrkarsdottir et al. (2008) found associations between

the ESR1 locus and bone mineral density, which is well known to be under the con-

trol of oestrogens (Rizzoli and Bonjour 1997; Abdi et al., 2017). The impact of SNPs

on the outcomes of musculoskeletal events could not be assessed in this current work.

However, ESR1 is one of the most intensively studied candidate genes for osteoporosis

and a meta-analysis of more than 18,000 participants indicated that the most inten-

sively studied polymorphisms in ESR1 had no effect on bone mineral density but were

associated with a risk of fracture (Ioannidis et al., 2004; Albagha et al., 2005). The

SNPs at the ESR1 locus described here have not been previously reported to be asso-

ciated with bone mineral density, nor are they in substantive LD with two of the most

widely studied polymorphisms in ESR1 : PvuII and XbaI. This reinforces the belief

that ESR1 is a key factor in the increased risk of many of the side effects experienced

during endocrine therapy given the importance of ESR1 in the mediation of oestrogen

signalling.

It has also been shown that ESR1 status in women prescribed tamoxifen can help to

predict how likely a women is to experience HFs (Jin et al., 2008). In premenopausal

women, increased number of ESR1 PvuII and XbaI mutations was associated with

higher baseline HF incidence compared with those who had other haplotypes (P =

0.0026). After four months, postmenopausal women with ESR1 PvuII and ESR2 GG

genotypes had 4.6 times increases in HF scores than other postmenopausal women (56

v 12; P = 0.0007). Women who had the ESR2 AA genotype were significantly less

likely to experience tamoxifen-induced HF than women who carried at least one ESR2

G allele (hazard ratio, 0.26; (0.10 - 0.63); P = 0.001) (Jin et al., 2008). However, there

is no evidence of ESR1 or ESR2 mutations affecting the incidence of HFs in this study.

This was the first study investigating SNPs with side effect outcomes in breast cancer

prevention. The results from a large GWAS of 344,748 SNPs and their association with

HFs; individual gynaecological symptoms: vaginal discharge, vaginal dryness, irregular

bleeding and combined gynaecological symptoms were reported in this chapter. There

were no associations at conventional genome-wide level of significance (P < 5×10−8);

however, suggestive associations were discovered (P < 5×10−5). Several studies of
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similar size have considered any association with P-values < 1×10−5 as being suggestive

(Dudbridge and Gusnanto 2008; Amundadottir et al., 2010). Here, several suggestive

associations with much stronger levels of significance were identified. The strongest

associations, one insertion or deletion (rs147676656; P = 9.24×10−7) and one SNP

(rs62113694; P = 1.55×10−6), were on incidence of vaginal discharge. This potential

susceptibility locus resides within a segment of the genome devoid of annotated genes,

located about 35 kilo base pairs (Kbp) downstream of the PSG9 and upstream of the

CD177 genes respectively. After determining that the two markers are in high LD

and are likely inherited together, the relationship between rs62113694 and genes was

assessed and the LD pattern of the region plotted. 1000 genomes phase 3 data from

the caucasian population CEU shows that rs62113694, which shows association with

vaginal discharge in this study, is located in different LD blocks than both CD177 and

PSG9. Although both CD177 and PSG9 are interesting candidate genes, the large

distance between both loci, together with the evidence that the significant SNPs lie

in other LD blocks suggest that these SNPs are tagging independent associations and

that the causal polymorphism is more likely to regulate gene expression rather than the

protein structure of either PSG9 or CD177. Enhancers are elements of the genome that

regulate gene expression of nearby or distant genes and which can be located within

gene deserts (Nair et al., 2009). Recent research suggests that polymorphisms in gene

deserts could impact on disease by altering an enhancer element (Ghoussaini et al.,

2008; Nair et al., 2009; Wasserman et al., 2010). Thus, it is possible that the identified

causal variant, likely to be rs147676656 which is marked by rs62113694 is altering an

enhancer element located in the gene desert influencing either PSG9, CD177 or both.

PSG9 encodes a protein which is a member of the pregnancy-specific glycoprotein

(PSG) family which are closely related to the carcinoembryonic antigen cell adhesion

molecule (CEACAM) gene family which are both members of the immunoglobulin

superfamily and are organised as a large gene cluster. The encoded protein is thought to

inhibit platelet-fibrinogen interactions. CD177 encodes a glycosyl-phosphatidylinositol

(GPI)-linked cell surface glycoprotein that plays a role in neutrophil activation. The

protein can bind platelet endothelial cell adhesion molecule-1 and function in neutrophil

transmigration. Among the related pathways for both genes is cell surface interaction

at the vascular wall thereby making both genes biologically relevant to the vaginal

discharge phenotype.
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Research has documented the role of PSG proteins in the development of some cancers,

such as colorectal, but no evidence exists linking them to vaginal events (Salahshor et

al., 2005; Jones et al., 2016; Yang et al., 2016). Several studies have indicated that PSGs

have a proangiogenic function because their expression induces endothelial tube forma-

tion (Lisboa et al., 2011). Recently, members of the PSG family were demonstrated to

activate the anti-inflammatory cytokines, transforming growth factor (TGF)-β1 and

TGF-β2, which are responsible for the regulation of the SMAD signalling pathway

(Colland et al., 2004; Moore and Dveksler 2014). These functions are important for

the main function of these proteins which is to ensure a successful pregnancy. Preg-

nancy success requires that the maternal immune system does not attack the foetal

trophoblast cells, which are in direct contact with maternal blood and express genes

derived from both the mother and the father. In addition, during pregnancy major

vascular adaptations are required to guarantee foetal growth and survival (Lisboa et

al., 2011).

CD177 has not been previously linked to an increased breast cancer risk, but has been

associated with other disease such as Kawasaki Disease and neutropenia (Eulenberg-

Gustavus et al., 2017; Huang et al., 2019). CD177 is also reported as part of a two-gene

classifier system predicting clinical outcome of colon cancer patients (Dalerba et al.,

2011). CD177 is a neutrophil-specific receptor with clinical significance in autoim-

mune diseases. Beyond its role in immune conditions, CD177 facilitates neutrophil

endothelial transmigration involving heterophilic PECAM-1 interactions and catalytic

membrane PR3 activity (Sachs et al., 2007; Bayat et al., 2010; Kuckleburg et al., 2012).

Finding the association of PSG9 and CD177 with vaginal discharge is entirely new.

Interestingly, given that both genes are associated with immune response and are linked

to both angiogenesis and cell adhesion both genes belong to a plausible pathway for

vaginal discharge. Furthermore, tamoxifen agonism of ERβ may be responsible for the

regulation of both these genes. Where ERα is primarily thought to mediate the prolif-

erative effect of oestrogens in breast tissue, the function of ERβ in endometrial tissue

is more complex. There is evidence that ERβ exerts antagonistic effects on ERα ac-

tion, resulting for example in reduction of cellular proliferation. The growth-inhibitory

action of ERβ and the observed decline of ERβ expression during carcinogenesis have

raised the hypothesis that this receptor might act as a tumour suppressor in hormone-

dependent tissues like the breast (Treeck et al., 2010; Williams and Lin 2013). In a
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separate study, Lattrich et al. (2014) performed a transcriptome analysis confirming

increased downregulation of CEACAM genes, a similar gene family to the PSG gene

family after exposure to tamoxifen and ERβ agonists. In the presence of ERβ ag-

onists CD177 was also shown to be strongly induced (Lattrich et al., 2014). If the

expression of these genes is altered in response to tamoxifen exposure, then they could

represent a plausible pathway for vaginal discharge. It then follows that vaginal dis-

charge could be a marker for increased ERβ agonism and thus a marker for increased

proliferation-inhibition and reduced risk of breast cancer.

One of the most common weaknesses in GWAS and CG studies is that multi-loci

models are not considered. The current approaches to performing GWAS are most

successful if the common disease/common variant assumption holds and; therefore,

complex outcomes should be considered a result of many small effects over a larger

number of genes. Therefore, using models to determine a group of genes through

which an effect can be wrought could be important in predicting the risk of side effects

during endocrine therapy. However, care must be taken to avoid overfitting models

and should avoid inclusion of SNPs with negligible effects on the outcome of interest.

In this analysis the development of models and subsequent PRS scores for side effects

reported during the first six months of endocrine therapy were reported. The models

and PRS are based on SNPs from the CG study and included 571 SNPs. It is believed

that these are the first PRS models for prediction of side effects for breast cancer

prevention. As each side effect potentially has a different aetiology, the aim was to

produce a model for each that allowed for specific prediction of each side effect rather

than a combined side effect model.

The LASSO model derived PRS for vaginal dryness, irregular bleeding and any gy-

naecological symptoms identified a threshold for each side effect at which the presence

or absence of the side effect could be determined. The SNPs in the gynaecological

symptom models were selected from an array of genes; however, all gynaecological

models contained at least one SNP from either ESR1 or ESR2 among the SNPs with

the largest ORs in each of the models. As previously discussed, disruption to sex

hormones has often been proposed as a mechanism behind gynaecological side effects

with different action of oestrogen at ERα and ERβ potentially resulting in different

outcomes. Tamoxifen antagonism of ERα leads to a state of hypoestrogenism and thus

increased risk of VVA of which vaginal dryness is a core component (Mac Bride et al.,
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2010). However, tamoxifen agonism of ERα and ERβ may lead to a thickening of the

vaginal lining and increase irregular bleeding. It is therefore unsurprising that ESR1

and ESR2 SNPs are potential risk SNPs for gynaecological side effects.

Despite the promising identification of PRS models for gynaecological side effects, these

PRS must be interpreted with caution due to a low number of each of the gynaecological

symptoms. From these models alone it is not possible to determine whether PRS models

aid prediction of gynaecological symptoms in women taking tamoxifen for breast cancer

prevention. The SNPs selected in the models provide interesting targets for future

studies containing more cases, but further validation is required.

In contrast to the gynaecological models, the LASSO model for predicting HFs selected

a single SNP. A lack of SNPs in the models supports the results of the CG study and

indicates that no SNPs are strongly associated with HFs.

Whilst no statistically significant SNPs were found, it may be that the sample size was

not sufficient to detect small changes in risk. A larger study focussed on oestrogen

receptor genes may be able to determine more precise effects of SNPs in these genes

and gynaecological and HF outcomes. Though the discriminatory ability of our PRS

model has been inadequate for use as a standalone tool, PRS models have considerable

potential in improving risk modelling. It has been demonstrated that PRS models aid

in refining the risk stratification of individuals who are already at an increased risk of

developing breast cancer (Mavaddat et al., 2015; Vachon et al., 2015; Cuzick et al.,

2017; Evans et al., 2017). Whilst PRS have been combined with other breast cancer

risk factors, such as breast density and family history, to improve prediction of breast

cancer the benefit of PRS in side effect prediction appears limited.

The present study had some methodological limitations, and the findings should be

interpreted with caution. The available sample size may be one reason why the GWAS

analysis did not reach conventional levels of GWA significance. When analysing large

numbers of markers, it is good to have a large number of study cases. However, in this

instance there was a limited number of women genotyped and; therefore, the number

of study participants was lower than the ideal number. It may be possible to combine

tamoxifen prevention studies to increase the number of women genotyped and increase

the power for finding SNP associations, but it would be important to ensure that

standard phenotype criteria were used between the studies.
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Additionally, the study type may also result in lowering the chances of finding associ-

ations between SNPs and phenotypes. There are two primary classes of phenotypes:

categorical (often binary case/control) or quantitative. From the statistical perspective,

quantitative traits are preferred because they improve power to detect a genetic effect,

and often have a more interpretable outcome; in this case we have binary outcomes for

side effect status. While some common diseases have good quantitative measures for

outcome assessment other disease traits do not. There is a vast difference in measure-

ment error associated with classifying individuals as either “case” or “control” versus

precisely measuring a quantitative trait. However, despite the classification of case and

control, GWAS of breast cancer have been enormously successful, implicating more

than 300 new genes for the disorder (Mavaddat et al., 2019). So, while quantitative

outcomes are preferred, they are not required for a successful study.

The issue of LD must also be accounted for when interpreting results. Whilst helping to

address whether SNPs are linked and if the SNPs are also linked to gene, the presence

of LD creates two possible positive outcomes from a genetic association study:

• The SNP influencing a biological system that ultimately leads to the phenotype

is directly genotyped this is referred to as a direct association

• The second possibility is that the influential SNP is not directly typed, but instead

a tag SNP in high LD with the influential SNP this is referred to as an indirect

association. Because of these two possibilities, a significant SNP association from

a GWAS should not be assumed as the causal variant and may require additional

studies to map the precise location of the influential SNP.

The major weakness of this study is that the results and models have not been validated

in an independent sample. However, for validation to be useful a variety of criteria

must be met in the validation set. Replication studies should have a sufficient sample

size to detect the effects of the variant allele. In most cases the SNPs and effects

identified in the initial GWAS are likely stronger in the GWAS sample than in the

general population (Zöllner and Pritchard 2007). This means that replication samples

should ideally be larger to account for the over-estimation of effect size from the initial

analysis. With replication, it is important for the study to be well-powered to identify

spuriously associated SNPs where the null hypothesis is most likely true. Replication

studies should be conducted in an independent dataset drawn from the same population
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as the GWAS, in an attempt to confirm the effect in the GWAS target population. To

confirm an SNP a similar effect should be seen in the replication set from the same

SNP, or an SNP in high LD with the GWAS-identified SNP.

Another possible area for future work is in gene-environment interactions. A gene

environment interaction is the influence on the expression of a trait as a result of the

environment. In this case it would be interesting to assess the impact of SNPs in women

who were former HRT users and current HRT users to determine whether the use of

HRT alters the expression of genes and the potential outcomes of this expression.

5.5 Conclusions

In summary, this analysis reports the first GWAS of tamoxifen related side effects in

women at high risk of breast cancer. This has pointed to several risk alleles and the im-

plication of cell adhesion and oestrogen signalling pathways in the aetiology of vaginal

discharge. These results should encourage further replication in large and indepen-

dent population-based cohorts and then biological investigation to elucidate possible

mechanisms. However, identification of any key SNPs with statistically significant as-

sociations with HFs or other gynaecological symptoms was unsuccessful. Results show

that there is very little association between SNPs and side effects. In cases where SNPs

in the CG or GWAS are identified as being below the statistical significance level the

likelihood is that these are false positives. Multi-loci models show that most of the

coefficients are small and therefore any effect of SNPs on side effects is relatively small.

What has been identified in this study is there are no large effects of any SNP on any of

the side effects. However, that is not to say that there aren’t any effects, and it remains

possible that this analysis has insufficient power to find them. Therefore, investigation

of the role of SNPs identified in this exploratory dataset should be investigated in a

much larger study to validate these results.

Ultimately, understanding key mechanisms via this research may lead to new endocrine

therapy regimes and inform clinical practice to the issue of side effects during endocrine

therapy. It is possible that, in the future, SNP genotyping may facilitate not only

choice of treatment, but also tailoring of type, dose, and schedule of endocrine therapy

according to a risk algorithm that incorporates clinical and pathologic features; the

basis of which will be discussed in chapter 7.
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Chapter 6: Investigation of baseline sex hor-

mone concentrations and early side effects in-

cidence in women from the IBIS-I and IBIS-II

studies

6.1 Introduction

Sex steroids have a critical role in the aetiology of breast cancer. Evidence for this as-

sociation includes the known relationships between reproductive factors, such as early

age at menarche, parity and late age at menopause, and an increased risk of breast

cancer (Hankinson, Colditz and Willett, 2004). Adipose tissue is an important risk fac-

tor in postmenopausal women where it is the major source of oestrogen (Szymczak et

al., 1998; Simpson, 2003). Obese postmenopausal women have a higher risk of breast

cancer. Studies show this association can be explained by the relationship between

body mass index (BMI) and higher levels of endogenous hormones in particular oestro-

gens (Endogenous Hormones and Breast Cancer Collaborative Group, 2003; Anderson

and Neuhouser, 2012; Collaborative Group on Hormonal Factors in Breast Cancer,

2012). It has been reported that a single measurement of endogenous hormones in

postmenopausal women can predict hormone receptor positive breast cancer risk for

up to 20 years (Zhang et al., 2013).

Oestrogens promote the proliferation of cells with existing mutations or alternatively

increase the opportunity for mutations by increasing cell proliferation thereby con-

tributing to tumour growth (Henderson and Feigelson, 2000). Meanwhile, androgens

have been hypothesized to increase breast cancer risk either directly, by increasing

cellular growth and proliferation, or indirectly, by their conversion to oestrogen in adi-

pose tissues by the enzyme aromatase (Liao and Dickson, 2002; Secreto, Girombelli

and Krogh, 2019).

Reduced concentrations of sex hormones are often hypothesised as the cause of com-
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monly observed endocrine therapy side effects, such as hot flushes (HFs), gynaecological

symptoms and arthralgia (Huang et al., 2010; Mac Bride, Rhodes and Shuster, 2010;

Emond et al., 2011). Most women experience these side effects within the first 12

month of taking endocrine therapy (Powles et al., 1998; Veronesi et al., 1998; Cuzick et

al., 2002, 2014). Therefore, measurement of sex hormone concentrations before starting

endocrine therapy might provide a marker for assessment of side effect risk.

The focus of most studies evaluating sex hormones as risk factors of endocrine therapy

side effects, particularly HFs, is oestrogen concentrations. Women experience HFs as

a result of dramatically decreased oestrogen concentrations due to physiological condi-

tions such as menopause or bilateral oophorectomy (Sturdee, 2008). Additionally, the

known involvement of oestrogen in thermoregulatory homeostasis in the hypothalamus,

and the successful use of HRT to reduce the numbers of HFs are also key indicators

for the role of oestrogens in HF incidence (MacLennan et al., 2004; Utian, 2005).

The association between HFs and lower oestrogen concentrations is fairly consistent

(MacLennan et al., 2004; Miller et al., 2006; Dennerstein et al., 2007; Schilling et al.,

2007c; Sturdee, 2008). Nonetheless, the mechanism through which altered oestrogen

concentrations influence the incidence of HFs is yet to be determined fully.

The association of other sex hormones, SHBG, and HFs has previously been inves-

tigated in obese women aged 45-54 (Schilling et al., 2007c). SHBG, oestrone, free

oestradiol concentrations and a higher ratio of total androgens to total oestrogens

were significantly associated with HFs. Individually, androstenedione, testosterone,

and DHEAS were not associated with HFs (Schilling et al., 2007c). Testosterone con-

centrations have been indirectly related to the incidence of HFs and gynaecological

symptoms in postmenopausal women. Conversion of testosterone to oestrogen in the

adipose tissue is the major source of oestrogens in postmenopausal women and there-

fore, low concentrations of testosterone could lead to a low concentration of oestrogen

(Hankinson and Eliassen, 2007).

The majority of circulating testosterone is bound to either SHBG or to albumin, and

a relatively small quantity is unbound (Hammond, 2016; Goldman et al., 2017). The

unbound, free fraction is thought to be physiologically active, or bioavailable and there-

fore able to interaction with the androgen receptor (Laurent et al., 2016). Although

SHBG binds to other steroid hormones, its affinity for other hormones is lower, and it

accounts for a lower percentage of bound hormone (Gower and Nyman, 2000). SHBG
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may have an indirect effect on menopausal symptoms due to binding to testosterone

and oestradiol, lowering the active circulating fraction. Studies have shown that SHBG

is involved in the pathway to development of HFs through the attenuation of circulat-

ing oestrogens and androgens. However, no direct influence of SHBG on HFs has been

observed (Schilling et al., 2007b).

Dehydroepiandrosterone (DHEA) is a so-called precursor hormone converted by the

body into oestrogens and androgens (Figure 6.1) (Davis, Panjari and Stanczyk, 2011).

Supplementation with DHEA may increase oestrogen and testosterone levels in peri and

postmenopausal women, decrease menopausal symptoms and improve general wellbe-

ing and sexual function (Scheffers et al., 2015). DHEA-S is the sulphate conjugate

of DHEA. The concentration of DHEA-S in the body is more stable and provides a

good estimate of the amount of DHEA in circulation. Menopausal side effects may

be alleviated by administration of DHEA. Studies have shown that the use of DHEA

may increase oestrogen and testosterone levels in peri and postmenopausal women and

ease their symptoms leading to improved quality of life (Davis, Panjari and Stanczyk,

2011; Pluchino et al., 2013). However, a recent review found no evidence that DHEA

improves quality of life (Scheffers et al., 2015). There is some evidence which suggests

an association with androgenic side effects: mainly acne and unwanted hair growth

(Scheffers et al., 2015).Therefore, investigating DHEA-S concentrations as an alter-

native for DHEA concentrations may provide some insight into whether women with

higher DHEA have fewer side effects and a better quality of life.
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Other risk factors must also be considered as they can have a significant impact on sex

hormone concentrations. HRT use increases the levels of circulating oestrogens, and

androgens if a combined therapy is used. One of the consequences of HRT use is the

exposure of the liver to extremely high concentrations of oestrogen and subsequently

the alteration in production of several hepatic proteins. Of particular interest is the

increased concentrations of SHBG in women who use oral oestrogen therapy, when

compared with nonusers (Ropponen et al., 2005; Waaseth et al., 2008). Oral HRT is

accompanied by elevations in SHBG concentrations; however, no evidence of increased

SHBG concentrations has been observed for transdermal HRT (Serin et al., 2001; Sam-

sioe, 2002). The physiological ramifications of altered SHBG production with HRT is

only partially understood. But it remains plausible that an increase in SHBG with

HRT use could lower circulating concentrations of bioavailable testosterone.

The association between BMI and circulating sex hormones, particularly oestradiol,

have been established in the realm of breast cancer risk in postmenopausal women.

An analysis of eight prospective studies have shown that breast cancer risk increased

with increasing BMI (Ptrend = 0.002), but that the increase in RR was substantially

reduced after adjustment for serum oestrogen concentrations (Endogenous Hormones

and Breast Cancer Collaborative Group, 2003). The risk of developing breast cancer

was also moderately reduced after adjusting for SHBG. In contrast, adjustment for

the androgens (androstenedione, DHEA, DHEAS, and testosterone) had little effect

on the risk. These results support the hypothesis that the increase in breast cancer

risk with increasing BMI among postmenopausal women is largely the result of the

associated increase in oestrogens, particularly free oestradiol. The results also suggest

that the association between BMI and side effects of endocrine therapy could be medi-

ated through sex hormone disruption and should be further investigated (Endogenous

Hormones and Breast Cancer Collaborative Group, 2003).

In a separate analysis of 13 prospective studies, concentrations of all sex hormones

were significantly lower in older than younger postmenopausal women (Endogenous

Hormones and Breast Cancer Collaborative Group, 2011). The largest reduction was

observed in DHEAS concentrations; in contrast, SHBG concentrations were higher in

older women (Endogenous Hormones and Breast Cancer Collaborative Group, 2011).

In obese women all hormone concentrations, apart from SHBG, were higher compared

to lean women, with the largest difference for free oestradiol.
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Smokers of at least 15+ cigarettes per day had higher levels of all hormones than

non-smokers, with the largest difference for androstenedione, testosterone and calcu-

lated free testosterone (Endogenous Hormones and Breast Cancer Collaborative Group,

2011). These associations may be due to cigarette smokers being, on average, thinner

than non-smokers, and as such the authors note that differences in oestrogens were

accentuated by the adjustment for BMI. Clear associations of smoking with circulating

oestrogens have not been established in every study, but most have observed that some

androgens were higher in smokers than in non-smokers (Baron et al., 1995; Manjer,

Johansson and Lenner, 2005).

The effects of cigarette smoking has a clear anti-oestrogenic effect in women (Baron,

Vecchia and Levi, 1990; Tankó and Christiansen, 2004). The number of menopausal

symptoms, such as HFs, are reported more commonly by smokers (Staropoli et al.,

1998). Changes in hepatic oestrogen metabolism induced by smoking are the likely

cause for these observations (Kapoor and Jones, 2005). Smoking enhances the 2-

hydroxylation pathway of oestradiol metabolism leading to an increase in 2-hydroxy-

estrogen concentrations (Michnovicz et al., 1986; Napoli et al., 2005). These com-

pounds have minimal oestrogenic activity and are quickly removed from circulation.

In smokers, concentrations of SHBG are higher. In circulation approximately 38% of

oestrogens bind SHBG whilst a further 60% is bound to albumin, the remainder is

free unbound fraction. Therefore, given the increase in oestrogen metabolism and an

increase in SHBG concentrations lower concentrations of biologically active oestrogens

are observed (Kapoor and Jones, 2005).

All hormones were higher in women who drank at least 20 g of alcohol per day compared

to those who don’t drink. The strongest positive association between sex hormone con-

centration and alcohol consumption was for DHEAS. In contrast, SHBG was lower in

women who drank compared to non-drinkers. The association between alcohol con-

sumption and oestrogens, androgens, and SHBG were emphasised after adjustment for

BMI. Hormone concentrations were not strongly related to any of the reproductive

factors tested including age at menarche, parity, age at first full-term pregnancy, nor

was there any association with family history of breast cancer (Endogenous Hormones

and Breast Cancer Collaborative Group, 2011).

While evidence for the association between sex hormones, general quality of life and

breast cancer risk in postmenopausal women is well established this is not the case
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for premenopausal women taking endocrine therapy. For premenopausal women, the

evidence of association between breast cancer risk factors and sex hormone concentra-

tions can be contradictory. This association is further complicated by the presence of

fewer data and by large fluctuations in hormone concentrations during the menstrual

cycle (Endogenous Hormones and Breast Cancer Collaborative Group, 2013). It is

therefore necessary to review the relationship between breast cancer risk factors and

sex hormones in premenopausal women separately from postmenopausal women.

In a recent review in premenopausal women, concentrations of seven hormones were

investigated for their association with numerous breast cancer risk factors. Age was as-

sociated with decreasing concentrations of all sex hormones with concentrations lower

in older women than younger women; however, SHBG was higher in older women

compared to younger women (Endogenous Hormones and Breast Cancer Collaborative

Group, 2013). Total oestadiol was inversely associated with BMI; however, free oestra-

diol was positively associated with BMI which was likely due to the strong inverse

association of SHBG with BMI (Endogenous Hormones and Breast Cancer Collabora-

tive Group, 2013).

For premenopausal women, many of the reproductive factors were not strongly associ-

ated with sex hormone concentrations. Although parity showed an inverse association

with calculated free testosterone, is was not associated with any other sex hormones or

SHBG and none of the hormones or SHBG was associated with age at menarche or fam-

ily history of breast cancer (Endogenous Hormones and Breast Cancer Collaborative

Group, 2013). Women who had previously used hormonal contraceptives had 7% lower

concentrations of oestradiol and oestrone whilst androstenedione was reduced by 5%,

and SHBG by 4% compared to women who had never used hormonal contraceptives

(Endogenous Hormones and Breast Cancer Collaborative Group, 2013).

Determining the association between circulating sex steroid hormones, SHBG and side

effects can provide further insight into aetiology and may ultimately help identify

women who would be at high-risk of side effects during preventive endocrine ther-

apy. The impact of sex hormones and SHBG on side effects has not previously been

assessed in women at high-risk of breast cancer so this study represents a novel analy-

sis. This analysis focusses on the association between testosterone, DHEAS, and SHBG

and side effects reported by postmenopausal women during the first year of endocrine

therapy. Given the action of anastrozole inhibiting the conversion of testosterone to
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oestradiol, higher concentrations of testosterone may be a marker for poor conversion

and; therefore, these women could be at higher risk of side effects due to lower oe-

strogen concentrations. Additionally, binding to SHBG inactivates testosterone and

oestrogens, as such a high concentration of SHBG could also lead to an increased risk

of side effects. The primary aim of this analysis is to determine whether concentration

of these key sex hormones at baseline are linked to side effect outcomes during the first

year of endocrine therapy. This analysis also investigates sex hormone concentrations

in the placebo arm of the IBIS-I and IBIS-II trials which enables us to establish this

effect in women without therapy and therefore whether the outcomes are linked to the

action of therapy on sex hormone concentrations. The association between lifestyle

factors and sex hormones are also considered.

What we already know

• Sex hormones and SHBG are associated with breast cancer in both pre and post-

menopausal women.

• Concentrations of sex hormones and SHBG are affected by lifestyle factors such as

BMI, HRT and smoking.

• Circulating concentrations of sex hormones and SHBG have been associated with

menopausal symptoms such as HF, gynaecological symptoms and musculoskeletal

events in postmenopausal women.

What this analysis adds

• Individual sex hormones at baseline as predictors of side effects in women randomised

to tamoxifen, anastrozole or placebo as part of IBIS-I or IBIS-II.

• Association with other risk factors for side effects. The investigation of sex hormone

concentrations with anthropometric or reproductive risk factor groups.
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6.2 Methodology

6.2.1 Study population

This was a case-control study and used side effects reported within the first year of

the trial which was in contrast to other analyses in this thesis. Case-control status

was set for the first 12 months; however, during delays in testing due to COVID-19 it

was decided that the 6-month follow up was a better time frame for other analyses.

Unfortunately, samples had already been picked and a large number tested meaning

a change in case definition was not possible. Therefore, in order to retain as many

samples as possible in the analysis the 12-month side effect case control status has

been retained.

Cases were women who reported hot flushes, gynaecological symptoms or musculoskele-

tal symptoms within the first 12-months of starting endocrine therapy. Controls were

women who reported no side effects during the initial 12-months of endocrine therapy.

Postmenopausal women were matched 1:1, matching for randomised treatment and

age, plus or minus 1 year, as both of these factors are known to influence side effects

and sex hormone concentrations.

Women enrolled on the IBIS-II were the primary population with a smaller secondary

population of women enrolled on IBIS-I. Postmenopausal women were selected from

either trial who had blood collected at study entry and for whom side effect status was

known up to and including the 12-month follow-up visit. In addition, women from the

IBIS-I study were excluded if they used HRT during the first 12 months of follow-up.

Women selected for this study had similar baseline demographics as the overall study

populations.

Premenopausal women from IBIS-I were excluded from the analysis to ensure that

samples from both trials were of the same menopausal status and due to the wide

variation in sex hormone concentrations which occur through the menstrual cycle.
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6.2.2 Sample size calculation

Sample size calculations were based on reported data from Arizanović et al. (2018)

who studied the changes in sex hormones in association with the experience of HFs

in menopausal women (Arizanović et al., 2018). In addition, calculated effect sizes

and total sample sizes are displayed alongside the mean and standard deviations of

hormone concentrations in the case and control groups. Assumptions made are of an

alpha (two-sided) error of 0.05 and a power of 0.8 (Table 6.1).

Calculations show a sample size of 750 patients would be needed to detect an association

between sex hormone concentrations and HF outcomes at a power of at least 80% for

testosterone, DHEA-S and SHBG. A sample size of this magnitude would be able to

predict a statistically significant effect for oestradiol with a power of 41%.

In total 934 samples from IBIS-II and 400 samples from IBIS-I were selected. HFs,

gynaecological symptoms (vaginal discharge, vaginal dryness and irregular bleeding),

and joint or muscle pain were considered in this analysis. In IBIS-I, cases were women

reporting HF or gynaecological symptoms within the first 12 months of follow-up. In

IBIS-II women who reported HF, gynaecological or musculoskeletal side effects within

the first 12 months were considered as cases. Conversely, controls were women who did

not report any side effect during the first 12 months of therapy.

Table 6.1: Baseline hormonal concentrations of women with and without
hot flushes (Arizanović et al., 2018)

Sex Hormone Hot flushes
No Hot
flushes

Effect Size Total Required
Sample Size

N=24 N=12 a = 0.05, 1-b =
0.8

Oestradiol
(pmol/L)

31.68 ± 14.52 33.24 ± 9.76 0.126 1905

Testosterone 1.28 ± 0.71 1.15 ± 0.55 0.205 742
(nmol/L)
DHEA-S
(nmol/L)

3.60 ± 2.49 1.88 ± 1.27 0.87 41

SHBG 56.13 ± 37.78 73.96 ± 38.64 0.467 148
(nmol/L)
Oestradiol
(pmol/L)

(day)
28.17 ± 10.06 30.63 ± 13.56 0.206 727

To reduce bias in selection and measurement, samples were selected by an independent
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statistician. Identities of cases and controls and study participant numbers remained

blinded until after measurement of hormone concentrations was completed.

6.2.3 Exclusion of oestradiol from analysis

Oestradiol plays a key role in the development of side effects of endocrine therapy.

However, in this analysis oestradiol was not considered as a marker due to the num-

ber of samples that would be required to identify a statistically significant difference

based on available data. Secondly, best technique for measurement of sex hormones

remains liquid chromatography – mass spectrometry (LC-MS), which is capable to ac-

curately measure low concentration of sex hormones in serum samples. However, the

cost of LC-MS for sample analysis was far in excess of available resources which pre-

cluded its use for oestradiol measurement in these samples (Faupel-Badger et al., 2010).

Resources dictated that the best method available for determining the concentration

of sex hormones in serum samples was enzyme linked immunosorbant assays (ELISA)

(Professor M. Dowsett and Dr C. Reuter, personal communication, May 2019). In post-

menopausal women the concentration of oestradiol is very low and therefore ELISA is

unlikely to accurately or consistently measure the concentration of oestradiol in the

samples (Vesper et al., 2014).

6.2.3.1 Suitability of ELISA for analysis of sex hormones

For the routine determination of individual or panels of steroids LC–MS/MS (Liquid

Chromatography - Tandem Mass Spectrometry) is now the method of choice; while

in research laboratories the combination of GC–MS (Gas Chromatography - Mass

Spectrometry) and LC–MS/MS provides a cutting-edge research tool for endocrinol-

ogy (Taylor, Keevil and Huhtaniemi, 2015). However, the ELISA method does offer

considerable advantages over conventional chemical-analytical procedures. ELISA has

excellent sensitivity to the specific hormone assay, it is fast, allows for high sample

turnover, requires small sample volumes, has a wide range of applications, and requires

no specialist skills. Additionally, the relatively cost of machinery required for testing,

coupled with relatively fast measurement, and low quantification limit make ELISA an

excellent method for sex hormone measurement (Manickum and John, 2015). How-

ever, there are disadvantages inherent in using the ELISA methods. Key among these
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is that ELISA is not 100% specific and is vulnerable to cross-reactivity to other hor-

mones within each assay. Additionally, ELISA is not suitable for small loads, and only

one substance/analyte can be analysed at one time (Manickum and John, 2015).

However, a good and well-validated ELISA is not inferior to LC-MS for the detection

of sex hormone concentrations. When selecting ELISA as an assay the choice was

driven by the measurement performance dictated by the clinical need, the suitability

of ELISA as an assay, and not by assay technology. Also, whilst GC- and LC-MS

methods are major technical advancements, they do not provide a solution to all steroid

measurements and analysis problems. Whilst this is also true for ELISA, the emphasis

must be placed on the importance of assay validation and quality control, rather than

focussing on methodological aspects of sex hormone measurement (Taylor, Keevil and

Huhtaniemi, 2015).

6.2.4 Enzyme linked immunosorbent assay (ELISA) protocols

6.2.4.1 General principles of ELISA

The aim of ELISA analysis is to accurately measure the concentration of a target

molecule in blood plasma or serum. Each ELISA plate was pre-coated with a capture

antibody directed towards a unique antigenic site on the molecule of interest. Samples

were added to each well and were immobilised by the capture antibodies on the well

surface and were complexed with an enzyme conjugate. Immobilisation and ability to

wash makes ELISA a powerful tool for measuring a specific analyte. A colorimetric

substrate was added to each well and incubated to produce a complex, which determines

the amount of antigen attached to the surface. The highly specific interaction between

the antibody and the antigen is the key element of detection. A stop solution was then

added, and the colour produced in each well measured to determine the concentration

of the target molecule in each sample. The exact method for each target molecule is

different. Section 6.2.5 details the protocols for each of the assays used.
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6.2.4.2 Sample preparation and measurement

Determination of sex hormone concentrations were obtained via ELISA with no pre-

vious hormone extraction step. Inclusion of a purification step would allow the assay

to be more specific than a direct non-extraction assay. However, with the selection of

the correct buffer to release the sex hormones from albumin and SHBG, direct assays

are a reliable assay for sex hormone measurement (Stanczyk et al., 2003; Rosner et al.,

2013).

Each sample was run once with the exception of 20 samples, which were run in duplicate

to assess intra- and inter-assay variation. Each plate of 80 samples was run alongside

two blank control samples and two duplicates of six or seven calibration standards per

plate which were used to create standard curves against which sample concentrations

were read.

Although only a single baseline blood sample was analysed per study subject, a single

blood sample was been found to reflect long-term hormone levels. In postmenopausal

women, the correlation over a two to three year period for the steroid hormones ranged

from 0.5 to 0.9 (Toniolo et al., 1994; Hankinson et al., 1995; Muti et al., 1996).

For analysis of testosterone and DHEA-S a direct ELISA assay was used. For mea-

surement of SHBG concentrations a sandwich ELISA was used. The sections below

summarise how each of the different assays perform.

6.2.4.3 Direct ELISA assay

The direct detection method requires a labelled primary antibody that reacts directly

with the antigen. Direct detection is performed with an antigen that is directly im-

mobilised on the assay plate in competition with the untagged target protein. The

enzyme substrate reaction causes an inverse association as the strength of the signal is

inversely correlated to the concentration of target protein (Figure 6.2). High detection

readings are as a result of high conversion of substrate corresponding to low levels of

bound target protein.
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Figure 6.2: Illustration of direct ELISA method used for measurement of
testosterone and DHEA-S concentrations (MBL Life Science, 2017).

6.2.4.4 Sandwich ELISA assay

The most powerful ELISA assay format is the sandwich assay where the analyte is mea-

sured bound between two primary antibodies - the capture antibody and the detection

antibody. The sandwich format is used because it is sensitive and robust (Figure 6.3).

Figure 6.3: Illustration of the procedure for sandwich ELISA. This proce-
dure was used for the determination of SHBG concentrations (MBL Life
Science, 2017).

The secondary antibody has specificity for the target protein. In a sandwich ELISA, it

is critical that the secondary antibody be specific for the detection primary antibody

only (and not the capture antibody) or the assay will not be specific for the antigen.

Generally, this is achieved by using capture and primary antibodies from different

host species. In contrast to the direct ELISA detection, the measured absorption in

sandwich ELISA increases as the concentration of target protein increases (Figure 6.3).

6.2.5 Sex hormone assay procedures

Storage

All ELISA kits, including required chemicals unless specified, were supplied by Abcam

(Cambridge, UK) and contained wells for 96 tests per kit. Testosterone and DHEA-S
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ELISA kits were stored at 4◦C immediately after delivery and SHBG kits were stored

at -20◦C.

After initial collection, blood samples were frozen at -80◦C. After sample identification

samples were removed from storage but maintained at -80◦C until testing. Multiple

freeze-thaw cycles of samples were avoided whenever possible.

6.2.5.1 Testosterone ELISA protocol

Before staring the assay, all samples and reagents were equilibrated to room temper-

ature (18 - 25◦C) for one hour. Thawed samples were inverted several times prior to

testing. Initial assay results indicated that no dilution of samples for testosterone assay

was necessary with all readings within the standard calibration range.

Each run included a calibration curve consisting of a blank and six calibration fluids

run in duplicate. Details of the calibration concentrations are shown in Table 6.2.

Table 6.2: Table of calibrators for the calibration curve to determine testos-
terone concentrations during each run

Calibrator Concentration (ng/mL) Quantity per well (µL)

Blank 0 25
1 0.2 25
2 0.5 25
3 1 25
4 2 25
5 6 25
6 16 25

25µL of each calibrator, control and sample were dispensed into appropriate individual

wells. To avoid high background, samples or standards were added to the well before

the addition of the antibody cocktail. 200µL Horse Radish Peroxidase (HRP) enzyme

conjugate was then added into each well and mixed thoroughly for 10 seconds ensuring

complete mixing. All samples were mixed thoroughly and gently to avoid foaming or

bubbles when mixing or reconstituting components. This was to improve accuracy of

each reading and reduce variation between duplicates. The plate was then incubated

without covering for 60 minutes at room temperature (18.5◦C) on a plate shaker set

at 300 rpm. Following incubation, the plate was briskly shaken to remove the well

content and the plate blotted with absorbent paper. The wash solution, 1170mL of

deionized water was added to 30mL of 40X concentrated wash solution (Abcam, Cam-
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bridge UK), to make a final volume of 1200mL. Wells were rinsed three times with

diluted wash solution (400µL per well). To finish the wash procedure wells were struck

sharply on absorbent paper to remove residual droplets. Complete removal of all solu-

tions and buffers during wash steps was necessary to minimize background. 200µL of

3,3’,5,5’-tetramethylbenzidine (TMB) substrate solution was added to each well avoid-

ing foaming or bubbles when mixing to ensure more accurate measuring. The plate was

sealed and incubated for 15 minutes at room temperature on a plate shaker at 300rpm.

The enzymatic reaction was stopped by adding 100µL of stop solution to each well in

the same order as the TMB substrate solution was added avoiding foaming or bub-

bles when mixing components. The optical density (OD) of each well at 450 ± 10nm

was then determined with a microtiter plate reader immediately after adding the stop

solution.

6.2.5.2 Dehydroepiandrosterone sulphate ELISA protocol

Before starting the assay, all samples and reagents were equilibrated to room temper-

ature (18 - 25◦C) for one hour. Thawed samples were inverted several times prior to

testing.

Samples for DHEA-S assay all require a 1:50 dilution prior to analysis. 20µL of each

sample was added to 980µL of serum diluent and mixed thoroughly prior to running

the assay. After dilution all readings were within the standard calibration range.

Each run included a calibration curve consisting of a blank well for measuring back-

ground, two control samples and six calibration fluids run in duplicate. Details of the

calibration concentrations are shown in Table 6.3.

Table 6.3: Table of calibrators for the calibration curve to determine testos-
terone concentrations during each run

Calibrator Concentration (µg/mL) Quantity per well (µL)

Control A 30
Control B 30

0 0 30
1 0.1 30
2 0.4 30
3 1 30
4 2 30
5 10 30

Blank well 0 0
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30µL of each calibrator, control and sample were dispensed into appropriate individual

wells. To avoid high background, samples or standards were added to the well before the

addition of the antibody cocktail. A single blank well containing no sample, control or

calibrator was kept for analysis of background. 100µL HRP enzyme conjugate was then

added into each well except the blank well. The plate was then incubated by covering

with a foil for 60 minutes at 37◦C. Following incubation, the plate was briskly shaken to

remove the well content and the plate blotted with absorbent paper. The wash solution,

450mL of deionized water was added to 50mL of 10X concentrated wash solution, to

make a final volume of 500 mL as specified by the kit supplier. Wells were rinsed five

times with diluted wash solution (350µL per well). Soak time between wash cycles was

20 seconds. To finish the wash procedure wells were tapped sharply on absorbent paper

to remove residual droplets. Complete removal of all solutions and buffers during wash

steps is necessary to minimize background and to improve precision of the assay. 100µL

of TMB substrate solution was added to each well avoiding foaming or bubbles when

mixing to ensure more accurate measuring. The plate was sealed and then incubated

for 15 minutes at room temperature in the dark. The enzymatic reaction was stopped

by adding 100µL of stop solution to each well in the same order and rate as the TMB

substrate solution was added. The plate was then shaken gently at 300rpm for five

minutes. The OD of each well was then determined at 450nm with a microtiter plate

reader immediately after the five minutes of shaking.

6.2.5.3 Sex Hormone Binding Globulin ELISA protocol

Reagent Preparation

Prior to starting the assay all reagents were equilibrated to room temperature (18-

25◦C). Due to instability of prepared solution only as much reagent as needed for the

run was prepared.

Lyophilized recombinant Human SHBG standard (0.002 nmol)

The SHBG standard solution was prepared no more than two hours prior to the exper-

iment. 1mL of sample diluent buffer was added to create a 2nmol/L of Human SHBG

stock solution. The solution was kept at room temperature for 10 minutes and mixed

thoroughly.

Biotinylated anti-Human SHBG antibody
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The solution was prepared no more than two hours prior to the experiment. Biotiny-

lated anti-Human SHBG antibody was diluted in 1:100 with the antibody diluent buffer

and mixed thoroughly.
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Avidin-Biotin-Peroxidase Complex (ABC)

The solution was prepared no more than one hour prior to the experiment. Avidin-

Biotin Peroxidase Complex (ABC) was diluted in 1:100 with the ABC dilution buffer

and mixed thoroughly.

The ABC working solution and TMB colour developing agent were kept warm at 37◦C

for 30 minutes before use. When diluting samples and reagents, they must be mixed

completely and evenly to avoid marginal effect of plate incubation due to temperature

difference; the reaction may be stronger in the marginal wells.

Phosphate Buffered Saline (0.01M) (PBS)

0.01M Phosphate buffered saline (PBS) was used for washing the ELISA plate to

remove unbound proteins or antibodies which would therefore raise the background

and reduce accuracy. PBS was supplied by Severn Biotech (Kidderminster, UK).

The sample diluent buffer, antibody diluent buffer, ABC diluent buffer, TMB chro-

mogenic solution and the TMB stop solution were all ready-to-use as supplied.

Standard preparation

Starting with the 2nmol/L stock solution 300µL was pipetted into 300µL of sample

diluent buffer to form a 1nmol/L standard solution. This process was continued to

make five further standards of 0.5nmol/L, 0.25nmol/L, 0.125nmol/L, 0.0625nmol/L

and 0.03125nmol/L respectively. Standard solutions were used within two hours. Table

6.4 details standard solutions and preparation.

Table 6.4: SHBG calibration standards and volumes of each solution re-
quired to make each standard

Tube Volume of Tube
Volume of

Diluent buffer
(µL)

Concentration
(nmol/L)

1 300µL of 2 nmol/L stock solution 0 2
2 300µL of tube #1 300 1
3 300µL of tube #2 300 0.5
4 300µL of tube #3 300 0.25
5 300µL of tube #4 300 0.125
6 300µL of tube #5 300 0.0625
7 300µL of tube #6 300 0.03125

Sample preparation

Previous analysis showed that SHBG concentrations were likely to be in in the region

of 50-100nmol/L (Burger et al., 2000; Maggio et al., 2008; Arizanović et al., 2018).
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For accurate measurement, high target protein concentration (20nmol/L - 200nmol/L)

samples were diluted 1:100 with sample diluent buffer. All samples should be mixed

thoroughly and gently, and multiple freeze/thaw of samples should be avoided.

Assay procedure

100µL per well of the 2nmol/L, 1nmol/L, 0.5nmol/L, 0.25nmol/L, 0.125nmol/L, 0.0625nmol/L

and 0.03125nmol/L Human SHBG standard solutions were aliquoted into the pre-

coated 96-well plate. Additionally, 100µL of the sample diluent buffer was added to

the control well to act as a negative control. 100µL of each properly diluted sample

of human serum was added to each remaining empty well. The plate was sealed with

an adhesive cover and incubated at 37◦C for 90 minutes. Plates were properly sealed

or covered during incubation steps to prevent evaporation of reagents from the wells.

After 90 minutes the cover was removed, plate content discarded, and the plate blotted

onto paper towels. At no time were the wells allowed to completely dry as this would

result in inactivation of the active components on plate.

100µL of biotinylated anti-human SHBG antibody working solution was added into

each well, the plate sealed with a new adhesive cover and incubated at 37◦C for 60

minutes. The plate was then washed three times with 350µL 0.01M PBS each time

letting the washing buffer stay in the wells for one minute. Washing was performed

using an automated washer (TECAN, Männedorf, Switzerland). Prior to the first wash

the well contents were aspirated without touching the side walls. After the final cycle

the washing buffer was discarded, and the plate blotted onto paper towels or other

absorbent material. Complete removal of all solutions and buffers during wash steps is

necessary to minimize background.

After washing 100µL of newly prepared ABC working solution was added to each well.

The plate was sealed with a new adhesive cover and returned to the incubator at 37◦C

for 30 minutes. Following incubation, the plate was washed five times with 0.01M PBS

and each time let washing buffer stay in the wells for 1-2 minutes as per the previous

wash cycle. After the final cycle the washing buffer was discarded, and the plate blotted

with paper towel.

90µL of prepared TMB color developing agent was added to each well, the plate sealed

and incubated at 37◦C in dark. After 20 minutes 100µL of prepared TMB stop solution

was added to each well and the colour changes into yellow immediately. The O.D.
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absorbance at 450 nm was measured using a in a microplate reader (Dynex Opsys MR,

Worthing, UK) within two minutes of adding the TMB Stop Solution.

6.3 Statistical principles and considerations

Baseline characteristics for all patients are shown by study and treatment arm. Dif-

ferences between the trial arms for each characteristic were also be assessed. Baseline

characteristics reported were age, BMI, smoking history, parity, HRT use, age of menar-

che, age of menopause, type of menopause, and time since menopause.

The analysis was based on women who had reported side effects during the first 12

months (cases) and compared them against women to those who had not experienced

any side effects over the same period (controls).

6.3.1 Calibration curves and determination of sample hormone con-

centrations

6.3.1.1 Testosterone

The average absorbance values for each of the controls, calibrators and patient sam-

ples were calculated. A calibration curve was then constructed plotting the mean

absorbance value of each calibrator against its known concentration. The concentra-

tion of each sample was then determined from the calibration curve using the average

absorbance value from the tested sample.

The best curve fit for the calibration data was a four-parameter logistic model. It was

important to gain the best fit model and to apply the model to each of the calibration

curves. Using a four-parameter logistic curve, the concentration of each of the samples

were read directly from the calibration curve. Samples with concentrations higher than

that of the highest calibrator were further diluted or reported as >16ng/mL. For the

calculation of the concentrations, this dilution factor was taken into account.
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6.3.1.2 Bioavailable testosterone (bioT)

A large proportion of testosterone is tightly bound to SHBG and is therefore physiolog-

ically inactive. A further 20–30% of testosterone is bound loosely to albumin and only

a small percentage of testosterone is free in the serum. The albumin-bound and free

fraction are physiologically available to the body tissues and is known as bioavailable

testosterone (bioT).

Concentrations of SHBG vary widely in healthy women and are related to variables

such as diet, BMI, and age (Maggio et al., 2008). Therefore, measurement of bioT is

valuable for correct assessment of the bioactive fraction of testosterone.

BioT (pmol/L) was calculated from serum concentrations of total testosterone and

SHBG using the method of Morris et al. (2004) (Equation 6.1) (Morris et al., 2004).

This method is based on the concentration of SHBG, and total testosterone as deter-

mined in a sample of normal men (Morris et al., 2004; De Ronde et al., 2006). Although

the algorithm was developed based on measurements in men, De Ronde et al. (2006)

repeated the analyses in 415 premenopausal women and obtained results similar to

those for men (De Ronde et al., 2006). In most publications no arguments are given

for the choice of a particular method for calculating bioT although, choosing a partic-

ular set of constants will obviously influence results of calculated bioT concentrations

and thus might influence results of analyses. Moreover, it is doubtful whether algo-

rithms composed and validated in one laboratory can be applied to samples from an

unrelated laboratory that uses different assay techniques; however, as determining bioT

concentrations from ELISA testing is not possible, algorithms offer the best alternative

to physical testing (De Ronde et al., 2006).

bioT (pmol/L) = (e(−0.266+0.955xln[TT ]−0.228xln[SHBG]))× 1000 (6.1)

Equation 6.1: Equation for the calculation of bioavailable testosterone (bioT)

6.3.1.3 SHBG

The standard curve can be plotted as the relative O.D450 of each standard solution (Y)

vs. the respective concentration of the standard solution (X) (Equation 6.2).
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(RelativeO.D450) = (O.D450 of eachwell)− (O.D450 of Zerowell). (6.2)

Equation 6.2: Equation for the calculation of SHBG concentrations

The SHBG concentration of the samples can be interpolated from the standard curve.

The samples measured were diluted, therefore, the O.D450 of each well was multiplied

by 100, the dilution factor, to obtain the sample serum concentration before dilution.

6.3.1.4 DHEA-S

The mean background subtracted absorbance for each point of the standard curve

and each sample was calculated. The mean value of absorbance of the standards

was plotted against the concentration of each sample. The best-fit curve, a four-

parameter logistic curve, was then plotted through the points. The values of the

samples were interpolated from the standard curve to obtain the corresponding values

of the concentrations expressed in µg/mL.

6.3.2 Coefficient of variability (CV or %CV)

The high-quality quantification data achievable with ELISA is advantageous compared

to more qualitative methods like immunohistochemistry and Western blotting. How-

ever, demonstrating that assays are well run, and measurements are precise and ac-

curate is crucial. Reliability of assays was assessed through a standardised method,

coefficient of variability (CV).

The CV is a numerical ratio which describes the level of variability within a population

independent of the absolute values of the observations. As the absolute values mea-

sured during ELISA vary, a standardised approach such as %CV is required to assess

the precision of a laboratory technique. CV was calculated by dividing the standard

deviation of a set of measurements by the mean of the set which is then expressed

as a percentage of variation to the mean. In ELISA data interpretation, %CV can

highlight inconsistencies among sample replicates; directly reflecting the performance

of the assay.

Two types of %CVs were used to express the precision of immunoassay results: intra-
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assay CV and inter-assay CV. Intra-assay CV is a measure of the variance between data

points within an assay; sample replicates within the same plate. Inter-assay CV is a

measure of the variance between runs of sample replicates on different plates that can

be used to assess plate-to-plate consistency. Desired thresholds for overall reliability of

immunoassay results were set at, inter-assay %CV <15% and intra-assay %CV <10%.

The causes of high %CV in ELISAs is varied. Human technical error such as inaccurate

pipetting technique, splashing of reagents between wells, drying out of the wells, or

inconsistent sample handling (variability due to freeze-thaw cycles among samples) are

potential causes. Additionally, high %CV can be the result of machine error such

as usage of uncalibrated automated machine pipettes, uncalibrated plate readers, and

inappropriate plate reader software settings to analyse samples. Lastly, plate, sample,

and reagent contamination can lead to a high %CV. Cross-contamination between

reagents can occur from handling errors leading to bacterial or fungal contamination

of samples and reagents derived from compromised sterility.

During the assay procedure, every opportunity to reduce %CV was taken. During

incubation, plates were incubated away from drafts to minimise temperature variation

across the plate and ensure even heat distribution allowing the analyte to bind in an

equivalent manner across the plate. During incubation, particularly at temperatures

above room temperature plates were always covered to prevent wells from drying out.

The wash protocol was run according to kit manufacturer guidelines and maintained

from plate-to-plate to minimise inter-assay CVs.

Results in Table 6.5 present the mean CV for all samples. Of the 21 serum samples

measured for testosterone CV, 18 had a CV under 10% for intra-assay variance and 19

and 17 had variance under 15% for inter-assay run one and two respectively. Overall,

the CV for both intra- and inter-assay variance for testosterone were below the desired

thresholds and indicate that assays were accurate and repeatable. Twenty samples were

run in duplicate to assess both inter- and intra-assay variation for DHEA-S due to an

additional calibration standard required on each plate. Eighteen of the tested serum

samples were below the 10% CV for intra-assay variance and 16 and 15 samples were

below the 15% threshold for inter-assay run one and two respectively. The overall CV

for both intra- and inter-assay variance was below the desired threshold for DHEA-

S measurements. Twenty serum samples for assessment of SHBG CV were run but

five wells failed; therefore, CV was calculated over the remaining 15 samples. Eight
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of the samples had an individual CV below 10% with a further two samples within

0.5%. Overall, intra-assay CV was above the desired 10% threshold. Whilst this is

not ideal, samples with a high concentration of SHBG have the largest CV and are

the main cause behind the increased CV. The high concentrations of SHBG in these

samples approached the method’s upper limit of detection. The high CVs at these

concentrations demonstrate the expected loss of precision when quantifying samples at

the extreme ends of the assay’s range. This likely points to an error in dilution and

highlights the importance of ensuring good dilution. Ten and 11 serum samples have a

CV below the desired 15% inter-assay variation cut off for run one and two respectively.

Each of the CV for inter-assay variance are below the 15% desired threshold.

Table 6.5: Coefficient of variance for intra- and inter-assay variation of
testosterone, SHBG and DHEA-S ELISA kits

Sex Hormone
Number of

samples
Intra-assay Inter-assay 1 Inter-assay 2

Testosterone 21 6.71 8.91 9.63
SHBG 15 12.95 13.36 11.52

DHEA-S 20 6.97 11.12 11.82

6.3.3 Analysis of sex hormone association with side effects and base-

line factors

Hormone and SHBG concentrations were ln-transformed to normalise distributions. If

required hormone values recorded as zero were given a small non-zero value to allow

for log transformation. Odds ratios and 95% Confidence intervals were reported for

each of the aims. Statistical significance was at the 0.05 level and all P-values were

two-sided.

Concentrations of sex hormones and SHBG on continuous scale were compared to side

effect outcomes using conditional logistic regression and ORs and 95% confidence inter-

vals were reported. Subsequently, covariates which may impact sex hormone concen-

trations were added to form an adjusted logistic regression model. Covariates included

were BMI, HRT use history, smoking history, and prior hysterectomy.

Subsequently, sex hormone and SHBG concentrations were analysed by quintile for

their association with side effects. Quintiles for each sex hormone and SHBG were cal-

culated and the lowest quintile used as the reference for risk comparison. Heterogeneity
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was assessed by Wald test for trend across the quintiles.

As a secondary outcome, correlations between sex hormone concentrations and risk fac-

tors including age (655, >55), BMI (<25, 25-30, >30), HRT use (never, ever), smoking

history (never, current, ever), parous (yes, no), type of menopause (natural, oophorec-

tomy, hysterectomy and hysterectomy with oophorectomy), age at menarche (614,

>14), age of menopause (650, >50) and time since menopause (65, 5-10, >10) were

investigated. Prior to baseline factor assessment, the impact of randomised treatment

was assessed. Additional analysis of age, BMI, age of menarche, age of menopause and

time since menopause as continuous variables was performed to assess the incremental

effects of these variables. Variance between the categories listed above was assessed

and trends between sex hormone concentrations and risk factors were reported. Dis-

tributions of each sex hormone for each sub-group were assessed for normality using

Shapiro-Wilk test for normality. Kruskal-Wallis rank sum tests were used to assess the

differences in sex hormone concentrations and each of the baseline factors as at least

one sub-group was found to violate the assumption of normality. Where Kruskal-Wallis

was significant and baseline factors had more than two levels, Dunn’s post hoc test with

Hochberg adjustment for multiple comparisons was used to determine between which

categories the significant difference occurred.
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6.4 Results

6.4.1 Baseline characteristics

A total of 400 women from the IBIS-I trial had baseline blood samples tested for

sex hormone concentrations. 63.5% (N = 254) of women in the IBIS-I group were

randomised to tamoxifen and 36.5% (N = 146) were randomised to placebo (Table

6.6).

In the tamoxifen group, the median age was 53 (IQR = 50.0 – 58.0) and the median

BMI was 26.3 (IQR = 23.5 – 29.7). 65.7% (N = 167) had never used HRT and

46.5% (N = 118) had never smoked (Table 6.6). Median age at menopause was 47.0

(IQR = 38.0 – 50.0) and 64.2% had a natural menopause. 35.8% (N = 91) were

hysterectomised with 62.6% (N = 57) retaining both ovaries. 24.2% (N = 22) and

12.1% (N = 11) of women in the tamoxifen group had hysterectomy with single and

bilateral oophorectomy respectively (Table 6.6).

Women randomised to placebo had a median age of 53 (IQR = 50.0 – 58.0) and a

median BMI 25.7 (IQR = 23.4 – 28.7). 63% (N = 92) had never used HRT and 47.9%

(N = 70) had never smoked. (Table 6.6). Median age at menopause was 48.0 (IQR =

44.0 – 50.0) and 41.1% (N = 60) had undergone a hysterectomy with 63.3% (N = 38)

retaining both ovaries. 23.3% (N = 14) and 11.7% (N = 7) of women in the placebo

group had hysterectomy with single and bilateral oophorectomy respectively (Table

6.6).
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Of the 968 women from the IBIS-II trial 59.9% (N = 580) were randomised to anas-

trozole and 40.1% (N = 388) were randomised to placebo (Table 6.6).

For women randomised to anastrozole the median age was 59 (IQR = 55.0 – 63.0) and

the median BMI 27.3 (IQR = 24.4 – 30.9). 50.5% (N = 293) had never used HRT and

30.5% (N = 177) had never smoked (Table 6.6). Median age at menopause was 50.0

(IQR = 45.0 – 52.0) and 29.8% (N = 173) had a previous hysterectomy with 65.3% (N

= 113) retaining at least one ovary. 34.7% (N = 60) of hysterectomised women in the

anastrozole group had bilateral oophorectomy (Table 6.6).

Women randomised to placebo had a median age of 57 (IQR = 53.0 – 62.0) and a

median BMI 27.0 (IQR = 24.5 – 31.6). 49.2% (N = 191) had never used HRT and

60.8% (N = 236) had never smoked. (Table 6.6). Median age at menopause was

49.0 (IQR = 45.0 – 52.0) and 68% had a natural menopause. 35.6% (N = 138) were

hysterectomised with 58.7% (N = 81) retaining at least one ovary. 41.3% (N = 57) of

hysterectomised women in the placebo group had bilateral oophorectomy (Table 6.6).

Concentrations of each sex hormone was derived from the OD recorded for each sample

well compared to the calibration standard for each plate via the methods described in

section 6.3.1. Where more than one measurement was available for a sample the mean

of the measurements was taken. Concentrations of hormones were then converted to

SI units (nmol/L) where required.

Concentrations of testosterone and DHEA-S were calculated for each sample with no

known failures. However, SHBG concentrations were unavailable for 108 samples due

to failures. For 28 samples across four plates this was due to well readings falling

below that of the blank well. In addition, the calibration standards for one plate failed

and therefore all of the samples on this plate failed testing (N = 80). This plate was

re-analysed and concentrations of these samples were an order of magnitude larger

than samples from all other plates. Therefore, concentrations for these samples were

not recorded. BioT concentrations were only available for women with SHBG hence

analyses with both SHBG and bioT were performed with a reduced number of samples.

Only one IBIS-I sample had a failed SHBG and bioT measurement. This sample, and

its matching case were removed prior to analysis. For women from the IBIS-II trial, four

women were missing data for all four sex hormone concentrations. These women and

the matched cases or controls were removed from the analysis. A further 103 women
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were missing SHBG and bioT measurements. For these sex hormones women with

missing values were excluded from the analysis as were the matched case or control.

Therefore, for SHBG and bioT 778 women were included in the analysis.

6.4.2 IBIS-I results

6.4.2.1 Correlations between hormones

In women randomised to tamoxifen, concentrations of all the androgens were positively

correlated with each other (Figure 6.4, Panel A). Partial correlation coefficients ranged

between 0.56 for the correlation between ln-DHEA-S and ln-bioT and 0.91 between

ln-testosterone and ln-bioT. Ln-SHBG was inversely correlated with ln-bioT (r = -

0.54) and weakly inversely correlated with ln-T (r = -0.13) and ln-DHEA-S (r = -0.12)

(Figure 6.4, Panel A). All values are statistically significant below P <0.01 except the

correlation between ln-SHBG and ln-T (P = 0.04) and the partial correlation between

ln-SHBG and ln-DHEA-S (P = 0.06).

Similar correlations between androgens were seen in women randomised to placebo. Ln-

bioT was strongly correlated with ln-T (r = 0.90) and ln-DHEA-S (r = 0.52) (Figure

6.4, Panel B). The correlation between ln-testosterone and ln-DHEA-S was also similar

to the tamoxifen group (r = 0.58). ln-SHBG was strongly inversely correlated with

ln-bioT (r = -0.57) and was partially inversely correlated with ln-T (r = -0.15) and

ln-DHEA-S (r = -0.07) (Figure 6.4, Panel B). All values are statistically significant

below P <0.01 except the partial correlation between ln-SHBG and ln-T (P = 0.07)

and no significant correlation between ln-SHBG and ln-DHEA-S (P = 0.38).
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Figure 6.4: Correlations between hormones and SHBG. Panel A: Women
randomised to Tamoxifen. Panel B: Women randomised to placebo. Ab-
breviations: DHEA-S = dehydroepiandrosterone sulphate; SHBG = sex
hormone binding globulin; T = Testosterone; bioT = bioavailable testos-
terone; ln = ln-transformed.

6.4.2.2 Sex hormone concentrations in the tamoxifen and placebo

arms of IBIS-I

SHBG and bioT concentrations were both significantly different between case and con-

trols in the tamoxifen arm and the placebo arm (P < 0.01). Circulating SHBG concen-

trations were significantly lower in the cases than the controls for both tamoxifen and

placebo groups. In contrast, concentrations of bioT were significantly higher in cases

compared to controls (Table 6.7). No statistically significant difference in concentra-

tions of testosterone or DHEA-S were observed between cases and controls in either

the tamoxifen or placebo arm (Table 6.7).
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6.4.2.3 IBIS-I: sex hormone and SHBG associations with side effect

outcomes

There was a significant increase in risk of side effects per one unit increase in ln-

transformed values of testosterone (OR = 1.81 (1.09 – 3.00); P = 0.02) and bioT (OR

= 4.27 (2.42 – 7.54); P < 0.01) in all women (Table 6.8). Whilst a one unit increase in

ln-transformed SHBG values at baseline was associated with a statistically significant

decrease in developing side effects (OR = 0.22 (0.13 – 0.35); P < 0.01), no effect for

ln-DHEA-S in relation to side effects was observed (Table 6.8).

Women randomised to tamoxifen, had a statistically significant increase in side effect

risk with increasing bioT (OR = 2.81 (1.51 – 5.22); P < 0.01). However, a one-

unit change in ln-transformed testosterone concentrations was not associated with any

statistically significant increase in side effect risk (OR = 1.51 (0.84 – 2.72); P = 0.17).

Ln-SHBG remained a risk reduction factor for side effects in the tamoxifen group (OR

= 0.32 (0.19 – 0.53); P < 0.01) (Table 6.8).

An increase in risk of side effects was observed for testosterone (OR = 2.90 (1.05 –

8.03); P = 0.04), DHEA-S (OR = 1.48 (0.88 – 2.49); P = 0.14) and bioT (OR = 16.02

(3.96 – 64.82); P < 0.01) in women who received placebo (Table 6.8). No statistically

significant association was observed per one ln-transformed unit increase in DHEA-S.

In the placebo group, the increased risk associated per one unit increase in ln-bioT is

greater than the increased risk observed in the overall population and the tamoxifen

group. Additionally, the decreased risk of side effects associated with ln-SHBG is

limited to the tamoxifen group only (OR = 1.83 (0.79 – 4.24); P = 0.16) (Table 6.8).

When the analysis was adjusted for baseline risk factors identified as significant in

multivariate models in chapter 4, BMI, HRT use, and prior hysterectomy, there was

a significant effect of baseline SHBG and bioT on the risk of side effects (OR = 0.21

(0.12 – 0.35); P < 0.01 and (OR = 3.85 (2.15 – 6.90); P < 0.01) respectively. When

analysed by randomised treatment arm, no change in the risk of side effects for any of

the sex hormones or SHBG was observed after adjustment for other risk factors (Table

6.8).
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6.4.2.4 Analysis of sex hormones by quintile

After analysis of sex hormone concentrations as continuous variables, each of the sex

hormones were divided into quintiles and the risk of reporting side effects was calculated

for each quintile using the first quintile as the reference group.

In women randomised to tamoxifen, compared to the lowest quintile, a significant

decrease in side effects was observed with increasing quintiles of ln-SHBG (Figure 6.5).

Women in quintiles 3-5 of ln-SHBG concentrations were at significantly lower risk of

side effects than those in the lowest quintile (3rd quintile: OR = 0.24 (0.08 – 0.74); P

= 0.01), (4th quintile: OR = 0.07 (0.02 – 0.25); P < 0.01) and (5th quintile: OR =

0.05 (0.01 – 0.21); P < 0.01) respectively (Figure 6.5). Women in the 2nd quintile had

a non-statistically significant increase in side effects compared to those in the lowest

quintile.

The opposite trend was observed for ln-bioT which displayed an increased risk of side

effects as the concentration of ln-bioT increased. Women in the 2nd and 3rd quintiles of

ln-bioT concentrations had no statistically significant change in side effect risk (Figure

6.5). But women in the 4th and 5th quintiles for ln-bioT had an increase in side effect

risk compared to those in the lowest quintile (4th quintile: OR = 2.11 (0.92 – 4.84); P

= 0.08) and (OR = 6.40 (2.14 – 19.12); P < 0.01) respectively.

Trends for ln-testosterone and ln-DHEA-S were less clear. Quintiles of ln-testosterone

followed a U-shape whereby the 3rd quintile (OR = 0.88 (0.38 – 2.01); P = 0.76)

conferred a lower risk of side effects than the 2nd, 4th and 5th quintiles (Figure 6.5).

However, women in none of the higher quintiles had a statistically significant increase

in side effect risk compared to women in the lowest quintile. For ln-DHEA-S, women

in each quintile had a small reduction in risk compared to those in the lowest quintile.

Women in the 3rd quintile (OR = 0.42 (0.17 – 1.02); P = 0.06) had the lowest risk

of side effects; however, this was not statistically significant compared to the lowest

quintile (Figure 6.5).

In women randomised to placebo, a significant decrease in side effects was observed in all

quintiles of ln-SHBG (Figure 6.6). Women in quintiles 3-5 of ln-SHBG concentrations

had similar low risk levels compared to those in the lowest quintile (3rd quintile: OR

= 0.01 (<0.01 – 0.16); P < 0.01), (4th quintile: OR = <0.01 (<0.01 – 0.12); P < 0.01)
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and (5th quintile: OR = <0.01 (<0.01 – 0.06); P < 0.01) respectively (Figure 6.6).

Women in the 2nd quintile also had a statistically significant decrease in side effects

compared to those in the lowest quintile (OR = 0.05 (<0.01 – 0.68); P = 0.02) (Figure

6.6).

For ln-bioT women in the highest quintile had an increased risk of side effects (OR

= 83.40 (5.71 – 1218.88); P < 0.01). Women in the 2nd – 4th quintiles of ln-bioT

concentrations had a non-statistically significant increase in side effect risk (Figure

6.6).

Trends for ln-testosterone and ln-DHEA-S were less clear. All quintiles of ln-testosterone

had increased risk of side effects compared to the lowest quintile. The 3rd quintile con-

ferred a smallest increase in risk (OR = 1.13 (0.36 – 3.62); P = 0.83). The increase

in risk in the 2nd and 4th quintiles are similar to that of the 3rd quintile (Figure 6.6).

Women in the 5th quintile had a higher risk than other quintiles (OR = 3.05 (0.83

– 11.24); P = 0.09), but this was not-statistically significant compared to women in

the lowest quintile. For ln-DHEA-S, women in each quintile had a similar increase in

risk compared to those in the lowest quintile. However, none of the quintiles had a

statistically significant increase in risk (Figure 6.6).
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6.4.2.5 IBIS-I: sex hormone association with side effect risk factors

In section 4.3.3, age, BMI, and several reproductive factors, such as age at menarche

were identified as risk factors for side effects. Some of these risk factors are thought

to mediate their action through sex hormone. In the following section, associations

of sex hormones with these risk factors were investigated. Women who reported side

effects were analysed to establish associations between side effect risk factors and sex

hormones (N = 200). Given the effect of randomisation on side effect incidence, the

analysis was performed by treatment group (tamoxifen (N = 127) and placebo (N =

73)).

Age

All of the androgens (all P < 0.01) were associated with a small statistically significant

decrease in concentration as age increased in women randomised to tamoxifen. As

women aged, there was a non-statistically significant increase in ln-SHBG concentra-

tions (P = 0.39) per year. When age was categorised as sub-groups, concentrations

of ln-transformed testosterone, DHEA-S and bioT were significantly higher in younger

women (below 55 years) compared to those aged over 55 (Table 6.9). Mean SHBG

concentrations were consistent in both age groups with those aged over 55 showing a

small non-statistically significant increase in concentrations.

In women randomised to placebo, older women had significantly lower concentrations

of ln-DHEA-S (P < 0.01) per year, but no statistically significant association was ob-

served for ln-testosterone (P = 0.10), ln-SHBG (P = 0.91) or ln-bioT (P = 0.06).

Sub-group analysis of age showed that only ln-DHEA-S had statistically significant

lower concentrations in those aged over 55 compared to those younger than 55. No sta-

tistically significant differences for ln-testosterone, ln-SHBG or ln-bioT were observed

between women aged less than 55 and women who were older.

Lifestyle and modifiable factors

In women randomised to tamoxifen, women with higher BMI had significantly lower

concentrations of ln-SHBG in women randomised to tamoxifen (P = 0.01); however,

BMI was not associated with any statistically significant changes in any of the ln-

transformed sex hormone concentrations. Analysis of BMI by category showed no

significant difference in mean concentration for any of the sex hormones (Table 6.9).

Sub-group analysis of ln-SHBG indicated that concentrations decreased by 4.4% in
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overweight women and by 5.6% in obese women, compared to women with a BMI <

25 (Table 6.9).

In women randomised to placebo, increasing BMI was not associated with any change in

ln-transformed sex hormone or SHBG concentrations. Sub-group analysis of ln-SHBG

and BMI showed that, compared to women who had BMI < 25, women who were

overweight (BMI 25-30) and those who were obese (BMI > 30) had a nearly statistically

significant 4.1% and 4.8% reduction in ln-SHBG concentrations respectively. Whilst

no statistically significant changes in testosterone concentrations were observed, a non-

statistically significant increase in ln-bioT was observed in overweight and obese women

compared to those who had a BMI < 25.

Previous use of HRT had no effect on any ln-transformed sex hormone or SHBG in

women randomised to tamoxifen (Table 6.9). In contrast, previous HRT use was asso-

ciated with a statistically significant decrease in ln-transformed testosterone, DHEA-S

and calculated bioT concentrations compared to women randomised to placebo who

had never taken HRT. Ln-testosterone was 26.8% lower in women who had previously

used HRT whilst ln-bioT was 3.4% lower in the same group of women. Smoking was not

associated with any statistically significant changes in any ln-transformed sex hormone

or ln-SHBG in either the tamoxifen or the placebo group (Table 6.9).
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Reproductive and other factors

Parity was not associated with any of the hormones nor with ln-SHBG in either women

randomised to tamoxifen or those randomised to placebo (Table 6.9). A younger age at

menarche was also not associated with any change in ln-transformed hormones nor with

ln-SHBG in either women randomised to tamoxifen or those randomised to placebo.

In the tamoxifen group, women with an age of menarche of greater than 14 had a

statistically significant 22.7% reduction in ln-testosterone and a statistically significant

2.7% reduction in ln-bioT compared to women whose age of menarche was 14 or below

(Table 6.9). Women in the placebo group showed different outcomes as no difference

in any ln-transformed sex hormone or ln-SHBG concentrations were observed.

Later age at menopause was not associated with any statistically significant changes

for any of the ln-sex hormones or ln-SHBG in either the tamoxifen or the placebo

group. When analysed as a categorical variable, women in the tamoxifen group whose

age at menopause was greater than 50 had a statistically significant reduction in ln-

transformed testosterone, DHEA-S and bioT concentrations (Table 6.9). There was no

association between age at menopause and ln-SHBG concentrations in the tamoxifen

group. In women randomised to placebo, age at menopause had no association to any

of the sex hormones or SHBG.

Increased time since menopause was not associated with any change in ln-transformed

sex hormone or ln-SHBG concentrations in women randomised to either tamoxifen

or placebo. Investigation of time since menopause in sub-groups indicated that, in

women randomised to tamoxifen, time since menopause was not associated with any

change in ln-transformed sex hormone or SHBG concentrations. (Table 6.9). In women

randomised to placebo, ln-DHEA-S, concentrations were 8.7% higher, in women who

had had their menopause within the last five years compared to women who had had

their menopause 5-10 or more years previously. The other hormones and ln-SHBG were

not associated with time since menopause in either the tamoxifen or placebo group.

Ln-transformed sex hormone concentrations and SHBG did not differ significantly by

type of menopause for women randomised to tamoxifen or placebo (Table 6.9). How-

ever, in women randomised to placebo, women who had a bilateral oophorectomy had

14.5% higher ln-SHBG concentrations compared to those who had a hysterectomy, but

this was not statistically significant.
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6.4.3 IBIS-II results

6.4.3.1 Correlations between sex hormones

In women randomised to anastrozole, concentrations of all the androgens were posi-

tively correlated with each other (Figure 6.7, Panel A). Correlation coefficients ranged

between 0.38 between ln-DHEA-S and ln-bioT and 0.78 between ln-testosterone and

ln-bioT. Ln-SHBG was inversely correlated with ln-bioT (r = -0.68). Ln-SHBG was

not correlated with either ln-T (r = -0.08) or ln-DHEA-S (r < -0.01) (Figure 6.7, Panel

A). Values are statistically significant below P <0.01 except the correlation between

ln-SHBG and ln-T (P = 0.09) and ln-DHEA-S (P = 0.97).

Figure 6.7: Correlations between hormones and SHBG. Panel A: Women
randomised to Anastrozole. Panel B: Women randomised to placebo. Ab-
breviations: DHEA-S = dehydroepiandrosterone sulphate; SHBG = sex
hormone binding globulin; T = Testosterone; bioT = bioavailable testos-
terone; ln = ln-transformed.

Correlations between androgens in the placebo group were consistent with those in the

anastrozole group. Ln-bioT was strongly correlated with ln-testosterone (r = 0.74) and

ln-DHEA-S (r = 0.41) (Figure 6.7, Panel B). The correlation between ln-testosterone

and ln-DHEA-S was also similar to the anastrzole group (r = 0.54). ln-SHBG was

strongly inversely correlated with ln-bioT (r = -0.67) and was not correlated with ln-

testosterone (r < -0.01) and ln-DHEA-S (r = -0.02) (Figure 6.7, Panel B). All values

are statistically significant below P <0.01 except the correlation between ln-SHBG and

ln-testosterone (P = 0.98) and ln-DHEA-S (P = 0.71).
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6.4.3.2 Sex hormone concentrations in the anastrozole and placebo

arms of IBIS-II

For women in the IBIS-II study no statistically significant differences in the concentra-

tion of ln-testosterone, ln-DHEA-S or ln-bioT between case and controls were observed

in either the placebo or the anastrozole group. Ln-SHBG concentrations were signifi-

cantly higher in cases compared to controls in the anastrozole arm; however, there were

no statistically significant differences in mean ln-SHBG concentrations between cases

and controls in the placebo arm (Table 6.10).
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6.4.3.3 IBIS-II: Sex hormone and SHBG associations with side effect

outcomes

There was a non-significant decrease in risk of side effects per one unit increase in ln-

transformed values of SHBG (OR = 0.87 (0.76 – 1.01); P = 0.07) in all women (Table

6.11). No statistically significant effect was observed for ln-transformed concentrations

of testosterone, DHEA-S or bioT (Table 6.11).

In women randomised to anastrozole, ln-SHBG had a statistically significant reduction

in side effect risk (OR = 0.81 (0.66 – 1.00); P = 0.05). A one-unit change in any ln-

transformed sex hormone concentration still had no statistically significant change in

side effect risk. None of the ln-transformed sex hormones nor ln-SHBG concentrations

were risk factors for side effects in the placebo group (Table 6.11).
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For women on the IBIS-II trial, adjustment for BMI, HRT use, smoking history, and

prior hysterectomy, factors previously multivariate significant for side effect risk, did

not alter the results except for ln-SHBG which, after adjustment, had a statistically

significant decrease in the risk of side effects in the whole study population (OR =

0.84 (0.72 – 0.98); P = 0.03). No association with side effects was observed for ln-

testosterone, DHEA-S or bioT after adjustment (Table 6.11).

When sex hormones were analysed within each treatment arm, only ln-SHBG was

significantly associated with side effect outcomes in the anastrozole arm (OR = 0.79

(0.63 – 1.00); P = 0.05) but not in the placebo arm (OR = 0.90 (0.74 – 1.16); P =

0.49) (Table 6.11). No association with side effects was observed for ln-testosterone,

DHEA-S or bioT after adjustment for other risk factors in either the anastrozole or the

placebo groups (Table 6.11).

6.4.3.4 Sex hormone analysis by quintile

After analysis of sex hormone concentrations as continuous variables, each of the sex

hormones were divided into quintiles and the risk of reporting side effects was calculated

for each quintile using the first quintile as the reference group.

In women randomised to anastrozole, an inverse association between risk and ln-SHBG

concentrations was observed with risk of side effects decreasing as ln-SHBG concen-

trations increase. Women in the 2nd and 3rd quintiles of ln-SHBG concentrations had

a 40% and 43% non-statistically significant lower risk of side effects than those in the

lowest quintile (2nd quintile: OR = 0.59 (0.33 – 1.08); P = 0.09), (3rd quintile: OR

= 0.57 (0.31 – 1.06); P = 0.08) (Figure 6.8). Women in the 4th quintile had a non-

statistically significant decrease in side effects compared to those in the lowest quintile.

Women in the 5th quintile of ln-SHBG concentrations had a statistically significant

67% decrease in side effect risk compared to women in the lowest quintile (OR = 0.33

(0.15 – 0.76); P = 0.01) (Figure 6.8).

The opposite was observed for ln-testosterone and ln-bioT which displayed an increased

risk in higher concentrations compared to the lowest quintile. The quintiles of ln-

testosterone followed a U-shaped curve, women in the 3rd and 4th quintiles (OR = 1.44

(0.83 – 2.51); P = 0.20) and (OR = 1.30 (0.77 – 2.28); P = 0.36) respectively were at
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higher risk of side effects than those in the 2nd (OR = 1.13 (0.66 – 1.93); P = 0.65)

and 5th quintiles (OR = 1.10 (0.64 – 1.90); P = 0.73) (Figure 6.8).

Women in all quintiles of ln-bioT had an increased risk of side effects. Women whose ln-

bioT concentrations were in the 2nd, 3rd and 5th quintiles had a statistically significant

increase in side effect risk (2nd quintile: OR = 2.14 (1.09 – 4.20); P = 0.03), (3rd

quintile: OR = 3.00 (1.45 – 6.19); P = 0.002) (5th quintile: OR = 2.06 (1.01 – 4.20);

P = 0.05). Although women whose ln-bioT concentrations were in the 4th quintile

for ln-bioT had non-statistically significant increased risk compared to those in the

lowest quintile (Figure 6.8). For ln-DHEA-S, all quintiles were associated with a small

non-statistically significant increase in side effect risk compared to those in the lowest

quintile (Figure 6.8).

In women randomised to placebo, a small increase in side effects was observed in all

quintiles of ln-SHBG; however, risk increases were not statistically significant (Figure

6.9). Higher quintiles of ln-bioT or ln-DHEA-S were not associated with a statistically

significant increase in the risk of reporting side effects compared to those in the lower

quintile of each sex hormone (Figure 6.9). Women in the 3rd quintile of ln-testosterone

concentrations had a statistically significant 2-fold increase in side effect risk (OR =

2.36 (1.12 – 5.00); P = 0.02) (Figure 6.9). No other quintiles of ln-testosterone had a

statistically significant risk increase.
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6.4.3.5 IBIS-II: sex hormone association with side effect risk factors

In chapter 4 section 4.3.4, risk factors for side effects were identified. In the following

section, associations of sex hormones with these risk factors were investigated. Risk

factors were available for all women. No sex hormone information was available for

eight women who were removed from the analysis. Additionally, only women reporting

side effects were analysed and these women were analysed by randomised treatment

which left N = 290 women in the anastrozole analysis and N = 190 women in the

placebo analysis.

Age

In women randomised to anastrozole, a statistically significant decrease in ln-DHEA-

S (P < 0.01) concentrations was observed as age increased. Concentrations of ln-

testosterone, bioT and SHBG had no statistically significant associations with increased

age. Sub-categorised age showed, concentrations of ln-testosterone and ln-bioT were

similar in the two age sub-categories (Table 6.12). Ln-DHEA-S concentrations in-

creased by 3.8% (P < 0.01) in women aged over 60 years compared to women aged

below 60 years. Mean ln-SHBG concentrations were consistent in women in both age

categories (Table 6.12). In women randomised to placebo, age was not significantly

associated with any ln-transformed sex hormones or ln-SHBG (all P > 0.10).

Lifestyle and modifiable factors

For women randomised to anastrozole, increasing BMI was associated with statistically

significant decrease in ln-SHBG (P = 0.05) and increased ln-bioT (P = 0.03) in women

randomised to anastrozole. BMI was not associated with any statistically significant

changes in ln-DHEA-S or ln-testosterone. Analysis of BMI by category showed a sig-

nificant difference in mean ln-transformed concentration for SHBG and bioT (Table

6.12). Sub-group analysis of ln-SHBG and BMI showed that, compared to women who

had BMI < 25, women who were obese (BMI > 30) had a statistically significant 7.9%

reduction in ln-SHBG concentrations (P < 0.01). Obese women also had a statistically

significant 5.4% (P < 0.01) reduction in SHBG concentrations compared to overweight

women. No statistically significant decrease was observed between overweight women

and those with BMI < 25. Ln-bioT had a statistically significant 3.6% increase between

women with BMI < 25 and obese women (P < 0.01) (Table 6.12).

In women randomised to placebo, per one unit increase in BMI was not associated
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with any change in ln-transformed sex hormone or SHBG concentrations. Sub-group

analysis of ln-SHBG and BMI showed that, compared to women who had BMI < 25,

women who were obese (BMI > 30) had a statistically significant 12.7% reduction in

ln-SHBG concentrations (P < 0.01). Compared to women who were overweight (BMI

25-30), those with BMI > 30 had a statistically significant 4.1% reduction in ln-SHBG

concentrations (P = 0.02).

BMI also had a non-statistically significant increase in ln-bioT concentrations in women

who were obese compared to those who were overweight (BMI 25-30) (P = 0.06).

However, no statistically significant increase was observed in overweight or obese women

compared to women whose BMI was <25.

Previous use of HRT was not associated with any change in ln-transformed sex hor-

mones or SHBG concentrations in women randomised to anastrozole or to placebo

(Table 6.12).

Smoking history was not associated with any statistically significant changes in any

ln-transformed sex hormone or SHBG in the anastrozole group (Table 6.12). However,

in the placebo group, smoking was associated with a 12.0% (P = 0.02) decrease in ln-

SHBG concentrations between former smokers and women who were currently smoking

and a 5.1% decrease between never smokers and former smokers (P < 0.01).

Reproductive and other factors

Parity was not associated with any of the hormones nor with SHBG in either women

randomised to anastrozole or those randomised to placebo (Table 6.12).

Age at menarche as a continuous variable was not associated with decreased or in-

creased ln-transformed sex hormone or SHBG concentrations in women randomised

to anastrozole or placebo. In the anastrozole group, women with an age of menarche

of greater than 14 had no statistically significant association with any change in sex

hormone or SHBG concentration compared to those whose age of menarche was 14 or

below (Table 6.12). In the placebo group, women whose age of menarche was greater

than 14 had a statistically significant 5.0% reduction in ln-testosterone concentrations

and a statistically significant 0.7% reduction in ln-bioT compared to women whose age

at menarche was 14 or below. Additionally, women whose age of menarche was greater

than 14 had a statistically significant 2.5% increase in ln-DHEA-S concentrations com-

pared to women whose age at menarche was 14 or below.
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Age at menopause was only associated with a statistically significant reduction in ln-

DHEA-S concentrations compared to those whose age of menopause was less than 50

in women randomised to placebo. Age at menopause had no association to any of the

other ln-transformed sex hormones or SHBG in the women randomised to placebo nor

was it associated with any ln-transformed sex hormones or SHBG in the anastrozole

arm. Similar results were observed for time since menopause which was only associated

with decreased concentrations of ln-DHEA-S in women who have been postmenopausal

for more than 10 years compared to those who have been postmenopausal for less than

five years in women randomised to placebo.

Type of menopause had weak association with concentrations of ln-SHBG in women

randomised to anastrozole but not to any other hormones or to any sex hormones

in the placebo group. Compared with women with a natural menopause those with

hysterectomy had concentrations of ln-SHBG which were 7.4% lower. Women who had

a hysterectomy had 12.1% lower ln-SHBG concentrations than those who had bilateral

oophorectomy (Table 6.12).
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6.5 Discussion

Sex hormones, in particular oestrogen, are recognised as stimulating breast tissue and

increasing the risk of breast cancer (Endogenous Hormones and Breast Cancer Collab-

orative Group, 2003, 2011). There are concerns surrounding androgen concentrations

and breast cancer risk. However, the evidence from epidemiological studies is conflict-

ing. Some studies have shown an increased incidence of breast cancer associated with

endogenous testosterone concentrations (Kaaks et al., 2005; Endogenous Hormones

and Breast Cancer Collaborative Group, 2011; James et al., 2011; Schernhammer et

al., 2013; Zhang et al., 2013). Other studies have found no association between andro-

gen concentrations and breast cancer risk (Zeleniuch-Jacquotte et al., 2005; Adly et

al., 2006; Danforth et al., 2010). A further study has found testosterone levels to be

protective against breast cancer (Farhat et al., 2011).

Alongside the risk of sex hormones for breast cancer numerous studies have evalu-

ated sex steroid hormones as risk factors for menopausal symptoms, which are com-

monly reported as side effects of endocrine therapy (MacLennan et al., 2004; Utian,

2005; Sturdee, 2008). There has been a keen focus on oestrogens in the aetiology of

menopausal symptoms for a number of reasons. Among these are the high prevalence

of women who experience HFs at times when oestrogen levels dramatically decrease

due to various physiological conditions such as menopause. Oestrogen is known to be

involved in thermoregulatory homeostasis acting on the hypothalamus, and the success

of oestrogen-based treatments, such as HRT, in easing HFs (MacLennan et al., 2004;

Utian, 2005; Sturdee, 2008). Additionally, the association between menopausal-like

side effects and ER modifiers such as tamoxifen, and AIs such as anastrozole is con-

sistent with the hypothesis that oestrogen disruption is an important part of HF and

menopausal side effect aetiology (Veronesi et al., 2003; Fallowfield et al., 2004; Goss et

al., 2011; Cuzick et al., 2015, 2020).

The mechanisms through which altered oestrogens, androgens and SHBG on the inci-

dence of menopausal-like side effects of endocrine therapy remain poorly understood.

Most menopausal symptoms are believed to be not purely the product of disrupted

oestrogen equilibrium as no correlation is observed between serum oestrogen concen-

tration and the frequency or severity of HFs. Furthermore, menopausal symptoms,

including HFs, relent over time after menopause a period when oestrogen levels are
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still declining. Therefore, it may be that rate of oestrogen depletion rather than actual

decrease is more important in causation of HFs (Sturdee et al., 2017). In addition

to oestrogen withdrawal, the action of oestrogens in the brain and other pituitary

hormones, gonadotropins, and anti-mullerian hormones has been suggested but never

proven (Sturdee et al., 2017). Interestingly, testosterone has been shown to relieve side

effects of aromatase inhibitor therapy in cancer survivors (Jankovic-Karasoulos et al.,

2009; Witherby et al., 2011). The use of testosterone therapy for these symptoms is

being prescribed at an increasing rate; however, its long-term effect in the breast need

to be further elucidated (Glaser and Dimitrakakis, 2013).

This chapter documented the results of an analyses investigating the role of sex hor-

mones, specifically testosterone, DHEA-S, SHBG and calculated bioavailable testos-

terone (bioT) on side effect incidence experienced during the first year of endocrine

therapy. The outcomes from analysis show that in the IBIS-I study the risk of side ef-

fects increased at higher concentrations of ln-testosterone and ln-bioT and decreased at

higher concentrations of ln-SHBG. However, once adjusted for covariates, testosterone

was no longer associated with an increase in side effect risk. Analysis of sex hormone

concentrations by quintile identified that, for women randomised to tamoxifen, women

in the highest ln-bioT quintile had an increase in side effect risk compared to those in

the lowest quintile. Women whose ln-SHBG concentrations were in the 3rd-5th quin-

tiles had a statistically significant decrease in side effect risk. For women randomised

to placebo, all quintiles of SHBG had reduced risk of side effects compared to those

in the lowest quintile. Additionally, those in the 5th quintile of ln-bioT had increased

risk of side effects. In the IBIS-II analysis only SHBG was associated with side effect

with decreased side effect risk as SHBG concentrations increased after adjustment for

covariates. Quintile analysis identified that for women randomised to placebo, women

in the middle (third) testosterone quintile had a 2-fold increase in side effect risk com-

pared to those in the lowest quintile. For women randomised to anastrozole, women

whose ln-SHBG was in the highest quintile had a significant reduction in side effect

risk, but those in the 2nd or 3rd quintile for ln-bioT had an increased risk.

These results are consistent with other reports, which observed no difference between

the levels of ln-testosterone or ln-DHEA-S in women with side effects, including HF,

and women without side effects (Randolph et al., 2005; Thurston and Joffe, 2011).

The study population of both the Randolph et al. (2005) and the Thurston and Joffe.
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(2011) studies were premenopausal women who were followed through the menopausal

transition. As a result, it is likely that these women have higher concentrations of

ln-testosterone and ln-DHEA-S than women who are postmenopausal due to the de-

creasing concentrations of these hormones with age. It is therefore somewhat surprising

that the results of this analysis in postmenopausal women are consistent with these

younger women.

In contrast, other studies have observed that higher levels of testosterone and DHEA-S

seem to protect against menopausal symptoms in postmenopausal women (Øverlie et

al., 2002). Whilst the study population of Øverlie et al.(2002) were premenopausal

women who were followed through the menopausal transition the protective effect of

testosterone and DHEA-S were observed in women who were two years postmenopausal.

It is possible that the lack of association observed between DHEA-S and testosterone

concentrations and side effect can be at least partially explained by evidence that

DHEA-S and testosterone levels remain relatively consistent in women aged 50 and

older, an observation supported by previous studies (Burger, 2006). Testosterone levels

remain stable during the later menopausal stages because it is synthesised and secreted

by ovarian stromal cells and adrenal glands during this time (Lasley et al., 2002; Fogle

et al., 2007). Alternatively, these conflicting observations may be due to differences in

study sample, data analysis, or definition of side effects.

Analysis of ln-bioT by quintile shows that, in IBIS-I, the risk of side effects is highest

in the 5th quintile of ln-bioT concentrations indicating that higher concentrations of ln-

bioT increase the risk of side effects. The results for ln-bioT in the IBIS-II population

are similar, with a non-statistically significant increase in risk observed in the quintiles

of ln-bioT. Analysis of ln-testosterone shows that in women randomised to anastrozole

or tamoxifen increased concentrations of ln-testosterone have no association with side

effect outcomes. However, the result in the IBIS-II analysis for ln-testosterone in the

placebo group shows that the women at highest risk are those in the 3rd quintile

compared to those in the lowest quintile.

Previous studies have linked a polymorphism in CYP19 (aromatase) gene with higher

testosterone and DHEA-S levels (Schilling et al., 2007b). For women with higher

testosterone concentrations, determination of aromatase performance could provide

interesting insight into side effect risk. It is possible that higher testosterone and
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subsequently bioT is as a result of poorer conversion to oestrogen resulting in lower

oestrogen concentrations which could then be the major cause of side effects.

A secondary concern regarding higher concentrations of testosterone is that testosterone

is the major substrate for oestradiol and could therefore have a stimulatory effect at

the oestrogen receptor (ER). However, this had been shown to not be the case and that

anastrozole combined with testosterone has been shown to prevent aromatisation and

provides adequate levels of testosterone without elevating oestradiol in breast cancer

survivors (Glaser, 2010; Glaser and Dimitrakakis, 2012).

While testosterone is known to be an active androgen in middle aged women, there is

some debate as to whether bioT is the better predictor of health outcomes compared

to total testosterone (Rosner et al., 2007; Basaria, 2015). Since bioT has SHBG as a

denominator the observation that bioT could be a better predictor than testosterone

may be in large part due to the effect of SHBG on side effects. Given the strength of

the effect of SHBG in the IBIS-I analysis, it is unsurprising that greater concentrations

of bioT in the IBIS-I analysis are associated with an increase in side effect risk. It is

also important to remember that androgens suppress SHBG expression. Therefore, it

would be expected that testosterone and the other androgens would have the opposite

effect on side effect outcome. Further evidence is available that supports the role of

androgens, particularly testosterone, in the prevalence of HFs, via their influence on

neurotransmitters and dysfunction of thermoregulatory centres in the brain (Emond

et al., 2011).

Norepinephrine is believed to be the primary neurotransmitter regulating the ther-

moregulatory set point disruption of which can trigger heat loss mechanisms (Hasegawa

et al., 2005; Kozyreva, Meyta and Khramova, 2015). Circulating plasma concentrations

of norepinephrine and its metabolites increase before and during HFs, whilst injection

of norepinephrine can increase core body temperature and induce a heat loss response

(Hasegawa et al., 2005).

Evidence exists showing that both oestrogen and testosterone can stimulate endorphin

production and thus may exert a modulatory effect on norepinephrine release. A model

that explains the role of testosterone in side effect incidence, particularly HFs, is that

testosterone leads to an increase in endorphin and catecholestrogen levels and culmi-

nates in increased hypothalamic norepinephrine and serotonin release. Norepinephrine
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and serotonin then lower the set point in the thermoregulatory nucleus, which allows

heat loss mechanisms to be triggered by subtle changes in core body temperature.

The ratio of bioT and other androgens to free and total oestrogens is another important

factor to consider. In a previous study, the ratio of total androgens, the combination

of androstenedione and testosterone, to total oestrogens, oestradiol plus oestrone, was

significantly higher in women reporting HFs compared to those without HFs (Schilling

et al., 2007c). However, this observed association may not be directly related to the

concentration of total or free androgens, but the result of known associations between

women with HFs having lower oestrogen concentrations than women without HFs

(Øverlie et al., 2002; Gallicchio et al., 2005, 2006; Randolph et al., 2005).

The role of SHBG and its action on suppression of sex steroid activity is well known.

However, several additional effects of SHBG have been proposed. Some have argued

that higher levels of SHBG are compensated in vivo by hypothalamic-pituitary feed-

back, resulting in higher total sex steroid concentrations (De Ronde et al., 2005). There

is continuing debate over whether - and through which mechanisms - SHBG regulates

total, free and/or bioavailable sex steroid concentrations and their physiological re-

sponses (De Ronde et al., 2005; Khosla, 2006). These unanswered questions bear

clinical relevance because SHBG concentrations fluctuate and several epidemiological

studies have even suggested effects of SHBG independent from total or free sex hor-

mone concentrations on menopausal symptoms (Randolph et al., 2005; Schilling et al.,

2007c; Thurston and Joffe, 2011).

Evidence from the IBIS-I analysis group suggests that women with higher SHBG con-

centrations are at lower risk of side effects. This is supported by the IBIS-II results,

although these results were not statistically significant. The association of SHBG with

menopausal symptoms is the focus of few studies with contrasting outcomes. Our find-

ings are in contrast to a previous study which reported no change in SHBG concentra-

tions in women who reported HFs (Thurston and Joffe, 2011). The result differences

may be due to study populations as the Thurston and Joffe analysis reported results

from the study of women’s health across the nation (SWAN) for which the study pop-

ulation focussed on premenopausal women as opposed to postmenopausal women in

this analysis. This reason is further strengthened as our findings are in agreement

with two studies investigating sex hormone concentrations and menopausal symptoms

in postmenopausal women. Schilling et al. (2007c) found that SHBG concentrations
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were significantly lower in postmenopausal women who experienced HFs within the

last 30 days and for whom HFs occur weekly (Schilling et al., 2007c). A study by Ran-

dolph et al. (2005) also found that vasomotor symptoms decreased at higher SHBG

concentrations in postmenopausal women (Randolph et al., 2005).

An inverse association between SHBG and menopausal symptoms would seem to be

counter intuitive under the commonly proposed mechanism that HFs and other side

effects are mainly because of oestrogen deficiency. It is known that oestrogens and

androgens bound to SHBG are physiologically inactive. An increase in SHBG con-

centrations should result in an increase in bound oestrogens and androgens reducing

their ability to bind with ERs or act in the brain increasing the risk of HFs and other

menopausal symptoms. Indeed, this scenario certainly seems to be the best explanation

for the observations of the Randolph et al. (2005) study that higher SHBG concentra-

tions result in higher risk of side effects (Randolph et al., 2005). However, this does

not satisfactorily explain our results; a potential explanation for which involves the

interaction between BMI, SHBG and leptin.

Leptin is a protein whose main function is regulating energy balance via action in the

brain on appetite and energy expenditure and is expressed by adipocytes in relation

to body fat (Alexander et al., 2010). Leptin is secreted in a pulsatile manner and

has a diurnal rhythm, with a peak at night and a nadir in the morning (Alexander et

al., 2010). Leptin concentrations are also affected by menopause. An investigation by

Sowers et al. (2008) found that during menopause leptin levels are higher in non-obese

postmenopausal women than in non-obese premenopausal women (Sowers et al., 2008).

In addition to the changes observed through menopause, high leptin levels are known

to suppress ovarian steroid production (Zachow and Magoffin, 1997; Montgomery Rice

et al., 1999). Leptin levels have been found to be positively associated with reports

of HFs (P = 0.04) and are positively associated with BMI, whilst it has an inverse

correlation with concentrations of SHBG (P < 0.0001) (Alexander et al., 2010). It is

because of these reasons that leptin has been suggested to play a role in HFs and why

it could be linked to a decrease in risk of side effects in this analysis.

The mechanism of action leading to HFs may involve leptin’s action in the brain on spe-

cific receptors in the hypothalamus, a region associated with energy expenditure (Cak-

mak et al., 2005; Klok, Jakobsdottir and Drent, 2007). Luheshi et al. (1999) reported

that the injection of leptin peripherally increases core body temperature (Luheshi et al.,
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1999). According to previous studies, an increase in core body temperature precedes

HFs in postmenopausal women (Freedman, 2014). If higher SHBG concentrations are

a marker for lower leptin concentrations, then this may be one explanation for the

decreased risk of side effects seen in these analyses. However, for this hypothesis to be

confirmed, detailed investigation of leptin concentrations within these samples would

need to be performed.

Associations of sex hormones and SHBG with other baseline risk factors of side ef-

fects in both the endocrine therapy and placebo group of both IBIS-I and IBIS-II were

investigated. The results suggest that circulating concentrations of sex hormones are

associated with several of the well-established or suspected risk factors for side effects.

Within the IBIS-I analysis, the strongest associations were with age where concentra-

tions of all the sex hormones but not SHBG were lower in older women compared to

younger women. Age at menarche was strongly associated with decreases in testos-

terone and bioT in women who had an age of menarche older than 14 compared to

those 14 or under.

In the IBIS-II study, the strongest associations were with age which indicated lower

sex hormone concentration and higher SHBG concentrations. In contrast to the IBIS-

I study, BMI was also associated with a decrease in SHBG concentrations and an

increase in bioT. Time since menopause was also strongly associated with decreases

in all sex hormones whilst those with hysterectomy had higher concentrations of bioT

and lower concentrations of SHBG than those who had a natural menopause without

hysterectomy.

The decrease in sex hormone concentrations, and the increase in SHBG with age are

consistent with previously reported associations between age and these sex hormones

in postmenopausal women (Endogenous Hormones and Breast Cancer Collaborative

Group, 2011). The relatively consistent concentrations of testosterone, bioT and SHBG

between the two age categories is likely due to the time since menopause and sex hor-

mones reaching their postmenopausal levels. This is further enforced by the association

of time since menopause and each of the sex hormones which shows that the largest

changes are between women who are newly menopausal (<5 years) and those who have

been menopausal for longer. This is consistent with the review of sex hormone stud-

ies performed by the Endogenous Hormones and Breast Cancer Collaborative Group

(EHBCCG) who also observed no change in hormone concentrations in women who
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had been postmenopausal for longer (Endogenous Hormones and Breast Cancer Col-

laborative Group, 2011).

Other risk factors that are associated with sex hormone concentrations are hysterec-

tomy and oophorectomy. Previous studies from the EHBCCG have shown that post-

menopausal women who have had a bilateral oophorectomy have lower circulating an-

drogen concentrations than postmenopausal women with intact ovaries; our analyses

support these relationships. Clinical studies have shown that androgen concentrations

in ovarian veins are higher than in peripheral circulation thereby demonstrating that

ovaries secrete androgens (Lebbe and Woodruff, 2013; Franks and Hardy, 2018). As a

result of this women without ovaries will have lower androgen concentrations than those

who have retained their ovaries. Women in the IBIS-II group randomised to anastrozole

who had undergone a bilateral oophorectomy had testosterone concentrations about

25% lower and bioT concentrations 3.7% lower than those of naturally postmenopausal

women. Women who had undergone a hysterectomy had SHBG concentrations lower

than those of women who had a natural menopause or women who had undergone a

bilateral oophorectomy. This is in contrast to previous studies which found no change

in SHBG concentrations between women who have had a hysterectomy and those that

have not (Kotsopoulos et al., 2015).

Other breast cancer risk factors identified by the EHBCCG as being associated with

sex hormone concentrations were BMI and previous HRT use (Endogenous Hormones

and Breast Cancer Collaborative Group, 2011). Results from the IBIS-II analysis sup-

port these findings as BMI was associated with a reduction in SHBG and an increase in

bioT in obese women compared to those with BMI < 25. Additionally, previous HRT

use was associated with decreased concentrations of all sex hormones, but not SHBG.

The reason why androgens increase with BMI is not clear. One potential mechanism

is that as BMI increases there are associated increases in insulin, which may stimu-

late androgen production in the ovarian stroma, whereas adrenal androgen synthesis is

not known to be stimulated by insulin (Barber et al., 2006). To further support this

potential mechanism, results suggested that androgens decreased in women who had

undergone a bilateral oophorectomy and therefore for whom most androgen synthesis

must take place in the adrenals. SHBG also decreased with increasing BMI, as has been

consistently observed in previous studies (Baglietto et al., 2009; Cooper et al., 2015).

There is evidence to suggest that the decrease in SHBG may also be due to increased
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insulin concentrations which inhibit SHBG synthesis in the liver (Daka et al., 2013).

The finding that previous HRT use was associated with lower concentration of testos-

terone, DHEA-S and bioT supports the findings of Chan et al. (2008) who observed

a reduction in postmenopausal women (Chan et al., 2008). Whilst the reason why

this association exists is not fully known, it is possible that the associations with HRT

may exist due to the fact that women with relatively low endogenous hormone levels

may have more menopausal symptoms, and therefore be more likely to be prescribed

hormonal therapy (Chan et al., 2008).

In contrast to the result of IBIS-II, results of the IBIS-I analysis show no association

between BMI or previous HRT use and sex hormone or SHBG concentrations. This

may be due to a smaller number of women in this analysis and therefore the analysis

was not sufficiently powered to find such associations.

When interpreting the results of this analysis, its strengths and limitations must be

considered. A major strength of this work is that the study was specifically designed to

examine side effects reported within the first year of endocrine therapy. This study is

a novel examination of side effects and their association with sex hormone and SHBG

concentrations which had not previously been performed in women at high risk of

breast cancer. This study also benefits from a consistent method of sample analysis

and does not rely on data from a wide array of groups. This is important as inconsistent

procedures such as the type of sex hormone assay used (with or without a purification

step) may influence results.

The major limitation of this study is that it was not possible for resource reasons

to measure oestrogen concentrations in the baseline blood samples. It has been well

documented that oestrogen plays a key role in the incidence of side effects and not

being able to measure them was disappointing. Other limitations of this study include

the use of only one blood sample measured for sex steroid hormone levels. Another

limitation of this analysis is that the data are taken at baseline, and therefore cannot

be used to attribute causality, and that some other potentially important factors such

as physical activity and diet were not included in the analyses.

This study adds to the existing evidence surrounding the impact of sex hormone concen-

trations on early reported side effects. This study furthers the evidence that androgen

concentrations, in particular ln-bioT, may play an important role in the aetiology of
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side effects. However, the direction of the effect of ln-SHBG observed in this study is

contrary to that which is expected and, as such, highlights the need for further studies.

A prospective study, as described in chapter 4, with baseline hormone measurements

followed by regular hormone measurement through active therapy, in particular the

first year of active therapy, would enable more detailed analysis of the role of sex

hormones in side effects aetiology. Multiple hormone measurements would provide

potential answers to whether side effects are as a result of hormone concentrations

dropping below a threshold, or if the size of the decreases in hormone concentrations

has a role in side effect aetiology. Additionally, the rate of sex hormone reductions

could be addressed and a more complete picture of the role of sex hormones on side

effect outcomes could be achieved.

6.6 Conclusions

Results of this analysis show that bioT and SHBG are associated with side effects

occurring in the first year of taking endocrine therapy. Therefore, they should be con-

sidered as markers for risk of side effects and could be used to better inform women who

are considering taking endocrine therapy for prevention of breast cancer. Sex hormone

concentrations are also associated with several established or suspected risk factors for

side effects and may mediate the effects of these factors on side effect risk. Not being

able to measure oestrogen concentrations is disappointing, but the results presented in

this chapter highlights the need to perform further testing and to accurately measure

oestrogen concentrations in these samples to properly assess the impact that oestrogens

have on side effects. Further work investigating concentrations of oestrogen and leptin

should be performed to gain further insight into mechanisms of menopausal-like side

effects. Additionally, genetic testing of the samples should be undertaken to assess the

possibility that those with high testosterone have lower oestradiol because of lack of

conversion via aromatase due to polymorphisms within the gene encoding aromatase.
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Chapter 7: Prediction models for early reported

side effects of endocrine therapy

7.1 Introduction

Prophylactic endocrine therapy for five years has shown to decrease breast cancer

incidence in women at high risk (Cuzick et al., 2015, 2020; Goss et al., 2011; Veronesi

et al., 2003). However, a large number of women who take endocrine therapy for

breast cancer prevention also report side effects, particularly in the early stages of

active therapy (Cuzick et al., 2015, 2020; Goss et al., 2011; Powles et al., 2007; Regan

et al., 2011; Veronesi et al., 2007). Side effects concerns are commonly reported as a

major reason for poor uptake and adherence to endocrine therapy (Ropka et al., 2010;

Smith et al., 2016). As such, identification of patients who are at high risk of early

side effects and who may benefit from close surveillance or management of side effects

is clinically important. Identification of women at high risk of side effects would enable

the potential of side effects to be factored into the initial discussion for endocrine

therapy and to devise a schedule to minimise these side effects. The overall aim is

to increase the number of women, at high risk of breast cancer, who choose to take

endocrine therapy for prevention and subsequently to increase adherence to therapy.

To achieve this aim, producing a risk model which gives women a realistic estimate

of their likelihood of side effects could be beneficial (Juraskova et al., 2014). This

would provide women who are concerned about the use of endocrine therapy with more

information for their decision making. For efficient and effective prevention of disease

medication should not only impact the target disease but minimise the disruption to

quality of life (Liu et al., 2018). Models for predicting side effect risk would be useful

for clinical management and for developing prevention strategies. However, currently,

no prediction models combining risk factors for endocrine therapy side effects exists.

Multiple risk factors for side effects have been established. Throughout chapters 4-6 of

this thesis risk factors for side effects have been identified and their effects quantified.
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These risk factors were divided into baseline risk factors; including age, age of menarche,

age of menopause, time since menopause, the use of hormone replacement therapy, body

mass index, and smoking; genetic factors, and sex hormone factors. The use of clinical

risk factors, such as age and family history to determine the risk of breast cancer has

been established (Antoniou et al., 2008; Gail et al., 1989; Tyrer et al., 2004). Studies

have also shown that the addition of polygenic risk scores (PRS) and mammographic

density to prediction models can improve prediction of breast cancer risk (Brentnall et

al., 2015, 2019; Cuzick et al., 2017; Evans et al., 2017; Michailidou et al., 2013; Tamimi

et al., 2007; van Veen et al., 2019). Recently, studies have shown that incorporating

sex hormone concentrations can also improve breast cancer risk prediction (Hüsing

et al., 2017; Tin Tin et al., 2021; Tworoger et al., 2014). Therefore, it is important

to investigate multiple risk factors for side effects in more detail and build prediction

models to identify women who may be at increased risk of developing side effects during

treatment. The incorporation of genomic factors and sex hormones into a tool for use

in the decision-making process about endocrine therapy should also be explored.

To this end, machine learning and statistical modelling algorithms have been used in

a wide range of applications, including disease modelling (Ming et al., 2019; Uddin et

al., 2019). Machine learning algorithms use an array of statistical and computational

algorithms to learn from and find patterns in large and complex datasets, and the most

common form of these algorithms are for supervised learning. Supervised models are

developed using a dataset with a known outcome variable and subsequently the model

can be used to predict the outcome of unlabelled examples based on other known

information about that sample. Whilst there is growing applicability and effectiveness

of supervised algorithms for predictive disease modelling, no models exist for prediction

of side effects during endocrine therapy for breast cancer prevention or treatment.

In a recent review Uddin et al. (2019) investigated the use of different approaches

for the prediction of diseases including breast cancer and compared which algorithms

performed best (Uddin et al., 2019). The most commonly used machine learning tech-

niques across five breast cancer studies comparing multiple machine learning methods

for breast cancer prediction, were artificial neural networks (ANN), logistic regression

(LR) and decision trees (Ahmad et al., 2013; Ayer et al., 2010; Delen et al., 2005;

Lundin et al., 1999; Yao et al., 2013). In the case of the Ayer et al. (2010) and Lundin

et al. (1999) studies, ANN and LR models had similar predictive performance for
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breast cancer risk (Ayer et al., 2010; Lundin et al., 1999). Ayer et al. (2010) study

compared the use of ANN and LR models for breast cancer risk prediction in 18,269

patients (17,924 women and 345 men) (Ayer et al., 2010). Mammographic descriptors,

demographic risk factors and breast cancer history were mapped to 36 discrete vari-

ables which were used to train the models. The LR model, using a forward selection

method to select breast cancer predictors at a cut-off of P < 0.001, achieved an AUC of

0.963 (SD ± 0.009) using six of the 36 variables. In comparison, the ANN model, using

36 variables, achieved an AUC of 0.965 (SD ± 0.001). Both models outperformed radi-

ologists working unaided (P < 0.001); however, no external validation was performed

(Ayer et al., 2010). Lundin et al. (1999) used ANN models to investigate 5, 10 and

15 year risk of breast cancer in 951 breast cancer patients who were divided into a

training set of 651 and a validation set of 300 patients (Lundin et al., 1999). Eight

variables, tumour size, axillary nodal status, histological type, mitotic count, nuclear

pleomorphism, tubule formation, tumour necrosis and age were used to train the ANN

model. The ANN models for 5-, 10- and 15-year breast-cancer-specific survival had a

higher AUC than the LR models in the independent validation dataset; however, re-

sults were similar at each time point, ANN = 0.909, 0.886 and 0.883, compared to LR

= 0.897, 0.862 and 0.858 at 5-, 10- and 15-years respectively. External validation was

not performed for either the ANN models nor the logistic regression models (Lundin

et al., 1999).

During this thesis LR has been used to test and select variables associated with side

effects, and given its use in numerous breast cancer studies, LR was used for the

formation of prediction models. LR can be used to examine the relationship of one or

multiple variables and a binary outcome and has been used for predicting breast cancer

outcomes in multiple studies and compared well against other algorithms (Ayer et al.,

2010; Delen et al., 2005; Lundin et al., 1999). One major issue with LR, and other

statistical models, is that when a large number of variables are considered, regression

models can overfit to the data leading to a model that is well fit to the training data

but does not predict outcomes well in a validation set or real-world data (Kim et al.,

2018). It is therefore necessary to reduce the number of variables and obtain accurate

predictions particularly in this case where a combination of clinical data, genetic factors

and sex hormones were investigated.

To avoid overfitting with large number of variables some methods only use variables
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known to be statistically significant for the outcome of interest. However, the use

of stepwise logistic regression also helps selection of the most important variables by

adding variables sequentially to an empty model and checking all variables in the model

to ensure that all variables are still significant this method removes redundant variables

and reduces the risk of model overfitting. The use of stepwise logistic regression was

previously discussed in section 3.4.5 as being suboptimal for regression models with

numerous covariates, hence the use of LASSO, in chapter 5 to select SNPs associated

with side effects. LASSO is a commonly used tool for variable selection to reduce the

number of variables (Hastie et al., 2014). In the following analysis LASSO will be used

to develop prediction models with a variable selection step prior to model training

to determine whether all statistically significant variables should be included in the

models or whether simpler models can be used.

The main aim of this study was to develop a model for prediction of early side effects of

endocrine therapy and to identify women who are at high risk of developing side effects.

LR and LASSO were used for model formation before being compared to see which

performs best in an internal validation data set from IBIS- I or IBIS-II. Secondary

analyses were the addition of genomic and sex hormone data to baseline factor models

to assess the impact of a combination multiple risk factors on side effect risk prediction.

In addition, a simple side effect risk score based on logistic regression coefficients was

developed for use in a clinical setting using easily available measurements to produce

a risk score for side effects.
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What we already know

• Models can be used to predict those at high risk of breast cancer

• Multiple techniques have been used to select variables for these models

• Providing information about side effect risk at the study of endocrine therapy may

increase uptake and adherence

What this analysis adds

• Investigation of statistical models for the prediction of early side effects

• Assesses the impact of adding sex hormone and genetic information to a clinical model

• Defines the best method for variable selection and derives a model

• Validation of the best models in a subset of data not used for model training

• Development of simple side effect risk score to identify women at high side effect risk

295



7.2 Methodology

7.2.1 Study populations

Data from the double-blinded, randomised, placebo-controlled IBIS-I and IBIS-II trials

were used (Cuzick et al., 2002, 2014, 2015, 2020). The IBIS-I cohort consisted of a total

of 7,154 women were randomised to placebo (N = 3,575) or tamoxifen (N = 3,579) for

five years and were followed up every six months during the active treatment period.

Details of the trial design, methodology and primary outcomes have been published

elsewhere and study inclusion and exclusion criteria described in section 3.1 and in

previous publications (Cuzick et al., 2002, 2007, 2015). The IBIS-II study randomised

3,864 postmenopausal women aged 40–70 years to either 1 mg oral anastrozole or

matching placebo to be taken every day for 5-years. Inclusion and exclusion criteria

are provided in full in section 3.2 and in previous publications (Cuzick et al., 2014,

2020). Follow up visits occurred at 6 months, and 12 months, and then annually for

5-years. The type of follow-up visit over the 5 years varied and consisted of a mixture of

clinic visits, annual questionnaires, and also record linkage systems in the UK (Cuzick

et al., 2014, 2020).

Menopausal status for women on the IBIS-I trial was measured at study entry only.

Menopausal status was assessed by “self-reports” and no hormone testing was per-

formed to definitively assess menopausal status. As a result, it was not possible to

assess changes in menopausal status between baseline and 6 months. Therefore, the

split menopausal analysis in the IBIS-I trial is based on baseline menopausal status

and no correction was made for women who became postmenopausal during the first

6 months. Hormone testing was performed on women in the IBIS-II trial and women

with follicle stimulating hormone of greater than 30 IU/L were ineligible for participa-

tion on the trial ensuring a trial population of only postmenopausal women (Cuzick et

al., 2014).

In the IBIS-I analysis, the major side effects of interest were hot flushes and gynaecolog-

ical symptoms as these were the major side effects associated with tamoxifen (Cuzick

et al., 2002; Cuzick et al., 2015). The side effects were reported on a 6-month basis and

were collected on a presence or absence basis. Side effect severity (mild, moderate, or

severe) was also collected at each follow up point. In the IBIS-II analysis, the major

296



side effects were hot flushes, gynaecological symptoms and arthralgia as these were the

most commonly reported side effects of anastrozole (Cuzick et al., 2014, 2020). During

IBIS-II side effects were collected at 6- and 12-months after which side effects were col-

lected at the annual follow-up visits. For both studies the cut-off point for side effect

reporting was the six-months follow-up in line with other analyses within this thesis.

Side effect events occurring after this date were not included.

Both datasets consisted of data related to specific side effects including HFs, gynaeco-

logical symptoms (vaginal discharge and dryness, and irregular bleeding) and addition-

ally arthralgia in the IBIS-II dataset. Baseline factors such as age at randomisation,

BMI, HRT history, and smoking history; reproductive factors including age at menar-

che and menopause, time since menopause, parity, and age at first birth were recorded

at study entry.

7.2.2 Statistical methods

7.2.2.1 Data preparation

For IBIS-I all women whose side effect status was known and who did not develop

breast cancer or die before the 6-month follow up point were included. After exclusion

of 6 women who developed breast cancer, 2 women who died, and 400 women who

had missing side effect status 6 months after randomisation, 6,746 women remained for

analysis. Women randomised to tamoxifen but with unknown menopausal status were

also excluded from this analysis (N = 23) as were women randomised to placebo (N

= 3,393). Remaining women (N = 3,330) were then analysed by menopausal status.

Figure 7.1 summarises the women remaining in the analysis.

Figure 7.1: Consort diagram displaying study numbers for the IBIS-I and
IBIS-II analysis and number of women removed from each analysis
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For the primary IBIS-II analysis all women whose side effect status was known and

who did not develop breast cancer before the 6-month follow up point were included. 6

women developed breast cancer, 0 women died, and 267 women had missing side effect

status 6 months after randomisation and were excluded leaving 3,591 women for this

analysis. After removal of women randomised to placebo 1,779 women randomised to

anastrozole remained in the analysis group (Figure 7.1).

7.2.2.2 Variable selection

Analysis of baseline risk factors, chapter 4, genomic risk factors, chapter 5 and sex hor-

mones chapters 6 identified numerous risk factors for pre and postmenopausal women

randomised to tamoxifen on the IBIS-I trial and for postmenopausal women randomised

to anastrozole on the IBIS-II trial. Only risk factors identified as multivariate signifi-

cant in chapter 4, and chapter 6, were included. When available, continuous variables

were used rather than categorical variables.

No SNPs from the candidate gene study were significantly linked to any side effect.

Therefore, 195 SNPs identified in the multi-loci analysis, section 5.3.4, were added to

the baseline factor dataset and their impact on side effect prediction models evaluated.

7.2.2.3 Missing data

Each dataset was explored for missing data. An analysis of premenopausal women ran-

domised to tamoxifen on the IBIS-I trial showed that <1% of variable data was missing.

On inspection most missing data was confined to BMI (N = 54). In addition, data was

missing for HRT (N = 2) and age at menarche (N = 2). Analysis of postmenopausal

women in the IBIS-I dataset identified 8% of missing data with most missing data was

confined to time since menopause (N = 901). A small quantity of missing data was also

observed for BMI (N = 51). The IBIS-II dataset of postmenopausal women randomised

to anastrozole showed that approximately 1% of all variable data was missing. Missing

data was observed in time since menopause (N = 26), and BMI (N = 31), but a small

number of women had missing data for HRT (N = 2) and prior hysterectomy (N = 2).

Given the previous association of the above variables with side effect incidence in each

group, see section 4.3, these variables were retained in the dataset and missing data
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was imputed using multivariate imputation by chained equations implemented through

the MICE package in R (van Buuren et al., 2011). The imputation of missing data

process was as follows. Each variable was initially imputed using the mean of observed

values for each variable in the dataset. Mean imputations acted as placeholders prior

to further imputation. For the variable with the fewest missing values, each of the

placeholder imputations was then returned to missing. The variable with missing

values became the dependent variable in a regression model and other variables without

missing data became independent variables of the regression model. Missing values were

then imputed using predictions from the regression model. Following imputation, the

next variable with the fewest missing values was modelled using the same technique as

described above. Both observed and predicted values from previously imputed variables

were used in the regression model. The process was run five times for each variable and

the imputation for each variable updated each time. The repeating the process was to

ensure convergence in the distribution of the imputation parameters thereby producing

consistent imputations for each variable accounting for any statistical uncertainty in

the imputations (van Buuren et al., 2011).

7.2.2.4 Addition of genomic information to prediction models

Genotyping of IBIS-I samples was performed for all breast cancer cases and matched

controls with available material; genotyping procedures have been previously described

(Cuzick et al., 2017). Briefly, 10 mL of DNA extracted from IBIS-I blood samples were

analysed in plates of 96-well plates. Formalin-fixed paraffin-embedded block samples

were analysed on a separate plate. For quality control, two internal controls with known

genotypes were run on each plate. Assays were carried out blindly at Genome Quebec

(Montreal, Canada), a clinical service provider–certified by Illumina; the Illumina On-

coArray was used, and the Illumina HTS (high-throughput sequencing) protocol was

rigorously followed (Jack Cuzick, Brentnall, & Dowsett, 2017).

Genotypes and demographic information at study entry were available for 820 pre

and postmenopausal women from the IBIS-I trial. Only women from IBIS-I who were

randomised to tamoxifen and who had a genotype rate of >97% were included in the

analysis (N = 310).

131 premenopausal women (Train = 103, Test = 25) were included in this analysis
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and 169 women in the postmenopausal analysis (Train = 136, Test = 33). A sub-

section of 195 SNPs, which had been identified by LASSO as being associated with

side effects from the candidate gene group (N = 571), were subsequently added to the

baseline factors to assess the impact of genomic factors on prediction models. Genomic

information was not available for women in the IBIS-II cohort.

7.2.2.5 Addition of baseline sex hormone concentrations to prediction

models

Baseline sex hormone concentration were assessed in chapter 6. The details of the

sex hormone analysis were provided in more detail in chapter 6. Briefly, baseline

concentrations of dehydroepiandrosterone-sulphate (DHEA-S), testosterone, and sex

hormone binding globulin (SHBG) were analysed using enzyme linked immunosorbent

assay. Postmenopausal women were matched on a 1:1 basis matching for randomised

treatment and age ± 1 year. Postmenopausal women were selected from either trial

who had blood collected before study entry and for whom side effect status was known

up to and including the 12-month follow-up visit. Women were selected as cases if they

reported any of the major side effects; hot flushes, vaginal discharge, vaginal dryness,

or irregular bleeding, for IBIS-I and hot flushes, gynaecological symptoms, or arthralgia

for IBIS-II. Controls were women who reported no side effects. Concentrations of sex

hormones were ln-transformed to normalise the distributions and were investigated for

association with side effects outcomes in the first 12 months of IBIS-I or IBIS-II.

Analysis in chapter 6 showed that ln-SHBG and ln-bioT were both associated with

side effect outcomes in postmenopausal women randomised to tamoxifen, section 6.4.2.

Therefore, data for both these sex hormones was added to the baseline data and used to

train models using each of the procedures used for determining models using baseline

data to determine the effect of adding sex hormone factors to the prediction models.

Analysis of postmenopausal women randomised to anastrozole during IBIS-II showed

only ln-SHBG was associated with side effect outcomes, see section 6.4.3. Therefore, ln-

SHBG was the only variable from the sex hormone study added to the IBIS-II baseline

factor data set. No sex hormone measurements were taken for premenopausal women

in the IBIS-I study so the addition of sex hormones to the original baseline factor model

was not possible.
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Sex hormone concentrations were available for 224 postmenopausal women (train set

= 172, validation set = 52) randomised to tamoxifen as part of the IBIS-I study and

for 524 postmenopausal women (train set = 445, validation set = 109) randomised to

anastrozole during the IBIS-II study. Due to large variation in sex hormone concen-

trations in premenopausal women sex hormone measurements were not measured in

premenopausal women. Therefore, data was not available for this subgroup.

7.2.2.6 Dataset partition and 10-fold cross-validation

To minimise bias associated with random sampling of validation and training datasets

stratified 10-fold cross-validation was used, a common procedure in research (Zhang et

al., 2015). In 10-fold cross-validation, the complete dataset is randomly split into 10

subsets of approximately equal size. The classification model is trained and tested 10

times. Each time the model is trained on all but one-fold and tested on the remaining

single fold Figure 7.2.

Figure 7.2: Depiction of the ten-fold cross-validation procedure used for
model development (Delen et al., 2005)

The overall accuracy of the cross-validation is the average of each of the 10 individual

accuracy measures. Since the cross-validation accuracy depends on the random as-

signment of the individual cases into 10 distinct folds, it is required to stratify each of

the folds. In stratified 10-fold cross-validation, each fold is created to contain approxi-

mately the same proportion of cases or non-cases as the original dataset. Studies show

that the use of stratified cross-validation compared to regular 10-fold cross-validation

generate results with lower bias and lower variance (Kohavi, 1995). Empirical studies

have shown that 10 can be an optimal number of folds optimising the test time and

minimising the bias and variance (Bengio et al., 2004; Kohavi, 1995; Zhang et al.,

2015).
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7.2.2.7 Prediction models

There is no consensus method for selection of statistical models to predict outcomes.

However, any selected model should use the data efficiently and the process of model

development should be clear and detailed to enable reproducibility (Philips et al.,

2004). Two classification models: logistic regression and LASSO, were used for model

development. Logistic regression (LR) models are widely used statistical models which

allow for multivariate modelling of binary variables. LR models were selected for

inclusions in this study due to their popularity in the recently published literature. LR

and LASSO, have been discussed in depth in section 3.4.1 and 3.4.5 respectively.

In both of the prediction models, prior to training the data all variables were pre-

processed to centre and scale the data. Centring the data ensured that each of the

predictor variables had a mean of 0 which enabled easier interpretation of the model

intercept. Scaling the data put each of the predictor variables on the same scale

which avoided very small coefficients for variables for predictors which had larger scales

and made interpretation of regression coefficients easier. In addition to modelling,

multivariate LR models estimated coefficients for each of the predictors in the model

and weights each predictor against the other predictors in the model quantifying the

contribution of each predictor to the modelled outcome. Coefficients from the LR

model were used to form a risk score against which a woman’s risk of side effects could

be determined, see section 7.1.2.9.

7.2.2.8 Classifier performance

The area under the receiver operating characteristic curve (AUC) was used as a measure

of accuracy of the predictor models (Metz, 1978). The AUC indicates how well a

prediction model discriminates between women with side effect and women without side

effects. The ROC curve for all models using the probabilities generated using the 10-

fold cross-validation technique was attained, and the AUC of each ROC calculated. The

mean AUC, sensitivity, and specificity of the 10 models was subsequently calculated and

reported. After training, the models were validated in the pre-partitioned validation

set. When validating the model in the validation set a confusion matrix was obtained.

The AUC, sensitivity and specificity were calculated using the formulas in section 3.4.6.
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Validation was first performed at a decision threshold of 0.5. A ROC curve was then

made to determine the optimum prediction threshold for classification of outcomes in

the validation set. The optimum threshold was determined using Youden’s J statistic

calculated by:

Y ouden′s J = Sensitivity + Specificity − 1 (7.1)

Equation 7.1: Equation for calculation of Youden’s J statistic for summaris-

ing the performance of a diagnostic test.

Youden’s J statistic is often used alongside ROC analysis. The maximum value of the

index was used to select the optimum cut-off point. The statistic value ranges from

zero to one where zero indicates a model predicting equal numbers of true positives and

false positives and one indicates a perfect model which predicts no false positives or

false negatives (Youden, 1950). After determining the optimum prediction threshold,

the AUC, sensitivity and specificity of the “best” model were reported.

The Delong method was used to compare the AUCs of the baseline risk factor models

and the baseline risk factor models including genomic or sex hormone data, as this

method accounts for potential correlation between ROC curves which have been ob-

tained from the same data (Delong et al., 1988). The Delong test calculates the AUC

of each model in addition to the variance and covariance of each model. A z-statistic

and p-value for the test statistic are subsequently calculated comparing two AUCs in

a two-sided test (Delong et al., 1988).

7.2.2.9 Development of a side effect risk (SER) score

After models were trained and validated, the LR model had the superior performance.

The availability of regression coefficients from LR also enabled the formation of a risk

score against which side effect outcomes were modelled.

Coefficients from the logistic regression models using baseline factors only were subse-

quently used to create a side effect risk (SER) score. The number of women reporting

or not reporting side effects at each score was reviewed and the score divided into

quartiles classifying women as high risk, high intermediate risk, low intermediate risk,
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or low risk. The number of women reporting side effects in each risk quartile was in-

vestigated. The SER score was developed in the training data set and then tested in

the validation set.

7.2.2.10 Outcomes

The primary analysis was to develop models for predicting the incidence of side effects

within the first 6 months of starting endocrine therapy. Side effects were defined as a

binary dependent variable representing the presence or absence of side effects during

the first 6-months. For women in the IBIS-I trial the side effects combined were hot

flushes, vaginal discharge, vaginal dryness, and irregular bleeding. For women in the

IBIS-II trial the combined side effects were hot flushes, arthralgias, and gynaecolog-

ical symptoms including vaginal dryness, bleeding, uterine prolapse and vulvovaginal

pruritus.

The decision to combine side effects was based on a review of the literature. Studies

show that all side effects are associated with a decrease in adherence particularly in

women randomised to endocrine therapy (Land et al., 2016; Smith et al., 2017). Ad-

ditionally, no threshold exists at which side effects are considered tolerable. Evidence

suggests that women discontinue treatment based on any severity; although there is

evidence to suggest that the trend increases as symptom severity increases (Land et al.,

2016; Smith et al., 2016, 2017). Therefore, for ease of understanding side effects were

represented as a yes / no binary outcome. Prediction models were developed and com-

pared to determine which was the best model for side effect prediction. Models were

then used to predict side effects in a validation dataset, 20% of total data, previously

partitioned from the original dataset.

Secondary analyses included the addition of genetic and sex hormone factors to the

baseline factor models. Secondary endpoints were assessment of the impact of these

factors on the predictive ability of these models. A simple risk score for side effects in

group was developed based on regression coefficients to assess which women may be

identified as being at high risk of side effects. The following results section is presented

as model training and validation using baseline factors, investigation of the impact of

genetic and sex hormone data on the models, and finally development and validation

of a side effect risk score for each subgroup of women.
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7.3 Results

7.3.1 Study demographics

A total of 3,330 women from the IBIS-I trial were included in the analysis. 45.6% (N =

1,517) of women in the IBIS-I group were premenopausal and 54.4% (N = 1,813) were

postmenopausal (Table 7.1). In the premenopausal group, the median age was 46y

(IQR = 43.0 – 48.0) and the median BMI was 25.5 kg/m2 (IQR = 22.8 – 29.4), 85.6%

(N = 1,299) had never used HRT and 50.3% (N = 763) had never smoked. Median age

at menarche was 13.0y (IQR = 12.0 – 14.0) (Table 7.1).

Postmenopausal women from IBIS-I had a median age of 54y (IQR = 50.0 – 59.0) and

a median BMI 26.3 kg/m2 (IQR = 23.7 – 30.0). 36.5% (N = 662) had never used

HRT and 48.9% (N = 887) had never smoked (Table 7.1). Median age at menarche

was 13.0y (IQR = 12.0 – 14.0) and median age at menopause was 50.0y (IQR = 45.0

– 52.0). 51.4% (N = 932) had a hysterectomy of which 49.2% (N = 459) had also

removed at least one ovary (Table 7.1).

A total of 1,779 women from the IBIS-II trial were included in the analysis. The median

age was 59.0y (IQR = 55.0 – 63.0) and the median BMI was 27.3 kg/m2 (IQR = 24.2 –

31.0). 52.6% (N = 935) had never used HRT and 55.8% (N = 992) had never smoked.

Median age at menarche was 13.0y (IQR = 12.0 – 14.0) and 85.4% (N = 1,520) had at

least one child. Median age at menopause was 50.0y (IQR = 45.0 – 52.0) and 32.8%

(N = 594) had had a hysterectomy with 65.6% (N = 389) removing at least one ovary

(Table 7.1).
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7.3.2 Statistically significant risk factors of side effects

Analysis of baseline risk factors, chapter 4, genomic risk factors, chapter 5 and sex hor-

mones chapters 6 identified numerous risk factors for pre and postmenopausal women

randomised to tamoxifen on the IBIS-I trial, and for postmenopausal women ran-

domised to anastrozole on the IBIS-II trial (Table 7.2).

For premenopausal women in IBIS-I, age, former use of HRT, and BMI were all as-

sociated with hot flush risk. Age at menarche was associated with gynaecological

symptoms. Sex hormones were not measured for premenopausal women. Genomic

information was available for 131 women. The effect of 197 SNPs identified by LASSO

in chapter 5 were assessed as a secondary outcome (Table 7.2).

HRT use, both current and former, hysterectomy and time since menopause were as-

sociated with hot flush risk in postmenopausal women randomised to tamoxifen. Ad-

ditionally, BMI was associated with gynaecological symptoms. Both ln-SHBG concen-

trations (OR = 0.32 (0.19 – 0.55); P < 0.0001) and ln-bioT concentrations (OR = 2.38

(1.23 – 4.58); P = 0.004) were associated with side effects in postmenopausal women

randomised to tamoxifen. Hormone measurements were available for 224 women ran-

domised to tamoxifen during IBIS-I and were investigated as a secondary outcome for

the effect of sex hormones in prediction models for side effects. Genomic information

was available for 196 postmenopausal women randomised to tamoxifen and were also

assessed as a secondary analysis. Data for both sex hormone and genomic information

was available for a total 44 women. Since not enough samples were available to assess

the impact of genomic and sex hormone concentration, they were not included in this

analysis (Table 7.2).
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Age, HRT use, BMI, time since menopause and hysterectomy were all associated with

hot flush risk in postmenopausal women randomised to anastrozole. While age and

time since menopause were also associated with gynaecological symptoms univariately,

neither were associated with gynaecological symptoms in a multivariate model. Women

who were older than 60 at randomisation were at a non-statistically significant decrease

in gynaecological symptoms (OR = 0.76 (0.53 – 1.09); P = 0.13) compared to those

younger than 60 at randomisation. Age as a continuous variable was not associated

with gynaecological risk in a univariate analysis (OR/y = 0.98 (0.95 – 1.00); P = 0.06).

Time since menopause as a continuous variable was not associated with gynaecological

side effects after adjustment for age at randomisation (OR/y = 0.98 (0.96 – 1.00); P

= 0.12) in postmenopausal women randomised to anastrozole. Time since menopause

as a categorical risk factor was also not significantly associated with gynaecological

events. BMI, and age at menarche were associated with arthralgia univariately, but

after multivariate analysis only BMI remained significantly associated with arthralgia.

Ln-SHBG (OR = 0.79 (0.63 – 0.99); P = 0.04) was the only sex hormone associated

with side effects in women randomised to anastrozole and measurements were available

for 554 women. Genomic factors were not available for postmenopausal women on the

IBIS-II trial (Table 7.2).

7.3.3 Prediction of side effects in IBIS-I premenopausal women

7.3.3.1 Model development for premenopausal women using cross-

validation

The training set consisted of 80% of available samples (N = 1,214) and was selected

from premenopausal women randomised to tamoxifen. 59.4% (N = 721) of women in

the training set reported side effects within the first 6-months of starting endocrine

therapy. In this analysis, each model was evaluated based on the measures discussed is

section 7.1.2.8 (AUC, sensitivity, and specificity). Results were achieved using 10-fold

cross-validation for each model and the overall model performance reported is the mean

of results obtained from the test dataset (the 10th segment) for each fold.

For premenopausal women randomised to tamoxifen in IBIS-I, the LR model without

variable selection used all four variables identified as statistically significant in previous
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chapters. The final LR model for premenopausal women was log (odds of side effect) =

– 0.13[HRT (never, ever, current)] – 0.15[Age (years)] + 0.01[Age at menarche (years)]

+ 0.003[BMI (kg/m2)].

At a cut-off threshold of 0.594, the LR model had an AUC of 0.56 (95%CI: 0.53 – 0.59),

a sensitivity of 0.46 and a specificity of 0.63 (Table 7.3). In comparison, the LASSO

model selected only two of the four variables: HRT and age. There was consistency

between the variable selection model and full LR model as HRT and age had the largest

regression coefficients in the full LR model. The LASSO model had similar performance

metrics to the full LR model. The LASSO model had an AUC of 0.56 (0.54 – 0.58), a

sensitivity of 0.43 and a specificity of 0.66 (Table 7.3). The regression coefficients for

HRT (0.17) and age (0.03) in the LASSO model contrasted with the full LR model in

that both were positive. This is likely due to the two positive coefficient variables in

the LR model being excluded in the LASSO model.

Table 7.3: Predictive performance expressed as the area under the ROC
curve, sensitivity, and specificity of the logistic regression and LASSO mod-
els for the prediction of side effects, in the 10-fold cross-validation training
and validation sets for premenopausal women randomised to tamoxifen in
IBIS-I

Model LR LASSO

Model Training (N events = 721) (N total = 1,214)

Number of variables 4 2
AUC (95%CI) 0.56 (0.53 - 0.59) 0.56 (0.0.54 - 0.58)

Sensitivity 0.46 0.43
Specificity 0.63 0.66

Model validation (N events = 180) (N total = 303)

Predict- TP FP 140 113 140 113

ions FN TN 40 10 40 10

Threshold 0.611 0.491
AUC (95%CI) 0.59 (0.52 - 0.65) 0.59 (0.52 - 0.65)

Sensitivity 0.78 0.78
Specificity 0.08 0.08

LR = Logistic Regression, LASSO = Least absolute Shrinkage and Selection
Operator, AUC = Area under the receiver operating characteristic, 95%CI
= 95% Confidence Interval, TP = True Positive, FP = False Positive, TN
= True Negative, FN = False Negative.

7.3.3.2 Validation of trained premenopausal models

The validation set contained 303 premenopausal women randomised to tamoxifen of

whom 180 (59.4%) experienced side effects during the first 6 months of the IBIS-I trial.
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At a cut-off threshold of 0.611, the LR model had an AUC of 0.59 95%CI (0.52 – 0.65)

(Table 7.3). The threshold for the cut-off was selected using Youden’s index. The

LR model correctly predicted 140 (77.7%) women who experienced side effects, but

incorrectly predicted side effects in 113 (91.9%) women who did not report side effects.

At a cut-off threshold of 0.491, the LASSO model made the same predictions as the

LR model. The LASSO model correctly predicted side effects in 140 (77.7%) women

and no side effects correctly in 10 (8.1%) women. This gave a model accuracy of 0.57

(0.51 – 0.63) and a sensitivity and specificity of 0.54 and 0.59 respectively (Table 7.3).

Neither of the prediction models were able to predict the side effect outcomes with a

high degree of accuracy. In both cases, the models predicted more cases of side effects

than observed in the dataset.

7.3.3.3 Addition of genomic data to baseline prediction models

A total of 131 premenopausal women (train = 103, validation = 28) randomised to

tamoxifen during the IBIS-I study had available genomic data for 195 SNPs. The

validation set had a lower number of women than optimal; however, as the analysis

was exploratory, results of the validation were reported with the acknowledgement that

validation required repeating in a larger dataset.

When genomic information was combined with the other baseline information, the best

10-fold cross-validation trained LR model had a mean AUC of 0.53, sensitivity 0.45

and specificity 0.58. In comparison to the LR model, the LASSO model used only

seven variables. In addition to BMI, the other six variables were SNPs and included

chr17:77,781,387 (no gene), rs1285057 (ESR1 ) and rs3736599 (SULT1E1 ), rs3775777

(SULT1E1 ), chr16:53,855,291 (FTO), rs1052131 (SULT2B1 ). The model resulted in

an AUC of 0.64 (0.58 - 0.70) which outperformed the LR model.

The models did not perform well in the validation set. The overall accuracy of the

LR model was not improved compared to the models without genomic factors. AUC

for the full LR model was 0.53 (0.33 – 0.73). The LR model correctly predicted 10

(55.6%) of women who reported side effects and 5 (50.0%) women who did not report

side effects. Although the LASSO model had the best AUC in the training models,

the prediction performance in the validation set was poor. The LASSO AUC was 0.51
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95%CI (0.25 – 0.76) and had a sensitivity of 0.78 and a specificity of 0.50. The LASSO

model correctly predicted 14 (77.7%) cases of side effects, but only correctly predicted

5 (50.0%) of women who do not experience side effects.

When genomic information was combined with the other baseline information, the

AUC of the LR prediction had no improvement compared to the baseline factor only

model (D = 1.47, P = 0.14). This suggested that the addition of genomic information

to the premenopausal prediction model did not increased the prediction ability of the

LR model compared to the model containing only baseline factors.

7.3.3.4 Side effect risk score in premenopausal women randomised to

tamoxifen

The final LR model developed using baseline factors was log (odds of side effect) = –

0.13[HRT (never, ever, current)] – 0.15[Age (years)] + 0.01[Age at menarche (years)]

+ 0.003[BMI (kg/m2)]. The model was subsequently used to produce a side effect risk

(SER) score for each of the women and side effect risk was modelled over the range

of the risk score. The model was first developed in the training data set before it was

applied to the validation set to determine how well the score identified women at high

risk of side effects.

A score of LR coefficients multiplied by each variable, produced a risk score with a

range -10.29 – -5.11 and a median (IQR) of -6.91 (-6.47 – -7.35). The percentage of

women reporting or not reporting side effects at each point was then calculated (Figure

7.3).
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Figure 7.3: Side effect risk score for premenopausal women with and with-
out side effects. Bars are percentage of the affected or unaffected population
at each score. Solid vertical lines are the 1st and 3rd quartiles, and the dotted
line is the median

Quartiles with equal numbers of women were calculated. Women with the lowest risk

scores in the first quartile (SER score < -7.35) were at highest risk of side effects. Of

the 304 women who were in the first quartile, 66.4% reported side effects. Those in the

fourth quartile (SER score > -6.47) had the lowest risk of side effects, 52.8% (160/303).

Women who had a risk score in the second quartile were at high intermediate risk of

side effects 185/304 (60.9%) and those in the third quartile were at low intermediate

risk of side effects 160/303 (57.4%). The ability of the score to predict those who

have a lower risk of side effects was poorer than the prediction for higher risk women.

Side effect risk stratification based on the SER score for premenopausal women had

poor discrimination and significant improvement in the derivation of the score and

identification of risk factors would be required for accurate prediction.

The SER score performed better in the validation cohort. 57/80 (71.3%) of women in

the high-risk group (SER score below -7.35) reported side effects. Of the 88 women

whose score was greater than -6.47, and therefore in the low-risk group, the number

of women reporting side effects and not reporting side effects was almost equal: 47

(53.4%) vs 41 (46.6%) respectively. The intermediate risk quartiles had similar number

of women reporting side effect, 55.4% in the high intermediate risk group compared

to 57.4% in the lower intermediate risk group. These findings confirmed those found
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in the training set, namely that the discrimination of the SER score was poor. The

prediction of women at high risk of side effects was possible; however, the identification

of those without side effects was more difficult.

7.3.4 Prediction of side effects in IBIS-I postmenopausal women

7.3.4.1 Model development for postmenopausal women using cross-

validation

The training set consisted of 1,451 samples selected from postmenopausal women ran-

domised to tamoxifen. 922 (63.5%) women in the training set reported side effects

within the first 6-months of starting endocrine therapy. Four baseline factors were

used to form prediction models for side effects in postmenopausal women: HRT use,

time since menopause, BMI and whether a woman had a hysterectomy. All four vari-

ables were used for LR model development. The final LR model for postmenopausal

women was log (odds of side effect) = – 0.17[HRT (never, ever, current)] - 0.08[Hys-

terectomy (yes, no)] + 0.13[Time since menopause (years)] + 0.04[BMI (kg/m2)]. The

threshold for cut-off, calculated using Youden’s statistic was 0.624. At the optimum

cut-off, the LR model had an AUC of 0.56 (0.53 – 0.60), and a sensitivity of 0.47 and

specificity of 0.64 (Table 7.4).

The LASSO model selected only HRT and time since menopause of the four variables.

The regression coefficients in the LASSO model were in contrast to the coefficients in

the LR model. The LASSO coefficient for HRT was 0.06 compared to -0.17 in the LR

model and the coefficient for time since menopause was -0.0002 compared to + 0.13 in

the LR model. However, the AUC for the LASSO model was similar to the LR model

0.56 (0.53 – 0.59) (Table 7.4). The sensitivity of the LASSO model was 0.81 and the

specificity 0.30 (Table 7.4).

Table 7.4 shows the AUC (95%CI), sensitivity and specificity of each model. Per-

formance metrics were calculated using the respective formulas presented in section

3.3.6.
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Table 7.4: Predictive performance expressed as the area under the ROC
curve, sensitivity, and specificity of the logistic regression and LASSO mod-
els for the prediction of side effects, in the 10-fold cross-validation training
and validation sets for postmenopausal women randomised to tamoxifen in
IBIS-I

Model LR LASSO

Model Training (N events = 922) (N total = 1,451)

Number of variables 4 2
AUC (95%CI) 0.55 (0.53 - 0.58) 0.56 (0.53 - 0.59)

Sensitivity 0.64 0.81
Specificity 0.47 0.30

Model validation (N events = 230) (N total = 362)

Predict- TP FP 126 49 117 44

ions FN TN 104 83 113 88

Threshold 0.641 0.563
AUC (95%CI) 0.59 (0.53 - 0.65) 0.60 (0.54 - 0.66)

Sensitivity 0.55 0.51
Specificity 0.63 0.67

LR = Logistic Regression, LASSO = Least absolute Shrinkage and Selec-
tion Operator, AUC = Area under the receiver operating characteristic,
95%CI = 95% Confidence Interval, TP = True Positive, FP = False Pos-
itive, TN = True Negative, FN = False Negative.

7.3.4.2 Validation of trained postmenopausal models

The postmenopausal women validation set contained 362 postmenopausal women of

whom 230 (63.5%) experienced a side effect during the first 6 months of the IBIS-I

trial. The LR model had a similar AUC to that previously observed for the pre-

menopausal women 0.59 (0.53 – 0.65) (Table 7.4). The LR model correctly predicted

126/230 (54.8%) women who experienced side effects. However, the LR model cor-

rectly predicted 83/132 (62.9%) women who did not report side effects. Compared to

the premenopausal model, the postmenopausal LR model had superior prediction of

women who did not report side effects, but had inferior performance predicting side

effect cases.

The LASSO model was able to correctly predict a larger number of women not reporting

side effect 88/132 (66.6%) but was less good at identifying correctly women with side

effects, 117/230 (50.9%), compared to the LR model. The LASSO model had an AUC

of 0.60 (0.54 – 0.66) and a sensitivity and specificity of 0.51 and 0.67 respectively (Table

7.4).
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7.3.4.3 Addition of genomic information to the IBIS-I postmenopausal

women prediction model

Genotyping of IBIS-I samples was performed for all breast cancer cases and matched

controls with available material; genotyping procedures have been previously described

(Cuzick et al., 2017). A total of 169 postmenopausal women (train = 136, validation

= 33) randomised to tamoxifen during the IBIS-I study had available genomic data for

195 SNPs identified as associated with side effects in the genomic analysis performed

in chapter 5. As noted previously during the premenopausal women analysis, a larger

cohort would provide scope for a more conclusive analysis and as such care should be

taken when eliciting the meaning of these results.

When genomic information was combined with the other baseline information, the 10-

fold cross-validation trained LR model had an AUC of 0.53, a sensitivity of 0.54 and a

specificity of 0.51. Compared to the baseline factor only model, the addition of genomic

information only increased the specificity of the models, but the addition of genomic

factors led to a decrease in both AUC and sensitivity compared to the baseline factor

only model.

In comparison with the LR model, the LASSO model selected 35 variables of the 199

variables. 34 of the variables selected were SNPs and only HRT remained from the

baseline factor model. The final LASSO model had an AUC of 0.52 (0.46 – 0.59) which

was similar to the AUC of the full LR model. It is interesting to note that the SNP

with the largest OR in the LASSO model is rs1273196 a SNP in the ESR2 coding

region which codes for ERβ.

None of the models performed well in the validation set. The validation set available

consisted of 33 women of whom 20 (60.6%) experienced side effects. The large number

of variables in the models rendered the validation set too small for conclusive validation;

therefore, results from validation should be interpreted with caution. The LASSO

model had a better AUC than the LR model (0.66 95%CI (0.47 – 0.86)) and predicted 15

(75.0%) of women with side effects and 8 (61.5%) women without side effects correctly.

The prediction performance of the LR was not improved compared to the model with-

out genomic factors. The AUC of the LR model with baseline factors and genomic

information was 0.53 (0.33 – 0.73). 12/20 (60.0%) of women with side effects were mis-
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classified as not having side effects by the LR model with genomic factors. However,

9/13 (69.2%) women who do not report side effects were correctly classified.

When genomic information was combined with the other baseline information, the AUC

of the LR prediction was not significantly different compared to the baseline factor only

model (D = 0.65, P = 0.51).

7.3.4.4 Addition of baseline sex hormone concentrations to the IBIS-I

postmenopausal women prediction model

A total of 224 postmenopausal women (train = 172, validation = 52) randomised to

tamoxifen during the IBIS-I study had sex hormone data available from the analysis

in chapter 6. Women were selected as cases if they reported any of the major side ef-

fects; hot flushes, vaginal discharge, vaginal dryness or irregular bleeding, and controls

were women who reported no side effects. Concentrations of dehydroepiandrosterone-

sulphate (DHEA-S), testosterone, sex hormone binding globulin (SHBG), and calcu-

lated bioavailable testosterone (bioT) were measured, and ln-transformed concentra-

tions investigated for association with side effects, section 6.4.2. Only ln-SHBG and

ln-bioT had a statistically significant association with side effects and were therefore

the only sex hormones added to the baseline factor dataset giving a total of 6 variables.

When sex hormone concentrations and baseline information were modelled using LR,

the 10-fold cross-validation trained full LR model, at the optimum prediction threshold

of 0.607 calculated from Youden’s J statistic, had an AUC of 0.79 (0.72 – 0.86) a

sensitivity of 0.70 and a specificity of 0.78. The validation set contained 52 women of

whom 23 (44.2%) reported side effects. In the validation set, the LR model had an AUC

of 0.70 (0.56 - 0.84). The LR model with four baseline factors; HRT, BMI, time since

menopause, hysterectomy; with the addition of ln-SHBG and ln-bioT concentrations,

correctly predicted 18 (78.3%) women with side effects, and 19 (65.5%) women without

side effects. Compared to the LR model without sex hormone concentrations, the

addition of sex hormones to baseline factors showed a statistically significant increase

in the AUC (D = -4.66, P < 0.001).

In contrast, the LASSO model contained only one variable, ln-SHBG concentration.

The model AUC was 0.77 (0.70 - 0.84). The LASSO model had a sensitivity of 0.84,
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and a specificity of 0.62. Testing the LASSO model in the validation set showed an

improvement over baseline factors alone. Using ln-SHBG concentrations, the LASSO

model had an AUC of 0.70 (0.56 – 0.85). The LASSO model, at a prediction threshold

of 0.363, correctly predicted 18/29 (62.1%) women with side effects and 19/23 (82.6%)

women without side effects. The performance of the LASSO model in the validation

set was equal to the performance of the LR model despite ln-SHBG being the only risk

factor included.

Analysis of all models with sex hormones showed that where possible sex hormone con-

centrations, particularly SHBG concentrations should be included in prediction models

for postmenopausal women randomised to tamoxifen as this information increased the

prediction potential of the models.

7.3.4.5 Side effect risk score in postmenopausal women randomised

to tamoxifen

The full LR model using baseline factors only was log (odds of side effect) = – 0.17[HRT

(never, ever, current)] - 0.08[Hysterectomy (yes, no)] + 0.13[Time since menopause

(years)] + 0.04[BMI (kg/m2)] and had the best prediction in the validation set. Despite

the benefit of sex hormone concentrations to overall prediction, the formation of a score

which used only easily obtained data was created in anticipation that SHBG may not

be known for a large proportion of women and thus would not be useful to include in

a risk score. The regression coefficients for the full LR model were used to produce a

risk score for each of the women and side effect risk was modelled over the range of the

risk score.

A score of LR coefficients multiplied by each variable, produced a risk score with a

range 0.12 – 5.37 with a median and (IQR) of 1.46 (1.03 – 2.05). After calculation of

the SER score for each woman the percentage of women from two side effect groups

were plotted against the SER score (Figure 7.4).
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Figure 7.4: Side effect risk score for postmenopausal women with and with-
out side effects. Bars are percentage of the affected or unaffected population
at each score. Solid vertical lines are the 1st and 3rd quartiles, and the dotted
line is the median

Women in the high-risk group had a SER score of 1.03 or lower and contained a

larger proportion of women reporting side effects than those without, 249/363 (68.6%).

However, as observed when the SER score was used to determine risk in premenopausal

women, the ability of the score to prediction those who have a lower risk of side effects

was not good. Of the 362 women with a SER score above 2.05 and therefore considered

to be in the low-risk group, 40.9% had no side effects compared to 59.1% who reported

side effects. The intermediate risk category was split into high intermediate and low

intermediate risk, and in contrast to the premenopausal score categories women in each

group reported different number of side effects. Of those in the high-intermediate risk

group, 246/363 (67.8%) of women reported side effects compared to 213/363 (58.7%)

of women in the low-intermediate risk group. These findings indicate that the use of a

binary threshold at the median SER score could be used in postmenopausal women to

identify those at high-risk or low risk. Exploration of a threshold at the median found,

68.2% of women in the high-risk group (495/726) reported a side effect compared to

58.9% in the low-risk group. These results were similar to those found when using

quartiles.

The score was subsequently tested in the validation cohort (N = 362). 72/104 (69.2%)

of women who had a SER score in the high-risk group reported side effects. Of the
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101 women with a SER score in the low-risk group, 61 (60.4%) reported side effects.

Interestingly, 69.4% of women in the high-intermediate risk group also reported side

effects compared to only 55.3% in the low-intermediate risk group. The use of the

median as a threshold in the validation group found that 58.1% of women in the low-

risk group reported side effects compared to 69.3% in the high-risk group.

7.3.5 IBIS-II

7.3.5.1 Model development for postmenopausal women randomised

to anastrozole using cross-validation

The analysis of IBIS-II data followed the same protocol as IBIS-I data. Models of

women randomised to anastrozole were achieved using 10-fold cross-validation and the

overall model performance was the average of results obtained from the test dataset (the

10th fold) for each fold. Each model was evaluated based on the measures discussed is

section 7.1.7.5 (AUC, sensitivity and specificity).

The training set consisted of 1,424 samples selected from postmenopausal women ran-

domised to anastrozole. 835 (58.6%) women in the training set reported side effects

within the first 6-months of starting endocrine therapy. Five variables had a statisti-

cally significant association with side effects in women randomised to anastrozole in the

IBIS-II study: age, BMI, HRT use, time since menopause and prior hysterectomy. The

LR model, at a threshold of 0.581 calculated from Youden’s J statistic, had an AUC of

0.58 95%CI(0.55 – 0.61) and had sensitivity of 0.57 and specificity of 0.55 (Table 7.5).

The final LR model was for postmenopausal women was log (odds of side effect) = –

0.14[HRT (never, ever)] + 0.13[Time since menopause (years)] – 0.12[BMI (kg/m2)] –

0.13[Hysterectomy (yes, no)] + 0.08[Age (years)].

The LASSO regression also included all five variables after training. Regression coef-

ficients in the LASSO model were similar to those of the LR model as HRT had the

largest coefficient and age had the smallest. At the optimum threshold of 0.349, the

LASSO model had an AUC of 0.57 (0.54 – 0.60) a sensitivity of 0.54 and specificity of

0.60 which were broadly similar to the LR model (Table 7.5).
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Table 7.5: Predictive performance expressed as the area under the ROC
curve, sensitivity, and specificity of the logistic regression and LASSO mod-
els for the prediction of side effects, in the 10-fold cross-validation training
and validation sets for postmenopausal women randomised to anastrozole
in IBIS-II

Model LR LASSO

Model Training (N events = 835) (N total = 1,424)

Number of variables 5 5
AUC (95%CI) 0.58 (0.55 - 0.61) 0.57 (0.54 - 0.60)

Sensitivity 0.57 0.54
Specificity 0.55 0.60

Model validation (N events = 208) (N total = 355)

Predict- TP FP 129 54 126 58

ions FN TN 79 93 82 89

Threshold 0.578 0.339
AUC (95%CI) 0.64 (0.58 - 0.70) 0.63 (0.57 - 0.69)

Sensitivity 0.63 0.61
Specificity 0.62 0.61

LR = Logistic Regression, LASSO = Least absolute Shrinkage and Selec-
tion Operator, AUC = Area under the receiver operating characteristic,
95%CI = 95% Confidence Interval, TP = True Positive, FP = False Pos-
itive, TN = True Negative, FN = False Negative.

7.3.5.2 Validation of trained postmenopausal models

Each of the tested models had similar predictive potential amongst postmenopausal

women randomised to anastrozole in the IBIS-II trial. Models were subsequently vali-

dated in a pre-partitioned validation set. The validation set of postmenopausal women

contained 355 women of whom 208 (58.6%) experienced side effects during the first 6

months on trial.

The optimum threshold for prediction was calculated to be 0.578. At this threshold

the LR model had an AUC of 0.64 (0.58 – 0.70) (Table 7.5). The LR model correctly

predicted side effects in a large number of women who reported side effects 129/208

(62.0%), but also predicted side effects in women who did not reported any symptoms.

The LR model correctly predicted 93 (63.3%) women without side effects. The LASSO

model, at a prediction threshold of 0.339 had a similar performance to the LR model.

The LASSO model had an AUC of 0.63 (0.57 – 0.69) and had a similar prediction

performance for women who did not report any side effects (89/147: 60.5%) and those

who did report side effects 126/208 (60.5%) compared to the LR model (Table 7.5).
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7.3.5.3 Addition of sex hormone information to IBIS-II prediction

models

A total of 507 postmenopausal women (train = 407, validation = 100) randomised to

anastrozole during the IBIS-II study had sex hormone data available from the analysis

in chapter 6. Women were selected as cases if they reported any of the major side effects;

hot flushes, gynaecological symptoms or arthralgia, and controls were women who

reported no side effects. Concentrations of DHEA-S, testosterone, SHBG, and bioT

were measured, and ln-transformed concentrations investigated for association with

side effects, section 6.4.3. Ln-SHBG was the only sex hormone which was significantly

associated with side effect outcomes and was thus the only sex hormone added to the

baseline factors models for a maximum number of five variables for model training.

253 (62.2%) women in the training set reported side effects in the first 6-months of

taking anastrozole and 70 (70.0%) women in the validation set reported side effects in

the same period.

When sex hormone information was combined with the other baseline information, the

10-fold cross-validation trained LR model had a mean AUC of 0.63 (0.58 – 0.69) a sensi-

tivity of 0.67 and a specificity of 0.55. In agreement with IBIS-I postmenopausal predic-

tion models, to which the addition of sex hormone concentrations showed improvement

in trained model AUC, the addition of sex hormone data to postmenopausal model in

women randomised to anastrozole had a small improvement in prediction performance.

The LASSO model used only two of five variables: HRT and BMI. At a prediction

threshold of 0.414, the LASSO model had an AUC of 0.60 (0.55 – 0.66) a sensitivity

of 0.66 and a specificity of 0.53. It is interesting to note that the LASSO model did

not select ln-SHBG concentrations in the model unlike the LASSO model used for

predicting side effects in postmenopausal women randomised to tamoxifen. This likely

reflects the strength of the association between ln-SHBG and side effect outcomes

observed in chapter 6, but prompts the need for further investigation into the role of

SHBG concentrations in the incidence of side effects.

When the models were tested in the validation set, the LR model had an AUC of 0.63

(0.51 – 0.75). The LR model correctly predicted 36/70 (51.4%) women with side effects

and had sensitivity of 0.51, and correctly predicted 23/30 (76.7%) women without side
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effects giving a specificity of 0.77. Compared to the LR model without sex hormone

concentrations, the addition of sex hormones to baseline factors had no statistically

significant increase in the AUC of the predicted values (D = -1.40, P = 0.163).

In comparison to the LR model, the LASSO model had a marginally lower predictive

performance than the baseline factor only model reporting an AUC of 0.62 (0.50 –

0.74). The sensitivity of the LASSO model was worse than the LASSO model using all

baseline factors and correctly identified only 22/70 (31.4%) women with side effects.

However, the LASSO model had a better predictive performance for women without

side effects and correctly identified 28/30 (93.3%) women without side effects. The

poor discriminatory ability of the LASSO model to identify women who reported side

effects meant that it was inferior when compared to the LR model.

7.3.5.4 Side effect risk score for postmenopausal women randomised

to anastrozole

The full LR model using baseline factors was log (odds of side effect) = – 0.14[HRT

(never, ever)] + 0.13[Time since menopause (years)] – 0.12[BMI (kg/m2)] – 0.13[Hys-

terectomy (yes, no)] + 0.08[Age (years)] and had the best prediction potential and

was used to develop a side effect risk score for postmenopausal women randomised to

anastrozole.

A score of LR coefficients multiplied by each variable, produced a risk score with a

range -3.93 – 8.40 with a median and (IQR) of 2.59 (1.75 – 3.75). Women who had

a SER score of less than 1.75 were in the high-risk quartile in which 227/356 (63.8%)

of women reported side effects. Of women who had a score of greater than 3.75 and

who were in the low-risk quartile, 54.8% reported side effects and 45.2% did not report

side effects. 60.1% of women in the high-intermediate risk group reported side effects

compared to 55.3% of women in the low-intermediate risk group. The total side effect

risk (SER) score for each woman and the percentage of women from two side effect

groups are shown in Figure 7.5
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Figure 7.5: Side effect risk score for postmenopausal women with and with-
out side effects. Bars are percentage of the affected or unaffected population
at each score. Solid vertical lines are the 1st and 3rd quartiles, and the dotted
line is the median

Using the SER score, women in the validation set (N = 355) were tested. Women

who had a SER score in the high-risk group had a much larger proportion of women

reporting side effects than those without, 70.1% (68/97). In contrast to the SER scores

for pre and postmenopausal women randomised to tamoxifen, the women with a SER

score in the low-risk group the majority did not report side effects 54/102 (52.9%).

Of the 78 women in the high-intermediate risk group, 60.3% (47/78) reported a side

effect compared to 57.7% (45/78) in the low intermediate risk group. The SER score

in postmenopausal women randomised to anastrozole was better at identifying low

risk women than the SER score for either premenopausal or postmenopausal women

randomised to tamoxifen. However, the SER score, despite a large effort across a range

of areas, showed that currently no useful factors have been found that predict risk

of side effects accurately in women taking anastrozole for breast cancer prevention.

Identification of risk factors and the development of a risk score should remain an

important area of focus to overcome the negative impact that side effects have on the

uptake and adherence to endocrine therapy.
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7.4 Discussion

The use of endocrine therapy for women at high risk of breast cancer has been highly

effective as both SERMs and AIs have been shown to decrease the risk of breast cancer

incidence in women at high risk, (Cuzick et al., 2002, 2014, 2020; Goss et al., 2011;

Key et al., 2001; Powles et al., 1998; Veronesi et al., 1998). While the benefits of

SERMs and AIs are clearly shown in clinical trials, these trials also highlight the issue

of side effects. Side effects are an important issue to women thinking about or taking

endocrine therapy, as research shows that side effects are associated with poorer uptake

and lower adherence (Smith et al., 2016, 2017). Non-life-threatening side effects like

hot flushes (HFs), gynaecological symptoms, and musculoskeletal events reduce the

uptake of endocrine therapies. Currently, little is known about whether a woman is at

increased or high risk of experiencing a particular side effect.

This analysis examined combinations of risk factors to predict early side effects in

women randomised to tamoxifen or anastrozole. The mean AUC, sensitivity, and

specificity of two different models were calculated from each test fold in 10-fold cross-

validation, compared and used to predict side effect outcomes in a validation set. Sub-

sequently, genomic variants and baseline sex hormone concentrations were individually

combined with baseline risk factors to determine the impact of genetic or sex hormone

variables for predicting side effect incidence. A side effect risk (SER) score was de-

veloped using logistic regression coefficients to identify women who were at high or

low risk of early side effects. The analysis shows how statistical modelling could be

used to predict side effect risk and to give women considering using endocrine therapy

valuable information on which to base her decision. However, despite investigations

across a range of areas, currently no significant risk factors have been found to predict

side effect risk. The range of side effects reported and the high-risk of menopausal-like

side effect in women aged 50 and over means that any definitive prediction currently

remains out of reach. Thus, clearer data on the association of the identified risk fac-

tors and further efforts to develop clinically useful models for side effect prediction are

required to produce a tool which provides accurate information about side effect risk

to women when choosing to take endocrine therapy.

In each of the three subgroups tested; the LR models using risk factors collected at

study entry, demonstrated a similar or higher AUC, sensitivity and specificity compared
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to the LASSO models. The addition of genomic information to the IBIS-I models

resulted in a decrease in the AUC of all models in IBIS-I postmenopausal women but

had minimal effect in IBIS-I premenopausal women. Concentrations of ln-SHBG and

ln-BioT increased the AUC of each of the IBIS-I and IBIS-II postmenopausal models;

however, the effect was larger in the IBIS-I models likely reflecting the outcomes of

chapter 6 demonstrating that ln-SHBG had a much stronger association with side

effects reported in IBIS-I than those reported in IBIS-II.

There is little evidence to suggest a significant role of genomic factors in the aetiology

of side effects confirming the outcomes of chapter 5 which found only a weak suggestive

association of SNPs with side effects. Therefore, it is unsurprising that the addition

of genomic information does not significantly affect the predictive potential of any of

the current prediction models. These results also support the finding of others which

suggest little involvement of genetic factors on side effect outcomes (Sestak et al.,

2012). There is however opportunity for further investigation into the role of SNPs in

the incidence of side effects, and the potential importance and use of genomic factors

in prediction models should not be precluded due to a current lack of knowledge.

The impact of sex hormone concentrations in the improvement of prediction of the

models through cross-validated training also supports the known involvement and im-

portance of sex hormones in side effect incidence (Emond et al., 2011; Huang et al.,

2010; Mac Bride et al., 2010). During the sex hormone analysis, chapter 6, ln-SHBG

had the largest effect on side effect incidence in postmenopausal women taking tamox-

ifen during IBIS-I and had a significant but smaller effect on reducing side effects in

postmenopausal women randomised to anastrozole during IBIS-II.

The addition of sex hormones in both cases aided the classification of side effects by

reducing the number of false positive predictions of side effects. However, analysis of

the effect of adding sex hormone concentrations to showed that only in the case of

postmenopausal women in IBIS-I did sex hormones significantly affect the prediction

performance. These results are likely a reflection of the size of association between sex

hormone concentrations and side effects observed in chapter 6. This would suggest that

although the inclusion of sex hormones benefits the prediction performance of models,

further work is needed to understand the role that sex hormones play in the incidence

of side effects. Given the benefits of adding androgen or SHBG concentrations to

the prediction models, measuring baseline concentrations of oestrogen could be highly
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beneficial for predicting side effects and could have a significant effect on the prediction

performance of side effect risk models.

Currently, the risk factors included are not suitable for accurate prediction of side effect

outcomes and so we must search for more informative risk factors. At the forefront of

these new risk factors is oestradiol concentrations. As the majority of side effects are

proposed as being as a result of lower oestrogen concentrations, or of large variation

in oestradiol concentrations, the next developmental step for these models should be

the inclusion of oestradiol concentrations. Accurate measurement of oestradiol may

help to identify women who are at high risk of side effects and thus offers the potential

for managing these side effects or implementation of endocrine therapy regimes which

minimise the risk of side effects in the high risk group.

Pre-treatment identification of women who are at high risk of side effects could allow

for better management of side effects or for a personalised endocrine therapy regime to

increase uptake and increase the number of women who are adherent to a full course

of therapy. Therefore, the formation of a predictive SER score is important to identify

women who are at high-risk of side effects and ensure any disruption to quality-of-life

is minimised. Predicting side effect risk prior to starting endocrine therapy may enable

women to balance the risk of side effects versus the risk of breast cancer. Currently,

side effects are offered as a reason for not taking endocrine therapy; however, if models

could predict a lower risk, then women may be more inclined to weigh the benefits and

limitation of preventive endocrine therapy. Women at lower risk of side effects would,

naturally, be more inclined to accept preventive therapy. The same might be true for

women with higher risk, as better knowledge about side effect would enable a more

tailored regime minimising the risk of side effects whilst also reducing the long term

risk of breast cancer.

The use of baseline risk factors is important as currently there is a paucity of informa-

tion surrounding side effects and concern over side effects is a major reason given for

not choosing endocrine therapy. Therefore, it is essential to provide an assessment of

side effect risk before beginning endocrine therapy to assuage women’s concerns prior

to the period during which side effects are most likely.

However, as shown by the current models, accurate prediction of early side effects using

baseline risk factors is not possible. As such, it is important to consider the predictive
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ability of a model and to balance the risk of false positives and false negatives. In a case

such as this a model that under predicts side effect risk is more beneficial to the overall

aim than a model that over predicts risk. Over prediction of side effects could have

the opposite effect to that which is desired, discouraging women to choose endocrine

therapy. However, whilst under prediction is not recommended, if this encourages

women to try endocrine therapy, options remain for managing any subsequent side

effects prior to women discontinuing therapy.

This is the first study producing a side effect risk score for endocrine therapy and aims

to utilise easily assessable risk factors identified throughout the thesis to determine

which women are at high risk. Whilst the SER score could identify women who might

be at higher risk of side effect, lower scores were not indicative of lower risk of side

effects. This may be because models used to develop the score did not have a high

predictive accuracy for side effects during model training. Particularly, the specificity

was low as many of the women who did not have side effects were incorrectly classified.

This is likely due to the nature of the side effects under study. Large numbers of

women report menopausal side effects naturally; therefore, defining women who are at

low risk of these symptoms is particularly difficult. As a result, the best development

opportunities for these models may be in prediction of severe side effects. Severe events

are much more likely to be reported by women taking endocrine therapy than women

taking placebo, and whilst evidence suggests that there is no “acceptable” level of side

effects, studies have identified a trend between side effect severity and adherence (Land

et al., 2016; Smith et al., 2016, 2017). Therefore, prediction of severe side effects may

present the best opportunity to further develop side effect prediction models and scores.

These prediction models are the first to address the question of whether side effects

of endocrine therapy can be predicted. As both the LASSO model and the LR model

had similarly poor predictive ability, it is important to address how the two modelling

methods compared to assess which offers the best future development options. While

drawing a general conclusion regarding which is the better model is difficult, as results

are strongly based on the specific data set used to train the models it is pertinent to

highlight that LASSO methods provide more parsimonious models with minor loss of

prediction performance. Currently, LASSO methods are underused in this field while

LR methods are more common. LASSO methods should be considered as an alternative

in future studies.
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There are some accompanying limitations to this analysis. During the preparation of

the data sets, the imputation of non-complete cases may have led to bias entering the

dataset. Unfortunately, machine learning algorithms are unable to deal with missing

data giving the options of imputation or removal of samples without complete informa-

tion. Whilst imputation may have introduced bias into the data set removing samples

with data not missing at random would also have altered the data set. Lack of indepen-

dent data sets with which to validate this data was also a limitation. Whilst the models

have been validated in a set of unknown data the best test of how well these models

have been trained would be to run them on an independent data set. Unfortunately,

these data sets are not readily available and therefore testing in an independent data

set was not possible.

Significant strengths of the analysis include the novelty of the approach applying mod-

elling techniques to individual side effect risk prediction which had not been previously

investigated in this setting. Also, by comparing predictive accuracy across LR and

LASSO models multiple techniques have been reviewed to develop side effect models

exploring the use of genomic information and sex hormone concentrations.

In this analysis, the models were developed using the full model approach, whereby all a

priori selected candidate predictors were included in the multivariable analyses. Choice

of predictors was based on evidence generated in previous chapters showing that each

of the variables was associated with increasing or decreasing side effects. The benefit of

this approach is that it avoids predictor selection bias (incorrectly including spurious

predictors in the final model) and overfitting (Moons et al., 2012).

The development of the first side effect risk score aimed to predict women at high risk

of side effects is a strength and should continue to be developed. Achieving this aim

will require time and energy, but side effects remain an important barrier to breast

cancer prevention therefore further work understanding side effects is essential. The

lack of information at present regarding side effect risk is in part responsible for the sub-

optimal use of endocrine therapy for breast cancer prevention. If the score accuracy can

continue to be improved, it provides an opportunity to increase the use of endocrine

therapy whilst promoting quality-of-life measures. Any improvement in knowledge

achieved via the use of modelling for accurate classification of women with and without

side effects compared to the current situation could have a stark impact on the attitude

towards preventive endocrine therapy.
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7.5 Conclusions

Predictive models have helped revolutionise personalised medicine contributing to early

identification and prevention of disease in high-risk individuals based on known epi-

demiological and clinical risk factors. The development of accurate breast cancer risk

models has informed clinical care for over 20 years and has enabled the development of

risk management strategies, including: lifestyle changes, endocrine therapy for preven-

tion, and screening strategies based on personal risk. However, until now, no attention

has been paid to providing women with information which can help to address fears

about quality-of-life which can reduce clinician prescription of endocrine therapy, pre-

vent uptake by women when offered endocrine therapy and reduce adherence to the

full course of therapy.

Results through-out this thesis show that prediction may be possible. However, cur-

rently, the identified risk factors and risk models are not able to accurately predict side

effect risk. Whilst development of risk models will take time and focus, the impact

of side effects remains an important barrier to breast cancer prevention and therefore

further work on side effects is essential.

The models described in this analysis offer the exciting prospect of producing a guide

to the problem of side effects. This is the first step in developing new risk prediction

approaches and further explores diverse risk factors. Models are not limited to a specific

number of risk factors but have the flexibility to change or incorporate additional

variables. The improvement in predictive accuracy achieved in this study should be

further explored and developed with prospective databases and additional risk factors.

By continuing development of models and increased understanding of risk factors for

early endocrine therapy side effects a commitment can be made to ensuring that women

have the information required to make educated decisions about their health and offers

a further tool in the battle against increasing breast cancer rates across the globe.
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Chapter 8: Endocrine therapy related side ef-

fects and their impact on breast cancer incidence

in the IBIS-I and IBIS-II studies

8.1 Introduction

Side effects may play an important role in breast cancer prevention. Long-term follow

up of prevention trials show that five years of preventive therapy can decrease the

incidence of any breast cancer by up to 29%, after 16 years of follow-up with tamoxifen,

and 49% with anastrozole, after 12 years follow-up. However there are also associated

side effects of these therapies (Cuzick et al., 2015, 2020). The preventive effects of

both tamoxifen and anastrozole last well beyond the active treatment phase. Long-

term follow-up studies suggest that benefits of five years of endocrine therapy last at

least 20 years for tamoxifen and 12 years for anastrozole (Cuzick et al., 2015, 2020).

Minor side effects of endocrine therapy only persist during the active phase of the trial,

and subside after the treatment phase and do not increase in the follow up period

(Cuzick et al., 2007; Powles et al., 2007).

Several studies in the adjuvant setting have investigated the association between side

effects and breast cancer outcomes (Cuzick et al., 2008; Mortimer et al., 2008; Fontein

et al., 2013; Huober et al., 2014; Stearns et al., 2015). These studies suggest that side

effects could be a marker for predicting therapy benefit (Yoo et al., 2018). However,

side effects are associated with a decrease in adherence to therapy, which has also been

shown to reduce the benefit gained from taking endocrine therapy (Makubate et al.,

2013; McCowan et al., 2013; Smith et al., 2016).

Sex hormone concentrations are often proposed as the cause of side effects from en-

docrine therapy (Huang et al., 2010; Mac Bride, Rhodes and Shuster, 2010; Emond et

al., 2011). In postmenopausal women, oestradiol, testosterone, sex hormone binding

globulin (SHBG) and dehydroepiandrosterone-sulphate (DHEA-S) may contribute to

the pathogenesis of breast cancer and the occurrence of side effects (Endogenous Hor-
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mones and Breast Cancer Collaborative Group, 2011). Decreased oestrogen concentra-

tions are often commonly associated with hot flushes (HFs) as shown by multiple breast

cancer prevention trials using SERMs to block oestrogen receptors and prevent binding

with circulating oestrogens or anastrozole to inhibit aromatase to prevent breast cancer

(Cuzick et al., 2010, 2013, 2014, 2020). Due to these proposed mechanisms, side effects

have been suggested as markers of endocrine therapy efficacy and improved survival

times of breast cancer recurrence.

Studies in the adjuvant setting have shown that endocrine therapy side effects are

associated with a reduction in breast cancer recurrence when compared to women who

do not report any side effects. These observations suggest that side effects might be a

marker for predicting therapy benefit (Yoo et al., 2018). The Women’s Healthy Eating

and Living (WHEL) trial reported that women with breast cancer experiencing HFs

at baseline were less likely to have a recurrence, compared to those that did not report

these symptoms (12.9% vs 21%, P = 0.01) (Mortimer et al., 2008).

The Arimidex, Tamoxifen, Alone or in Combination (ATAC) trial showed that newly

reported early joint symptoms with or without vasomotor symptoms in the tamoxifen

arm were associated with a greater decrease in breast cancer recurrence compared to

no symptoms (HR = 0.58 95% CI (0.45 - 0.74); P < 0.0001) (Cuzick et al., 2008). The

ATAC researchers also observed that women randomised to anastrozole who experience

newly reported joint symptoms, and had no vasomotor symptoms, had a 35% reduction

in the incidence of breast cancer compared to those who did not experience side effects

(HR = 0.65 (0.47 - 0.90); P = 0.009) (Cuzick et al., 2008). When vasomotor symptoms

were considered alongside joint symptoms the reduction in risk remained the same (HR

= 0.65 (0.50 - 0.85); P = 0.001). However, no statistically significant reductions were

observed in women who reported vasomotor symptoms either alone or in combination

with joint symptoms. When either side effect was reported, reductions were smaller

at only 21% (HR = 0.79 (0.67 - 0.94); P = 0.006). Reports of experiencing both side

effects indicated a reduction in breast cancer incidence of 44% (HR = 0.56 (0.37 - 0.87);

P = 0.01) compared to those who reported no side effects (Cuzick et al., 2008).

Fontein et al. (2013), found similar effects in the Tamoxifen, Exemestane Adjuvant

Multinational (TEAM) trial (Fontein et al., 2013). A reduction in breast cancer events

for women who reported vasomotor symptoms was observed (HR = 0.73 (0.62-0.87);

P < 0.001). However, gynaecological symptoms had a non-statistically significant re-
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duction in disease-free survival (HR = 0.77 (0.59 - 1.01); P = 0.058) (Fontein et al.,

2013).

Results from the Breast International Group (BIG) 1-98 trial support the results from

the TEAM trial identifying an 18% reduction in recurrence (HR = 0.82 (0.70 - 0.96)) in

women who reported vasomotor symptoms (Huober et al., 2014). In contrast, Stearns

et al. (2015) reported no statistically significant differences in recurrence free survival

in women who experienced vasomotor symptoms or musculoskeletal events at three

months, six months and 12 months after treatment initiation, compared to those that do

not report side effects (Stearns et al., 2015). Result showed a reduction in breast cancer

recurrence of 38% in women reporting symptoms at three months (HR = 0.62 (0.33

- 1.18); P = 0.15). However, the reduction decreased for women reporting symptoms

at six and 12 months to 20% (HR = 0.80 (0.59 - 1.07); P = 0.13) and 19% (HR =

0.81 (0.63 - 1.03); P = 0.09) respectively (Stearns et al., 2015). These findings provide

evidence of an association between side effects and breast cancer and it is therefore

important to further study the relationship in the preventive setting.

The association of side effects and breast cancer outcomes is far from certain. Four

observational studies reported conflicting results following investigation of the impact

of tamoxifen related side effects and the effect on breast cancer incidence. In two

case-control studies, women who reported vasomotor symptoms had a lower risk of

breast cancer compared to those who did not report vasomotor symptoms (Huang et

al., 2011; Fei et al., 2013). Additionally, a cohort study, including 108 incidences of

breast cancer, also observed that vasomotor symptoms were associated with a decrease

in breast cancer incidence (Hart et al., 2016). In contrast, a second larger cohort

study, with 348 breast cancer cases reported, found no association between vasomotor

symptoms and breast cancer incidence (Johanneke Van Den Berg et al., 2014).

Persistence of side effects has also drawn attention with some studies in healthy women

showing that longer term side effects can predict breast cancer outcomes and are even

associated with symptom severity and type of breast cancer (Chlebowski et al., 2019).

Results from the Women’s Health Initiative (WHI) study indicate that healthy women

not taking endocrine therapy but reporting vasomotor symptoms for longer than 10

years had a statistically significant increase in breast cancer incidence compared to

those who do not suffer vasomotor symptoms (Chlebowski et al., 2019). Interestingly,

women with long-term vasomotor symptoms have an increased risk of ER-negative

333



breast cancers (Chlebowski et al., 2019). This suggests women who are long-term

oestrogen deficient have an increased risk of cancers, which rely on stimulation other

than oestrogen to grow and develop. This poses an interesting question as to whether

side effects which occur early during preventive endocrine therapy and are thought

to be the result of low oestrogen concentrations can be used to predict breast cancer

outcomes in the future.

This chapter investigates whether the occurrence of HFs and gynaecological symptoms,

including vaginal discharge ad vaginal dryness, in the IBIS-I trial and HFs, gynaeco-

logical changes and arthralgia in the IBIS-II trial, within the first six months of trial

initiation, predicts breast cancer risk in the prevention setting. These symptoms are

linked to the mechanisms of drug metabolism or the effect of an oestrogen deficient

environment. Therefore, these side effects could be used as markers to predict a subse-

quent reduction in breast cancer incidence. The impact of the side effects in subgroups

of women categorised by treatment allocation and menopausal status at baseline are

addressed as well as the role of side effect severity on breast cancer outcomes.

What we already know

• Side effects, particularly HFs, have shown in the adjuvant setting that they can be

markers for tamoxifen efficacy

• HFs and joint symptoms in women taking tamoxifen have shown to reduce the re-

currence of breast cancer

• In women taking anastrozole vasomotor and joint symptoms have shown reduced

breast cancer recurrence

• Persistent vasomotor symptoms (> 10 years) in the adjuvant setting are associated

with an increase in breast cancer incidence

What this analysis adds

• The impact of side effects in the prevention setting to assess their role in breast cancer

risk

• Reviews side effects risk on all breast cancers and ER-positive breast cancers

• Review side effects by menopausal status and time since menopause
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8.2 Methodology

8.2.1 Study population

This analysis used data from the double-blinded, randomised, placebo-controlled IBIS-

I and IBIS-II trials. Details of the trial design, methodology and primary outcomes

have been published elsewhere and study inclusion and exclusion criteria described in

section 3.1 - 3.2 and in previous publications (Cuzick et al., 2002, 2007, 2014, 2015,

2020). For IBIS-I, the cut-off date was the 1st May 2014 and for IBIS-II the cut-off

date was the 30th September 2019 in line with previously reported long-term follow up

of each trial (Cuzick et al., 2015, 2020). Breast cancer events occurring after this date

were not included in the analysis.

Data for breast cancers during active follow up were reported during follow-up visits.

Data for breast cancers outside the active follow-up period, as well as deaths, were

obtained from annual follow-up questionnaires. In the UK, cancers and deaths were

also reported by the Office for National Statistics. In non-UK centres, annual ques-

tionnaires, annual clinic visits, or hospital notes were used to collect these data, sup-

plemented by a national registry in Finland (Cuzick et al. 2015). Follow-up time was

calculated from time of randomisation to breast cancer event, death, or final follow-up

date.

In IBIS-I, side effects were reported on a six month basis and were reported by par-

ticipants at each follow-up visit for five years (Cuzick et al., 2002, 2007, 2015). Self-

reported side effect severity (mild, moderate or severe) was also collected at each follow

up point. For IBIS-II side effects were collected at six and 12-months after which side

effects were collected at the annual follow-up visits (Cuzick et al., 2014, 2020). No

information regarding the number of side effects experienced within each six month

period was collected for either study.

Menopausal status in the IBIS-I study was assessed by self-reports and no hormone

testing was performed to definitively assess menopausal status. As a result, it was

not possible to effectively assess change in menopausal status between baseline and

six months. Therefore, all menopausal analysis in the IBIS-I trial was referenced to

baseline menopausal status and no correction was made for women who became post-
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menopausal during the first six months. In the IBIS-II trial, women with follicle stim-

ulating hormone of greater than 30 IU/L were ineligible for participation on the trial,

as this concentration was considered to indicate premenopausal status.

For IBIS-I, all women whose side effect status was known and who did not develop

breast cancer before the six month follow up point were included in the analysis. Six

women who developed breast cancer and two women who died during the first six

months after randomisation were excluded from the analysis, as were 400 women who

had missing side effect status over the same period, leaving 6,746 women for this

analysis. The IBIS-II analysis included all women whose side effect status was known

and who did not develop breast cancer before the six month follow up point. Six women

who developed breast cancer, and 267 women who had missing side effect status six

months after randomisation were excluded leaving 3,591 women for this analysis (Figure

8.1). For both analyses, follow-up time began at the six month time point to enable

side effects reported during this time period to be measured.

Figure 8.1: Analysis profile with the number of women remaining in each
treatment arm after removal of women with missing side effect data and
those who had breast cancer or died in the first six months of trial.

8.2.2 Statistical analysis

The primary objective was to establish whether side effects reported by women ran-

domised to tamoxifen or anastrozole during the first six months were predictive of

breast cancer occurrence. In this analysis, the side effects of interest were HFs and

gynaecological symptoms in the IBIS-I cohort and HFs, gynaecological changes and

arthralgia in the IBIS-II cohort, as these were the major side effects associated with

tamoxifen and anastrozole respectively (Cuzick et al., 2015, 2020). The primary end-

point was breast cancer (invasive and ductal carcinoma in situ). Follow-up time was
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calculated from time of randomisation to breast cancer event, death, or final follow-up

date.

Side effects are believed to be a result of oestrogen deficiency; therefore, a secondary

objective was to assess how side effects affected oestrogen receptor (ER)-positive breast

cancer incidence as ER-positive breast cancer was the breast cancer sub-type which

responds best to endocrine therapy. In the secondary analysis, women who had ER-

negative breast cancer or women whose ER status was unknown were censored at the

time of breast cancer but not classified as an ER-positive breast cancer event. Other

secondary objectives included an analysis of side effect impact on all breast cancer and

ER-positive breast cancer in the tamoxifen group of IBIS-I and the anastrozole group

of IBIS-II according to menopausal status and time since menopause.

In the IBIS-I analysis, women with unknown menopausal status were excluded (N

= 37; Tamoxifen N = 23, Placebo N = 14). Postmenopausal women were classified

as newly menopausal if time between menopause and randomisation was five years or

less, menopausal for 5-10 years, or greater than ten years postmenopausal. Of the 1,813

women on tamoxifen who were postmenopausal, 363 women had been postmenopausal

for less than five years, 315 women have been postmenopausal for 5-10 years and

234 women postmenopausal for greater than ten years at study entry. Time since

menopause was unknown for 901 women who were excluded from the analysis.

Women in the IBIS-II population were all postmenopausal at study entry. Of the 1,779

women randomised to anastrozole for whom information on side effects during the first

six months was available and who did not have any breast events during the first six

months 438 had been postmenopausal for less than five years at study entry, 534 had

been postmenopausal for 5-10 years and 776 were postmenopausal for greater than ten

years. Twenty six women had an unknown time since menopause and were excluded

from this secondary analysis.

The third objective was to assess the severity of symptoms reported by women during

the first six months of tamoxifen or anastrozole therapy to determine whether those

who suffer from more severe symptoms have a greater impact on all breast cancer

incidence and ER-positive breast cancers.

The final objective was to investigate the association between side effects and any

breast cancer and ER-positive breast cancer occurrence in those randomised to placebo
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in the IBIS-I and IBIS-II populations. Side effect impact in the placebo group of

IBIS-I was also investigated by menopausal status. Thirty seven women had unknown

menopausal status and were excluded from the analysis. All women enrolled on IBIS-II

are confirmed postmenopausal so no analysis by menopausal status was required.

For all primary and secondary analyses, Cox proportional hazard models were used to

estimate hazard ratios (HR) and 95% confidence intervals (CI) for associations between

side effects and breast cancer incidence. Kaplan-Meier curves were plotted for all

breast cancer and ER-positive breast cancer incidence in the tamoxifen and anastrozole

arms of IBIS-I and IBIS-II respectively dependent on side effect status at six months

after therapy start. Chi-squared tests were used to assess the heterogeneity between

menopausal subgroups in the IBIS-I analysis.

8.3 Results

8.3.1 Baseline characteristics

In the IBIS-I group baseline characteristics were evenly distributed between the two

treatment arms and are shown in Table 8.1. Median follow up time was 16.6 years

(IQR 14.8 - 18.2) and median age was 49.0 (IQR 46.0 - 55.0). 54.2% of women were

postmenopausal, 59.4% never used hormone replacement therapy before trial entry,

and 50.7% were never smokers (Table 8.1). 39.1% (N = 2,629) women experienced

HFs within the first six months and 22.1% (N = 1480) women experienced gynaecolog-

ical symptoms. Women randomised to tamoxifen reported an approximate three-fold

increase in the odds of reporting HFs during the first six months (Tamoxifen: 51.9% vs

Placebo: 26.7%, OR = 2.97 95%CI (2.68 – 3.29): P < 0.0001). An approximate 3.5-fold

increase in vaginal discharge (15.4% vs 4.7%, OR = 3.67 (3.06 – 4.42); P < 0.0001)

and a 20% increase in vaginal dryness (9.2% vs 7.6%, OR = 1.24 (1.04 – 1.47); P =

0.02) were reported at the six months visit by women randomised to tamoxifen when

compared to placebo. Most HFs were mild, 83.0% and 73.8% of women randomised to

placebo and tamoxifen respectively. 89.4% of vaginal discharge reported in the placebo

group were mild compared to 87.3% of reported vaginal discharge symptoms in the

tamoxifen group. 94.5% of vaginal dryness reports in the placebo group and 89.8% of

vaginal dryness symptoms in the tamoxifen group were mild.
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In the IBIS-II analysis, baseline characteristics were evenly distributed between the two

treatment arms and are shown in Table 8.1. Median follow up time was 11.3 years and

median age was 59. 47.4% of women in the placebo and anastrozole groups had used

hormone replacement therapy before trial entry (Table 8.1). In the anastrozole arm,

32.7% (N = 581) women experienced arthralgia within the first six months the majority

of which, 62.0% (N = 360), were mild. Reports of arthralgia in the anastrozole group

were significantly larger than those reported in the placebo group (anastrozole = 581

vs placebo = 482, OR = 1.34, (1.16-1.54); P < 0.01). 44.7% of women randomised

to women anastrozole experienced HFs; a statistically significant 47% increased risk

compared to the placebo group (anastrozole = 796 vs placebo = 642, OR = 1.47

(1.29-1.69); P < 0.01). The majority of HFs were mild, 60.2% and 59.8% of women

randomised to anastrozole and placebo respectively. Women randomised to anastrozole

reported a 36% increase in the odds of reporting vaginal changes during the first six

months (197 vs. 152, OR = 1.36 (1.09-1.70); P < 0.01) compared to women in the

placebo group. 68.5% of vaginal changes reported in the anastrozole group were mild

and 67.1% of reported symptoms in the placebo group were mild.
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8.3.2 IBIS-I

8.3.2.1 Side effects and breast cancer outcomes in women randomised

to tamoxifen during the IBIS-I study

No significant effect of HFs for the prediction of breast cancer was observed when

compared to women not reporting these symptoms at the six month visit (HR = 1.27

(0.98 - 1.64); P = 0.07) (Figure 8.2 Panel a, Table 8.2). However, those reporting

severe HFs (HR = 1.62 (0.99 - 2.64); P = 0.06) were at higher risk of developing breast

cancer than those who reported mild (HR = 1.23 (0.93 - 1.62); P = 0.14) or moderate

(HR = 1.23 (0.77 - 1.96); P = 0.39) HFs compared to no HFs. Similarly, no significant

difference in breast cancer incidence was observed in women who reported vaginal

discharge (HR = 0.73 (0.50 - 1.08); P = 0.12) or vaginal dryness (HR = 0.89 (0.57

- 1.41); P = 0.63) at six months compared to those without these symptoms (Figure

8.2 Panel b and c, Table 8.2). Due to small numbers of severe gynaecological events,

and a lack of breast cancer events, symptom severity did not impact the risk of breast

cancer. However, women who reported moderate severity vaginal dryness symptoms

had a non-statistically significant increase in breast cancer incidence compared to those

without symptoms (HR = 1.77 (0.56 - 5.54); P = 0.33) which was not observed in those

reporting mild vaginal dryness symptoms (HR = 0.84 (0.51 - 1.38); P = 0.49).
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Figure 8.2: Kaplan-Meier graphs for breast cancer incidence in the ta-
moxifen arm with and without side effects. A – Hot flushes, B – Vaginal
discharge, C – Vaginal dryness.
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8.3.2.2 Impact of side effects on breast cancer incidence in pre and

postmenopausal women randomised to tamoxifen in the IBIS-

I trial

Postmenopausal women who reported HFs at six months had a statistically significant

increase in breast cancer compared to those without HFs (HR = 1.61 (1.13 - 2.28); P

= 0.01) (Figure 8.3 Panel a, Table 8.2). Breast cancer risk increased as severity of HFs

increased in postmenopausal women. Women reporting mild HFs had a statistically

significant increase in breast cancer risk (HR = 1.49 (1.02 - 2.17); P = 0.04). Breast

cancer risk increased for women reporting moderate (HR = 1.80 (1.02 - 3.17); P =

0.04) and severe (HR = 2.06 (1.15 - 3.69); P = 0.01) HFs compared to those not

reporting any HFs. Neither gynaecological symptom predicted breast cancer incidence

in postmenopausal women (vaginal discharge: HR = 0.64 (0.38 - 1.07); P = 0.09;

vaginal dryness: HR = 0.90 (0.51 - 1.59); P = 0.71) (Figure 8.3 Panel b,c, Table 8.2).

No association between HFs and breast cancer was observed for premenopausal women

(HR = 0.91 (0.62 - 1.35); P = 0.65) (Table 8.2). Similarly, vaginal discharge and

vaginal dryness were not predictive of breast cancer compared to women not reporting

these symptoms (Table 8.2). No statistically significant observations in either pre or

postmenopausal women were observed for either vaginal discharge or vaginal dryness

due to small numbers of severe symptoms reported.
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Figure 8.3: Kaplan-Meier graphs for breast cancer incidence in the tamox-
ifen arm with and without side effects in postmenopausal women. A – Hot
flushes, B – Vaginal discharge, C – Vaginal dryness
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8.3.2.3 Impact of side effects on ER-positive breast cancers in women

randomised to tamoxifen

A secondary endpoint of the analysis was ER-positive breast cancer. Women who

reported HFs had a statistically significant 38% increase in ER-positive breast cancer

compared to those without HFs at six months (HR = 1.38 (1.01 - 1.87); P = 0.04)

(Table 8.3). When HFs were analysed by severity, no statistically significant increase in

breast cancer incidence was observed for the overall population of women randomised

to tamoxifen.

In postmenopausal women, an association between HFs and ER-positive breast cancer

was observed (HR = 1.82 (1.19 – 2.80); P = 0.01) (Table 8.3). When analysed by

severity, mild HFs (HR = 1.78 (1.13 - 2.81); P = 0.01) had a statistically significant

increase in the risk of breast cancer when compared to no HFs. Women reporting

moderate (HR = 1.94 (0.97 – 3.87); P = 0.06) and severe HFs (HR = 1.94 (0.92 - 4.10);

P = 0.08) had a non-statistically significant increase in breast cancer risk compared to

women who did not report HFs. Postmenopausal women who reported either vaginal

discharge or vaginal dryness had a non-significant decrease in ER-positive breast cancer

compared to those not reporting this symptom (Table 8.3). No significant effects were

seen in premenopausal women (Table 8.3). Similar results were observed according to

severity of side effects. Due to a lack of severe or moderate gynaecological symptoms

in premenopausal women, the risk of ER-positive breast cancer in this sub-group was

not reportable. A test for heterogeneity between menopausal status and any side effect

was not significant (all Pheterogeneity > 0.05).
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8.3.2.4 Influence of time since menopause on breast cancer outcomes

in women on the IBIS-I study

Women randomised to tamoxifen who were postmenopausal for less than five years

before randomisation had a non-significant increase in all breast cancers (HR = 2.02

(0.91 - 4.49); P = 0.08) and an almost 3-fold non-statistically significant increase in ER-

positive breast cancer (HR = 2.58 (0.97 - 6.88); P = 0.06) if they reported symptoms

at the six month follow-up visit. Women who were postmenopausal for more than

ten years before randomisation, had a statistically significant increase in any breast

cancer if they reported HFs (HR = 4.35 (1.18 – 16.06); P = 0.03). However, the

increase was not maintained for ER-positive breast cancers (HR = 4.37 (0.88 – 21.64);

P = 0.07). There was no association between side effects and breast cancer outcome

was observed for women who had been postmenopausal for between five and ten prior

to randomisation. No association between gynaecological side effect and time since

menopause was observed.

8.3.2.5 Side effects and breast cancer outcomes in the IBIS-I placebo

group

In women randomised to placebo, HFs did not predict overall breast cancer incidence

(HR = 0.98, (0.77 - 1.24); P = 0.87) or ER-positive breast cancer (HR = 0.98 (0.75

- 1.29); P = 0.89) compared to those not reporting HFs (Table 8.4). Neither of the

gynaecological symptoms predicted breast cancer incidence: vaginal discharge (HR =

0.76 (0.44 - 1.38); P = 0.33) and vaginal dryness (HR = 1.02 (0.69 - 1.50); P = 0.94)

(Table 8.4) compared to those not reporting gynaecological symptoms in the placebo

group.

Postmenopausal women who reported any side effect had no statistically significant

increase in breast cancer incidence compared to those not reporting these symptoms

for either all breast cancer or ER-positive breast cancers (Table 8.4).

Premenopausal women who experienced HFs had a non-significant decrease in breast

cancer incidence compared to those without HFs for all breast cancers (HR = 0.92

(0.62 - 1.36); P = 0.67) and ER-positive breast cancers (HR = 1.00 (0.64 - 1.57);

P = 0.99) (Table 8.4). Gynaecological symptoms, particularly vaginal dryness, did
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not predict breast cancer nor ER-positive breast cancer incidence in premenopausal

women randomised to placebo compared to those who did not experience symptoms,

(Table 8.4). However, vaginal discharge in this sub-group of women did suggest a

non-statistically significant decrease in all breast cancer (HR = 0.27 (0.07 - 1.10); P =

0.07) and ER-positive breast cancer (HR = 0.37 (0.09 – 1.51); P = 0.17) compared to

premenopausal women who do not report any vaginal discharge in the first six months

of IBIS-I (Table 8.4).

Heterogeneity testing of subgroups for all breast cancers and ER-positive breast cancer

indicated that all subgroups were similar (all Pheterogeneity > 0.05).
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8.3.3 IBIS-II

8.3.3.1 IBIS-II analysis of side effects and breast cancer incidence in

women randomised to anastrozole

No significant effect of arthralgia on breast cancer incidence was observed when com-

pared to women in the anastrozole group not reporting these symptoms at the six

month visit (HR = 1.39 (0.89 - 2.15); P = 0.15) (Figure 8.4). However, those who

reported mild arthralgia events (HR = 1.56 (0.95 - 2.55); P = 0.08) were at higher,

but not significant, risk of breast cancer than those who reported moderate (HR =

1.24 (0.61 – 2.52); P = 0.55) or severe (HR = 0.54 (0.08 – 3.94); P = 0.55) arthralgia

compared to no arthralgia.

HFs reported at the six month visit were associated with a non-statistically significant

reduction in breast cancer incidence when compared to those not reporting these symp-

toms (HR = 0.92 (0.59 - 1.41); P = 0.69) (Figure 8.4). Women who reported moderate

HFs (HR = 0.48 (0.21 - 1.14); P = 0.09) were at lower risk of breast cancer than those

who reported mild (HR = 1.10 (0.68 - 1.78); P = 0.69) or severe (HR = 1.23 (0.44 -

3.42); P = 0.69) HFs compared to no HFs.

Similarly, no significant difference in breast cancer incidence was observed in women

who reported vaginal changes (HR = 0.73 (0.34 - 1.59); P = 0.43) at six months

compared to those without these symptoms (Figure 8.4). Despite small numbers of

severe vaginal changes reported, symptom severity did not appear to impact the risk

of breast cancer. Women who report mild or moderate severity vaginal changes have

a non-statistically significant decrease in breast cancer incidence compared to those

without symptoms (HR = 0.75 (0.31 - 1.87); P = 0.54) and (HR = 0.48 (0.07 - 3.47);

P = 0.47) respectively. However, women who had severe vaginal changes had a non-

statistically significant increase in the risk of breast cancer events (HR = 1.14 (0.16 -

8.18); P = 0.90).
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Figure 8.4: Kaplan-Meier graphs for breast cancer incidence in the IBIS-II
anastrozole arm with and without side effects in postmenopausal women.
A –Arthralgia, B – Hot flushes, C – Gynaecological symptoms.

352



8.3.3.2 Impact of side effects on ER-positive breast cancer in women

randomised to anastrozole

A secondary endpoint of the IBIS-II analysis was ER-positive breast cancer. Women

in the anastrozole group who experienced arthralgia in the first six months had a

statistically significant 90% increase in the risk of ER-positive breast cancers compared

to those who did not report any symptoms (HR = 1.90 (1.11 - 3.27); P = 0.02) (Figure

8.5). Women who reported mild arthralgia events (HR = 2.35 (1.31 - 4.21); P < 0.01)

were at higher risk of breast cancer than those who reported moderate arthralgia (HR

= 1.50 (0.62 - 3.62); P = 0.37). Due to a lack of severe arthralgia events and no

ER-positive events in this group, the risk of breast cancer in this sub-group was not

reportable.

Women who had HFs had a non-statistically significant decrease in the risk of breast

cancer (HR = 0.74 (0.42 - 1.29); P = 0.29) compared to those without HFs (Figure

8.5). Analysis of HFs by severity of symptom showed that severity did not have any

effect on ER-positive breast cancer risk. Women who reported mild or severe HFs had

a non-statistically significant decrease in the risk of ER-positive breast cancer (HR =

0.86 (0.46 - 1.62); P = 0.65) and (HR = 0.90 (0.22 - 3.73); P = 0.88) compared to no

reported HFs respectively. Women who reported moderate HFs had a non-statistically

significant 54% decrease in ER- positive breast cancer risk (HR = 0.46 (0.16 - 1.31); P

= 0.15).

Gynaecological symptoms experienced during the first six months of anastrozole ther-

apy was not significantly associated with a decrease in ER-positive breast cancer risk

(HR = 0.66 (0.24 - 1.82); P = 0.42) (Figure 8.5). Due to the lack of moderate or severe

vaginal events, analysis of breast cancer risk by severity was not possible. Women

who had mild gynaecological symptoms had a non-statistically significant reduction in

ER-positive breast cancer risk (HR = 0.95 (0.34 - 2.63); P = 0.92).
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Figure 8.5: Kaplan-Meier graphs for ER-positive breast cancer incidence in
the IBIS-II anastrozole arm with and without side effects in postmenopausal
women. A –Arthralgia, B – Hot flushes, C – Gynaecological symptoms.
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8.3.3.3 Influence of time since menopause on breast cancer outcomes

in women on the IBIS-II study

Women on anastrozole who were postmenopausal for less than five years before ran-

domisation had a non-significant increase in all breast cancers (HR = 1.94 (0.92 - 4.08);

P = 0.08) and an approximate 3.5-fold increase in ER-positive breast cancer (HR =

3.36 (1.37 - 8.23); P < 0.01) if they reported arthralgia symptoms at the six month

follow-up visit. Women who reported HFs and gynaecological symptoms had a non-

statistically significant decrease in any breast cancer and ER-positive breast cancer

compared to those without HFs (Table 8.5).

For women who were postmenopausal for between five and ten years before randomi-

sation, no associations between side effects and breast cancer or ER-positive breast

cancer outcomes were observed. This was also the case for women who were greater

than ten year postmenopausal at study entry (Table 8.5).
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8.3.3.4 Side effects and breast cancer outcomes in the IBIS-II placebo

group

Within the IBIS-II trial women randomised to placebo, women who reported arthral-

gia in the first six months of trial had a non-statistically significant reduction in the

incidence of all breast cancer and ER-positive breast cancer (HR = 0.75 (0.50 - 1.11);

P = 0.15) and (HR = 0.79 (0.50 - 1.25); P = 0.32) respectively (Table 8.6).

HFs did not predict breast cancer incidence compared to those not reporting HFs (HR

= 1.06 (0.76 - 1.48); P = 0.73) nor do HFs predict ER-positive breast cancer (HR

= 1.24 (0.84 - 1.81), P = 0.28) (Table 8.6). Additionally, gynaecological symptoms

did not predict all or ER-positive breast cancer incidence (HR = 1.07 (0.60 - 1.89);

P = 0.82) and (HR = 1.24 (0.66 - 2.31); P = 0.51) compared to those not reporting

gynaecological symptoms (Table 8.6).
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8.4 Discussion

In this analysis, results from a retrospective analysis of the IBIS-I and IBIS-II trials,

investigating whether early endocrine symptoms reported during the first six months

of trial by women randomised to tamoxifen, anastrozole or placebo were predictive of

breast cancer occurrence are presented. Prophylactic endocrine therapy for five years

has shown decreased breast cancer risk for women at high risk (Veronesi et al., 2003;

Cuzick et al., 2007, 2020; Goss et al., 2011). The ability to predict survival outcomes

based on treatment-emergent endocrine symptoms would be clinically important. Ret-

rospective analyses of the ATAC, TEAM, and BIG 1-98 trials have suggested that side

effects of endocrine therapy may be associated with superior survival outcomes (Cuzick

et al., 2008; Fontein et al., 2013; Huober et al., 2014). However, analysis of the MA.27

trial found that treatment-emergent symptoms had no significant impact on recurrence

free survival (Stearns et al., 2015).

In contrast to the other adjuvant trials, an analysis by Chlebowski et al. (2019) of

postmenopausal women in the WHI found that women who reported vasomotor symp-

toms, particularly persistent vasomotor symptoms, were more likely to develop breast

cancer than those not reporting these symptoms (Chlebowski et al., 2019). Whilst

these results would seem to support those found in the IBIS-I population, women tak-

ing part in the WHI were not taking tamoxifen or AIs for prevention or treatment of

breast cancer and so are more consistent with the placebo group. Results from both

placebo groups indicate that there are no statistically significant associations between

any side effects and breast cancer incidence in either IBIS-I or IBIS-II.

In the IBIS-I analysis, findings suggest that early reported symptoms did not predict

overall breast cancer occurrence, a finding supported by the results of the IBIS-II

analysis. However, within the IBIS-I study a significant positive association between

HFs and ER-positive breast cancer, specifically in postmenopausal women randomised

to tamoxifen was observed. Similarly, in the IBIS-II study, there was a statistically

significant association between mild arthralgia and an increase in ER-positive breast

cancer incidence in women randomised to anastrozole. Results from the placebo groups

of both trials show no statistically significant associations between any side effect and

breast cancer incidence.
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The results of the IBIS-I analysis contrast with previous investigations. In a systematic

review and meta-analysis of the ATAC, TEAM, BIG1-98, WHEL, IES and MA.27

trials breast cancer patients who experienced endocrine treatment-related symptoms

had a lower recurrence rate than those not reporting these symptoms (Yoo et al.,

2018). This relationship persisted despite numerous changes including different types of

symptoms - vasomotor symptoms and/or musculoskeletal symptoms, the time at which

the side effects were evaluated (three months or 12 months after initiation of endocrine

treatment), inclusion of patients with baseline symptoms, or exclusive inclusion of

postmenopausal women. In all analyses similar HRs, of 0.69 to 0.80, were reported for

the impact of side effects on breast cancer recurrence (Yoo et al., 2018).

Observational studies have also found conflicting results where vasomotor symptoms

were associated with a decrease in breast cancer incidence in two case-control studies

and one cohort study (Huang et al., 2011; Fei et al., 2013; Hart et al., 2016) but no

association was observed in a second cohort study (Johanneke Van Den Berg et al.,

2014).

In both the IBIS-I and IBIS-II studies, contrary to the original hypothesis, HFs did

not predict tamoxifen or anastrozole efficacy for breast cancer, particularly ER-positive

breast cancer in women who were postmenopausal. One explanation for the positive

association in the IBIS-I analysis might be found in oestrogen concentrations. At

menopause oestrogen concentrations rapidly decrease but as women continue aging

oestrogen concentrations decrease at a much slower rate. Therefore, women who are

recently postmenopausal at study entry, less than five years, would have higher oestro-

gen concentrations than those who are long-term postmenopausal. These women may

therefore be at higher risk of breast cancer and side effects due to higher oestrogen

concentrations and greater disruption of oestrogen signalling by tamoxifen. This hy-

pothesis is supported by findings from the IBIS-I analysis that only women who were

postmenopausal for less than five years had a 2.8-fold statistically significant increase

in ER-positive breast cancers and a statistically non-significant 90% increase in all

breast cancers in those reporting side effects. Women who had been postmenopausal

for greater than five years no statistically significant associations were observed.

In further support of the menopausal hypothesis, these results show no evidence of an

association between HFs and breast cancer incidence in premenopausal women. This is

in agreement with studies by Johanneke Van den Berg et al. (2014) where no association
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between HFs and breast cancer was observed in premenopausal women (Johanneke

Van Den Berg et al., 2014). Additionally, Chapman et al. (2011) evaluated the role

of emergent symptoms in premenopausal women randomly assigned to tamoxifen or

placebo in the MA.12 trial (Chapman et al., 2011). Analysis of the MA.12 trial also

observed that treatment-emergent symptoms did not impact recurrence free survival

(P = 0.90) (Chapman et al., 2011).

What is interesting is the disparity in the result of the IBIS-I and IBIS-II analysis.

A possible reason for this may be the different allowance for the use of HRT in each

of the studies. Women in IBIS-I were allowed to continue the use of HRT through-

out the trial; however, women on the IBIS-II trial had to cease HRT prior to starting

anastrozole (Cuzick et al., 2002, 2014). It is possible that the difference observed

in the results between IBIS-I and IBIS-II analyses with regards HFs may be due to

the cessation of HRT. Inclusion of HRT history into Cox models did not change the

reported hazard ratios for side effect impact on all breast cancer nor ER-positive breast

cancer. Analysis of a subgroup of IBIS-I women who had never previously used HRT

showed that, in contrast to previous results, reporting HFs did not have a statistically

significant increase in breast cancer risk. However, results remained close to previous

significance levels in postmenopausal women for all breast cancer (HR = 1.51 (0.87 –

2.63); P = 0.14) and ER-positive breast cancer (HR = 1.94 (0.98 – 3.86); P = 0.06)

suggesting that the differences in trial outcomes cannot be explained by the use of

HRT alone. HRT withdrawal is frequently associated with the appearance of rebound

symptoms and improved breast cancer outcomes, which may explain the disparate

results between the IBIS-I analysis and the IBIS-II analysis.

The effects of withdrawal generally occur promptly and would be recorded at base-

line therefore effects during the first six months of trial would not be classed as new

symptoms. In IBIS-II, baseline vasomotor symptoms were not recorded and therefore

it was not possible to test whether the HFs recorded in the first six months are new

or recurrent symptoms. In ATAC, which did not require an HRT washout period be-

fore random assignment, only 9.5% and 9.3% of patients who started treatment had

baseline vasomotor and joint symptoms, respectively (Stearns et al., 2015). In the

ATAC analysis, only the three month symptom data were investigated, and 55% of pa-

tients receiving either anastrozole or tamoxifen developed symptoms by three months.

Among these ATAC participants, the emergence of vasomotor symptoms was partic-
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ularly pronounced in those who had received prior HRT (P = 0.003) (Cuzick et al.,

2008). Additionally, the reduction in breast cancer recurrence was most pronounced in

those reporting new symptoms (Cuzick et al., 2008). Therefore, is it possible that the

prior use HRT use up until, or near, the start of the IBIS-II trial could have confounded

these results.

The mechanism underlying the relationship between endocrine treatment-related symp-

toms and improved survival remains unclear. There is a strong focus on oestrogen and

the incidence of HFs due to the high prevalence of women who experience HFs as a

result of dramatically decreased oestrogen concentrations as a result of physiological

conditions such as menopause or bilateral oophorectomy (Sturdee, 2008). It is possible

that women with a high concentration of circulating oestrogens are more sensitive to

endocrine therapy and as a result experience more HFs than those with lower concen-

trations. Higher concentrations of oestrogens may put these women at higher risk of

breast cancer due to increased lifetime exposure and therefore may be the link between

increased HFs and a higher risk of breast cancer. It has also been hypothesised that

it is not the concentration of circulating oestrogens which leads to HFs but the extent

to which they are reduced. Women who are newly postmenopausal or those who have

recently been taking HRT will have higher circulating oestrogen concentrations than

those who are long-term postmenopausal and therefore may be at higher risk of both

breast cancer and of developing menopausal-like symptoms.

HFs are not the only reported side effects in this analysis which have a statistically

significant increase in breast cancer incidence. The analysis of women randomised

to anastrozole on the IBIS-II study shows that arthralgias reported in the first six

months which are associated with an increase in breast cancer incidence particularly

ER-positive breast cancer. Whilst the aetiology of HFs has been well discussed, the

aetiology of musculoskeletal symptoms is more obscure. However, several hypotheses

have been reported. Disruption of oestrogen concentrations, the increased sensation

of pain stimuli (antinociceptive effects) due to oestrogen deficiency, accumulation of

fluid in and around the joints, and autoimmunity increasing joint inflammation are

some of the possible sources of musculoskeletal symptoms (Gaillard and Stearns, 2011;

Honda et al., 2011). AI-associated musculoskeletal symptoms may also be as a result

of pharmacogenetic or genetic factors (Henry, Giles and Stearns, 2008). Connecting

these causes to the association between musculoskeletal symptoms and increased breast
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cancer with endocrine therapy requires additional investigation.

The use of pharmacological interventions to manage side effects should also be consid-

ered when investigating the relationship of side effects and breast cancer incidence as

symptoms may be influenced by concomitant use of interventions alleviating symptoms

(Henry, Giles and Stearns, 2008). Women suffering from HFs may be prescribed treat-

ment to alleviate these symptoms e.g. Selective Serotonin Reuptake Inhibitors (SSRIs)

or HRT (Cella and Fallowfield, 2008). Both of these treatments would increase the

risk of developing breast cancer due to the new influx of oestrogens associated with

HRT and inhibition of CYP2D6 a key enzyme in the conversion of tamoxifen to its

more potent metabolite endoxifen by SSRIs. This provides a potential link between

the reports of vasomotor symptoms and an increased risk of breast cancer.

Furthermore, the effects of arthralgia pain medications may have confounded results in

the IBIS-II trial. Details of aspirin use and other nonsteroidal anti-inflammatory drugs

(NSAIDs), which may have been prescribed to manage symptoms, were not rigorously

collected in either the ATAC or the IBIS-II trial. However, in the ATAC study, 12%

of patients reported the use of cyclooxygenase-2 inhibitors (Stearns et al., 2015). The

use of NSAIDS and cyclooxygenase-2 inhibitors in the ATAC trial could have been

directed toward controlling symptoms, which may have improved adherence and thus

led to improved breast cancer outcomes.

Despite this variety of approaches and evidence, the link between endocrine treatment-

related symptoms and treatment efficacy may be simply the result of differences in

adherence. In the ATAC trial, a nonsignificant increase in patient drug adherence was

observed in patients reporting symptoms (88%) compared with those with no symptoms

(84%) (Cuzick et al., 2008). Physical symptoms are only recorded when patients report

them, and a hypothesis that patients reporting their symptoms might be more likely

to take their pills than those who do not report symptoms is a possible explanation.

However, it has been established that side effects are a major reason for nonadherence

to endocrine therapy (Smith et al., 2016). 63.9% of women enrolled on IBIS-I were

adherent to the full five years of endocrine therapy and 65.7% were adherent in the

IBIS-II study (Cuzick et al., 2007; Sestak et al., 2018). Furthermore, another study

reported higher rates of symptoms in nonadherent patients (Brett et al., 2018). Both

lower adherence due to side effects and the increased rate of side effects in non-adherent

patients challenge the hypothesis that the benefits seen in other trials are as a result of
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better adherence. The issue of adherence was not the focus of this analysis and further

studies investigating the impact of adherence on breast cancer outcomes in women who

experience side effects should be undertaken.

The difficulty with accounting for adherence lies within the measure of adherence and

the length of time that a woman is adherent. The measure of adherence can be through

direct, measurement of drug or metabolite levels or indirect such as pill-counts, elec-

tronic databases, self-reported via questionnaires, or electronic monitoring systems

(Anghel et al., 2019). There are advantages and disadvantages to each of these various

techniques for measuring adherence, and whilst we cannot tell if patients actually took

the medication, women at high-risk of breast cancer are probably motivated to be ad-

herent, as reflected in the high levels of adherence reported in the IBIS-I and IBIS-II

trials.

In addition to pill counts, the time when a woman becomes non-adherent must be con-

sidered. If side effects are reported at six months but a woman remains adherent until

24-30 months, can this be associated with the previously reported side effects? This

situation is difficult to argue and make a fixed assessment of adherence complicated.

A future study could investigate the impact of side effects and adherence on breast

cancer outcomes, but any such study may benefit from an adherence scale in which

pill counts and time on therapy are included as a score to determine how adherent the

participant was to therapy.

Analysis of both the IBIS-I and IBIS-II datasets found no significant effects for the asso-

ciation between gynaecological symptoms and breast cancer incidence. Since oestrogen

is vital for the maintenance of vaginal epithelium and underlying tissues, without it

the epithelium can thin resulting in dryness, discomfort and possible bleeding (Krause

et al., 2010). It is possible that tamoxifen provides a pseudo-oestrogenic effect on

the vagina increasing secretions without the presence of oestrogen. The incidence of

vaginal discharge may represent the successful conversion of tamoxifen to more po-

tent metabolites and thus a better breast cancer outcome. Conversely, vaginal dryness

would suggest that there is little oestrogenic action of tamoxifen on the vagina trans-

lating to a lack of efficacy of tamoxifen and no reduction in breast cancer incidence.

Very few women in the IBIS-II study reported gynaecological symptoms. This may be

due to the mode of action of anastrozole which, as opposed to tamoxifen, does not bind

to the ER leaving the ER binding site clear. Free ERs may allow some stimulation by
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androgens, precursors of oestrogens, minimising some of the vaginal issues reported in

tamoxifen studies. A combination of few reports of gynaecological symptoms and an

absence of oestrogens due to AIs could result in any effects being difficult to observe

due to a small number of events in each case.

Endocrine therapy significantly reduces the number of breast cancer events in women

at high risk when compared to a group of similar risk women on placebo (Cuzick et

al., 2015, 2020). Despite the impact of side effects on quality of life, endocrine therapy

should be promoted and used as an effective tool for reducing a woman’s risk of breast

cancer. What these analyses highlight is that side effects are a real concern in the

prevention of breast cancers. Potential mechanisms behind these outcomes have been

suggested but remain poorly understood. Nevertheless, strategies must be put in place

for management of side effects whilst retaining the benefit of endocrine therapy. These

strategies could include personalised endocrine therapy regimes targeting-specific pop-

ulations, who are at lower risk of serious side effects and women with high-risk benign

breast lesions who derive greater benefit from anti-oestrogens. Identifying women who

are at high risk of side effects is the main focus of this thesis. The identified risk

factors, and prediction tools developed through-out this thesis could be important for

the identification of women at high risk of side effects. Using these tools to minimise

toxicities with the use of treatment holidays, lower doses of tamoxifen or switching

to alternative endocrine therapies, such as AIs, rather than “treating” symptoms and

risking drug interactions negating the benefits of tamoxifen should be explored. Lower

doses of tamoxifen, 5 mg/d rather than 20 mg/d, for a shorter period of time, three

years vs five years, have shown to be effective at reducing breast cancer events (HR

= 0.48 (0.26 – 0.92); P = 0.02) whilst having limited toxicity (DeCensi et al., 2019).

Lower doses of tamoxifen are therefore a possible option for women who experience a

high number of side effects, but would benefit from preventive endocrine therapy.

The major strength of this analysis is that it is among the first to investigate the

relationship between early reported side effects and breast cancer incidence in the

preventive setting for women randomised to tamoxifen and anastrozole. The analysis

benefits from data from two large clinical placebo-controlled trials both of which have

long-term follow-up and detailed assessment of breast cancer outcomes and side effects

at each six monthly follow-up visit. Analyses focused on the relationship between early

side effects reported at the six month follow up visit and breast cancer incidence because
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the vast majority of side effects are first reported within the first six months. This

analysis is also amongst the first to compare the effects of tamoxifen and anastrozole

side effects and their impact on breast cancer incidence, a subject that has previously

only been addressed in the adjuvant setting.

The limitations of this analysis include that all side effects were self-reported and

based on previously established toxicity outcomes. While this analysis focussed on

the most common endocrine therapy side effects which were previously believed to be

suitable markers for endocrine therapy efficacy, it remains possible that other previously

unknown side effects exist that have a different impact on breast cancer outcomes.

Presence of side effects prior to study entry were not collected and therefore could

not be accounted for in this study. This means that it was not possible to identify

new side effects that may be as a result of starting endocrine therapy and those which

were a continuation of those experienced during menopause. Concomitant medications

were also not accounted for in this analysis. Whilst adherence to therapy was known

at the six month follow-up, we have not assessed full five year adherence and breast

cancer outcome; however, the impact of side effects on adherence has been addressed

in previous publications (Smith et al., 2016; Sestak et al., 2018). Due to the amount of

variation that should be considered to account for adherence, the impact of adherence

to endocrine therapy in women who have experienced different severities of side effects,

particularly HFs, should be considered in a separate analysis. Finally, onset of side

effects later in the treatment period may contribute to breast cancer outcomes and

might be a possible explanation for some of the findings in this analysis.

8.5 Conclusions

In summary, the majority of studies of patients who received tamoxifen or AI reported

a relationship between emergence of vasomotor and musculoskeletal symptoms and sur-

vival outcomes. This study, examining two types of endocrine therapy, failed to show

a positive association between symptoms and breast cancer outcome. Indeed, results

of this analysis suggests that HFs have a weak association with overall breast cancer

outcome for women on tamoxifen. In postmenopausal women randomised to tamoxifen

the association of HFs with breast cancer incidence was stronger particularly in those

who have been postmenopausal for under five years. In particular HFs were associated
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with a significant increase in ER-positive breast cancer was observed if women were

postmenopausal for less than five years before study entry. Women taking anastrozole

who report arthralgias have a weak positive association with overall breast cancer out-

comes and a statistically significant positive association was observed for ER-positive

breast cancer. There was no statistically significant association between HFs and over-

all breast cancer or ER-positive breast cancer in women randomised to anastrozole.

Results show that gynaecological symptoms reported by women randomised to tamox-

ifen or anastrozole were not good markers for prediction of subsequent breast cancer

incidence. The findings of this analysis are in contrast to those observed in the adjuvant

setting and highlight the need for further study to fully understand the relationship

between side effect and breast cancer outcomes.

The findings of this analysis are in no way meant to support non prescription of en-

docrine therapy to women at high risk of breast cancer. Preventive endocrine therapy

is a vital opportunity to decrease a woman’s risk of future breast cancer and suitable for

women at high risk. This analysis highlights the importance of side effects in achieving

the goal of preventing breast cancer and shows that predictive tools are required to

determine a woman’s risk of endocrine therapy side effects to ensure that women are

better informed of the side effect risks prior to starting endocrine therapy. Bothersome

side effects should be managed as effectively as possible to support continuation and

adherence to therapy, and it is premature to counsel patients on whether to continue

or change their endocrine therapy based on side effects alone.
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Chapter 9: Conclusions and further work

9.1 Conclusions and findings

This thesis investigated the association between genetic, hormonal and clinical risk

factors and the incidence of menopausal-like side effects of endocrine therapy. The

primary thesis hypothesis was that baseline measurements, genetic variants and hor-

monal factors could be established to identify women who may be at increased risk of

developing side effects and subsequently combine risk factors to produce a model to

predict side effect incidence during endocrine therapy. It is also hypothesised that, as

in the adjuvant setting, women who report side effects are at lower long-term risk of

breast cancer and that the presence of side effects is a marker that endocrine therapy

is effective.

This thesis tested these hypotheses over five chapters: chapters 4-6 assessing risk fac-

tors for side effects, chapter 7 describing prediction models for side effects and chapter

8 exploring the impact of side effects on breast cancer incidence. An introduction and

description of study aims, methods, results, discussions and conclusions were presented

separately for each chapter. In this final chapter, the findings of the thesis are sum-

marised and areas for future research are identified and discussed. Additionally, the

impact of the thesis and target groups who may benefit from the work of the thesis are

discussed.

Chapter 1 introduced the current scientific position regarding breast cancer outlining

incidence, risk factors and the ongoing efforts to combat breast cancer including a

summary of the major prevention and adjuvant trials and introducing two main en-

docrine therapies used for prevention of first breast cancer and prevention of breast

cancer recurrence. Chapter 1 also introduced the issue of endocrine therapy side ef-

fects, their incidence in major prevention trials, potential risk factors and their impact

on reduction of uptake and adherence to endocrine therapy. The literature regarding

breast cancer prediction models and their application to side effect prediction was also

summarised and highlighted.
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Chapter 2 contained the rationale for the thesis and the study aims and objectives for

each chapter.

Chapter 3 summarised the general methods used throughout the thesis, identified where

techniques were used, and why these methods were appropriate for each analysis. It

was included as a reference chapter to inform chapters 4-8.

Chapter 4 assessed whether clinical baseline factors, are risk factors for side effects.

The aim was to investigate whether randomised treatment, menopausal status, age,

BMI, HRT use, smoking status, and reproductive factors, increased or decreased the

risk of side effects. Women who were randomised to tamoxifen had an approximate

three-fold increase in HF incidence (OR = 2.95 95%CI (2.66 – 3.26): P < 0.01) and

a two-fold increase in gynaecological symptoms (OR = 2.13 (1.90 – 2.41); P < 0.01)

compared to women randomised to placebo. Women randomised to anastrozole had a

47% increase in HFs (OR = 1.47 (1.29 - 1.68); P < 0.01), a 36% increase in the number

of gynaecological symptoms (OR = 1.36 (1.09 - 1.70); P = 0.01 and a 34% increase in

arthralgia (OR = 1.34 (1.16 - 1.54); P < 0.0001) compared to women randomised to

placebo. Within the IBIS-I trial, menopausal status was also found to be an important

risk factor for side effects. Premenopausal women in the IBIS-I trial had significantly

fewer reports of HFs (OR = 0.71 (0.65 – 0.79); P < 0.001) but were at increased risk

of gynaecological symptoms (OR = 1.33 (1.19 – 1.50); P < 0.001) than women who

were postmenopausal. Given the influence of these risk factors, women were subse-

quently partitioned into subgroups by menopausal status and randomised treatment

to assess other risk factors. The most common risk factors for side effects when taking

either tamoxifen or anastrozole were age at randomisation, HRT use and BMI. Other

factors which affect side effect incidence in some subgroups, but not all, were age at

menarche, smoking (current), time since menopause and previous hysterectomy. It is

likely that all these factors mediate their effects via sex hormone concentrations in pre

and postmenopausal women (Endogenous Hormones and Breast Cancer Collaborative

Group, 2011, 2013). The anti-oestrogenic properties of endocrine therapy are usually

considered the key reason for side effects (Mourits et al., 2001). However, this analysis

found that menopausal status affects HFs and gynaecological side effects, in contrast-

ing manners, raising the possibility that different side effects may be dependent on

factors beyond the ambient oestrogen concentration. Given the high importance of

menopausal status, and of time since menopause in postmenopausal women, there was
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evidence to suggest that alongside oestrogen concentrations the rate at which oestrogen

was decreased was also an important factor for the incidence of side effects. There was

also evidence that given the different effects of tamoxifen on HFs and gynaecological

symptoms that HFs, vaginal bleeding and vaginal dryness may be due to antagonist

action at the ER, but that vaginal discharge may be due to agonism of the ER.

Chapter 5 investigated the association of SNPs with side effects in women taking ta-

moxifen. This analysis was among the first to investigate SNPs across multiple genes

both individually and in combination to assess genetic impact on side effects. The

analysis had three main components: (1) a CG study investigating SNPs within genes

known to be involved in tamoxifen or hormone metabolism or for receptor coding, (2) a

GWAS study to identify novel SNPs for association with side effects, (3) investigation

of multi-loci to form a polygenic risk score for side effects. Results showed that there

was little association between SNPs and side effects. In most cases the SNPs identified

in the CG or GWAS did not reach the bonferroni corrected statistical significance level

of 8.3x10−4 and were likely false positives. The analysis did corroborate the results

of Sestak et al. (2012) by confirming that there was no association of SNPs within

the CYP2D6 gene and side effects reported by women taking tamoxifen (Sestak et al.,

2012). However, this analysis was the first GWAS of tamoxifen related side effects in

women at high risk of breast cancer and has identified two risk alleles in PSG9 and

CD177 which implicate cell adhesion and oestrogen signalling pathways in the aeti-

ology of vaginal discharge. The multi-loci analysis used least absolute shrinkage and

selection operator for variable selection to create a polygenic risk score (PRS) for side

effects. Although, the PRS for HFs could not be formed as only one SNP was selected,

PRS scores for gynaecological symptoms, particularly vaginal dryness and irregular

bleeding were illuminating. Using a PRS score with 44 SNPs to identify women at risk

of vaginal dryness, women with a score below a threshold of 0.5 reported no side effects

and those above all reported vaginal dryness. A 28 SNP PRS for irregular bleeding

also showed that most women without irregular bleeding (228/272, 83.8%) had a score

of less than 1, compared to 64.0% (16/25) women who reported irregular bleeding who

had a score of greater than 2.5. In both cases PRS show potential for identifying women

who are at risk of gynaecological side effects and those who are at lower risk. Multi-loci

models showed that the coefficients of each SNP were small, suggesting that any effect

of SNPs on side effects in relatively small. Key findings of this study were that there

were no large effects of any SNP on any of the side effects. However, it remains possi-
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ble that this analysis had insufficient power to find statistically significant associations.

These results should encourage further replication in large and independent cohorts

and biological investigation to elucidate possible mechanisms.

Chapter 6 focussed on the association between ln-transformed concentrations of testos-

terone, DHEAS, and SHBG and side effects in postmenopausal women randomised to

tamoxifen and placebo arms of the IBIS-I trial and the anastrozole and placebo arms

of the IBIS-II trial. The impact of sex hormones and SHBG on side effects had not

previously been assessed in women at high-risk of breast cancer so this study repre-

sented a novel analysis. The association between lifestyle factors and sex hormones

was also investigated. Results showed that after adjustment for BMI, HRT use, hys-

terectomy, and smoking status there was a significant effect of baseline ln-SHBG and

ln-bioT on the risk of side effects in all women on the IBIS-I trial (OR = 0.21 (0.12

– 0.35); P < 0.01) and (OR = 3.85 (2.15 – 6.90); P < 0.01) respectively. These re-

sults were maintained after accounting for randomisation status. In the IBIS-I analysis

ln-testosterone, ln-DHEAS and ln-bioT concentrations were all found to be associated

with age, and age at menopause; ln-testosterone and ln-bioT were also associated with

age at menarche. Ln-SHBG was inversely associated with BMI. The association of

SHBG with menopausal symptoms is the focus of few studies and those available reach

contrasting outcomes. Whilst the inverse association between SHBG and menopausal

symptoms would seem to be counter intuitive the interaction between BMI, SHBG

and leptin was proposed as a potential mechanism. Leptin levels have been found to

be positively associated with reports of HFs (P = 0.04) and are positively associated

with BMI, whilst leptin also has an inverse correlation with concentrations of SHBG

(P < 0.0001) (Alexander et al., 2010). It was based on these reasons that leptin was

suggested as playing a role in HFs and why it could be linked to a decrease in risk

of side effects in this analysis. However, for this hypothesis to be confirmed, detailed

investigation of leptin concentrations within these samples would need to be performed

(see section 9.1.2). Results in the IBIS-II trial showed that after adjustment only ln-

SHBG was associated with the risk of side effects in all women (OR = 0.84 (0.72 –

0.98); P = 0.03). Accounting for randomisation showed that the association only re-

mained in women randomised to anastrozole (OR = 0.79 (0.63 – 1.00); P = 0.05) but

not in women randomised to placebo. In the IBIS-II analysis group, only ln-DHEAS

was positively associated with age, ln-SHBG was inversely associated with BMI and

ln-bioT positively associated with BMI. These results showed ln-SHBG concentrations
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are associated with side effects occurring in the first year of taking endocrine therapy

with some evidence of ln-bioT concentrations also serving as a marker for side effects.

As such they should be considered as side effect risk factors and could be used to better

inform women who are considering taking endocrine therapy for prevention of breast

cancer. Sex hormone concentrations are also associated with several established or

suspected risk factors for side effects and may mediate the effects of these factors on

side effect risk.

The chapter 7 analysis investigated the use of statistical modelling to form a prediction

model using clinical, genetic and sex hormone markers to predict side effect outcomes.

Models have been formed to predict breast cancer outcomes, but no models exist for

the prediction of side effects. Two algorithms were used to train models using 10-

fold cross-validation and model accuracy was tested in the 10th fold. Models were

subsequently validated in a pre-partitioned test set. In each subgroup, pre and post-

menopausal women randomised to tamoxifen and postmenopausal women randomised

to anastrozole, LASSO and logistic regression models had weak predictive performance

when using baseline clinical risk factors. Addition of sex hormone concentrations to

the models improved the predictive ability of the models. However, inclusion of SNPs

did not improve the model predictions. Validation of the combined models in a sepa-

rate validation set found that in general models could predict women who were at risk

of side effects but were poor at identifying those who do not experience side effects

(sensitive not specific). A side effect risk (SER) score developed using the logistic re-

gression coefficients showed that currently the identified risk factors cannot accurately

predict the risk of early side effects in women taking tamoxifen or anastrozole and

requires significant future development. Predictive models have helped revolutionise

personalised medicine and the development of algorithms offer an exciting prospect of

producing an accurate guide to the problem of side effects. While this was the first

step in developing new risk prediction approaches, the incorporation of new risk factors

should be further explored and duplicated with prospective and independent datasets.

Side effects remain an important barrier to effective prevention of breast cancer and

thus further work to understand risk factors is imperative.

The investigation in chapter 8 sought to explore whether the occurrence of side effects

after six months of tamoxifen or anastrozole predicts long-term breast cancer risk in

the prevention setting. The impact of side effects in subgroups of women categorised by
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treatment allocation and, where necessary, menopausal status at baseline was assessed.

The role of the severity of side effects on breast cancer outcomes was also explored.

Multiple studies in the adjuvant setting have shown a positive association between side

effects and breast cancer outcomes and suggest that early side effects could be a marker

for predicting therapy benefit and a long-term reduction in breast cancers (Cuzick et

al., 2008; Fontein et al., 2013; Huober et al., 2014; Mortimer et al., 2008; Stearns et al.,

2015). However, the impact of side effects in the prevention setting had not previously

been investigated. Results of analyses in this chapter, failed to corroborate the positive

association between symptoms and a reduction in breast cancer incidence observed in

the adjuvant setting. Indeed, results from the IBIS-I trial, in women randomised to

tamoxifen suggested a weak association between hot flushes and an overall increase in

breast cancer incidence (HR = 1.26 (0.98 - 1.62); P = 0.08), which was strongest in

older, postmenopausal women (HR = 1.59 (1.12 - 2.26); P = 0.01) and for ER-positive

disease in postmenopausal women (HR = 1.81 (1.19 - 2.74); P = 0.01). No side effects

had an association with overall or ER-positive breast cancers in premenopausal women

randomised to tamoxifen. For women taking anastrozole as part of the IBIS-II trial,

arthralgia had a weak association with overall breast cancer incidence and a statistically

significant increase in ER-positive breast cancer incidence (HR = 1.90 (1.11 - 3.27);

P = 0.02). For women randomised to anastrozole, early reported hot flushes showed

a non-statistically significant reduction in breast cancer incidence. Results show that

gynaecological symptoms were not good markers for prediction of subsequent breast

cancer incidence. These findings are important as they suggest that the experience

of early side effects has a significant negative impact on breast cancer outcomes. A

possible reason is adherence to therapy as it is well known that side effects reduce

adherence (Ropka et al., 2010; Smith et al., 2016). These results show the importance

of communicating side effect risk and management of symptoms in women at high

risk of breast cancer. The findings of this chapter are in contrast to those observed

in the adjuvant setting and highlight the need for further study, including the role of

adherence and concomitant medications, to fully understand the relationship between

side effect and breast cancer outcomes in the prevention setting.
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9.2 Further research: identifying risk factors for side effects

The work performed in this thesis generated several hypotheses and revealed several

avenues for further research: (1) increased focus on genetic mutations and how they

impact side effects, (2) measurement of oestrogen concentrations in postmenopausal

women in order to identify how baseline oestrogen concentrations affect side effect in-

cidence, (3) exploration of the link between mammographic density and side effects of

endocrine therapy including whether mammographic density is related to sex hormone

concentrations, (4) further development and validation of the prediction models de-

veloped in chapter 7 with the ultimate aim of incorporating it into established breast

cancer risk models. The following sections 9.2.1 - 9.2.4 describe in more detail what

could be done in each case.

9.2.1 Investigation of genetic features

The analysis performed in this thesis suggested that few SNPs have an association

with side effect risk and that observed associations were weak. However, the analysis

performed was in a small data set and thus results need to be confirmed in a larger

independent data set. Using the results of the analysis performed to target genes would

reduce the number of statistical tests required. This may lead to better identification

of SNPs associated with side effects.

In the current analysis, SNP data was only available for women from the IBIS-I trial;

therefore, extending this analysis to the IBIS-II trial is necessary. Using data from the

IBIS-I trial has enabled the formation of an 88 SNP PRS for breast cancer and has

provided some weak associations with side effects. Extending the SNP analysis to the

IBIS-II trial would enable validation of the SNP breast cancer score, identify any SNPs

associated with side effects and test the weak SNP associations observed in the current

IBIS-I analysis. It may also allow for the identification of novel SNPs for both breast

cancer and side effects.

No link was discovered between tamoxifen metabolism genes and side effect risk. How-

ever, there was no information about how SNPs in tamoxifen metabolism genes affect

the concentration of tamoxifen metabolites, including endoxifen, in circulation. A

combined analysis assessing SNPs in tamoxifen metabolism genes, the circulating con-
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centration of endoxifen and side effects should be performed to investigate whether

the metabolism of tamoxifen significantly affects the risk of side effects. If a link is

established, this may have a significant impact on the type of endocrine therapy rec-

ommended for women carrying these known metabolism modifying SNPs.

Finally, investigations regarding epigenetic modifications should be performed. Epige-

netics is often described as the missing link between the genome and the environment.

An epigenetic analysis would allow for the investigation of how the environment can

affect side effect risk. Establishing epigenetic mutations of genes may help to identify

key pathways to side effects and to suggest possible lifestyle alteration through which

side effects could be managed or their impact reduced.

9.2.2 Continuation of sex hormone study

The most pressing area for investigation after the completion of the sex hormone study

is the analysis of baseline oestrogen concentrations and the association with early

reported side effects in all samples previously tested for androgen and SHBG con-

centrations. It was disappointing that obtaining accurate measurements of oestrogen

concentrations in the current analysis was not possible, but the results presented in

chapter 6, highlight the need to perform further testing and to accurately measure

oestrogen concentrations in these samples to properly assess the impact of oestrogens

on side effects. Liquid-chromatography mass-spectrometry (LC-MS) should be used to

measure concentrations of oestrogens in postmenopausal women as it is important to

ensure that results are accurate and repeatable. Additionally, sex hormone concentra-

tion should be linked to genetic testing of the samples to explore whether those with

high testosterone have lower oestrogen concentrations due to polymorphisms within the

gene encoding aromatase. A combined genomic and sex hormone analysis could also

be used to assess the impact of SNPs in genes encoding hormone metabolism enzymes

to assess the impact of reduced metabolism and elimination of sex hormones.

In chapter 6, leptin was suggested as a potential mediation factor for the action of

SHBG on side effects. Investigation of leptin concentrations should be performed to test

this hypothesis. Therefore, LC-MS should be used to determine leptin concentration in

all samples to adjudge whether this remains a likely pathway to side effects or whether

it is oestrogen binding effects of SHBG which are responsible for side effect aetiology.
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9.2.3 Mammographic density and the association with menopausal-

like side effects during tamoxifen therapy for breast cancer risk

reduction

Mammographic density (MD), has been well-established as a risk factor for breast

cancer (McCormack et al., 2006). Studies show that breast cancer risk increases 3–5-

fold for women whose breasts are >75% dense tissue compared to women with <10%

density (Barlow et al., 2006; Boyd et al., 2007; Chen et al., 2006; Harvey et al., 2004).

Therefore, MD has to been added to breast cancer prediction models to aid the accuracy

of these models in assessing a woman’s risk of breast cancer (Brentnall et al., 2019).

MD has been extensively investigated for the prediction of breast cancer risk and its

inclusion in risk prediction models has improved sensitivity (Boyd et al., 2011; Duffy

et al., 2018; Vachon et al., 2007). Nevertheless, the association between MD and the

risk of endocrine related side effects, such as hot flushes or gynaecological symptoms

has not been investigated.

Establishing whether there is a link between MD and side effects and whether there

is an association between MD and sex hormone concentrations should be a focus of

investigation (Figure 9.1).

Figure 9.1: Proposed interaction of endocrine therapy, sex hormones and
mammographic density in relation to vasomotor incidence in women taking
tamoxifen for the prevention of breast cancer

The primary objective would be to investigate whether MD at baseline predicts side

effects during the first 6 months in women randomised to tamoxifen or placebo in the

IBIS-I study or anastrozole and placebo in the IBIS-II study. MD could be used as

a continuous and a categorical variable with cut-offs at 0, 1-10, 11-25, 26-50, 51-75,

and 76-100% to reflect the groupings used in previous studies (Cuzick et al., 2011).
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MD is likely confounded by BMI, age, and possibly other risk factors (Boyd et al.,

2006; Checka et al., 2012). Thus, to assess a woman’s risk of developing side effects

in association with her MD, it will be necessary to take into account these risk factors

(Baglietto et al., 2014; Warwick et al., 2014).

A secondary objective should be the investigation of whether serum concentrations of

testosterone, dehydroepiandrosterone – sulphate (DHEAS) and sex hormone binding

globulin (SHBG) are associated with %MD at baseline.

9.2.4 Development and evaluation of side effect prediction models

The side effect prediction models designed in chapter 7 are the first step in devel-

oping risk models for the prediction of side effects. The current models provide a

foundation for further development through the inclusion of new risk factors, such as

mammographic density, genetic modifications or epigenetic modifications. If accurate

and reliable models can be formed there is an opportunity to give women important

information regarding their side effect risk and the potential to increase uptake and ad-

herence to endocrine therapy. Once an accurate prediction of incidence can be achieved

it may then be possible to develop risk models to determine the severity of side effects;

however, this will require larger data sets and a consistent measure of side effect sever-

ity to train models. To refine and develop these models, new independent data sets are

required for testing and exploration of potential new risk factors.

9.2.5 Implications of using data from RCTs and the need for real-

world evidence

RCTs are considered the gold standard in trial design and are also the most stringent

way of determining whether a cause-effect relation exists between the intervention and

the outcome. However, results may not always mimic real-life treatment situation

as women enrolled on these trials must meet highly selective inclusion and exclusion

criteria consequently result from RCTs may lack generalisability.

For this reason, concurrent execution of real-world evidence (RWE), in addition to

RCT, needs to be established; and should ideally be developed in unity with RCTs

rather than competing relationship. For example, if an RCT focuses on the efficacy
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of a drug, the RWE can focus on the epidemiology, effectiveness, safety, or costs of

treatment related to the drug. A retrospective chart review across multiple UK hos-

pitals would provide information regarding patient characteristics for those who chose

endocrine therapy, and would give details regarding the type and number of side effects,

particularly if these led to discontinuation of therapy.

9.3 Impact of research

The findings in this thesis have potential to impact a number of settings that may

improve breast cancer prevention. The main impact of side effects is that reduced

quality-of-life means that relatively few women choose preventive therapy, so prevention

is an often-missed opportunity to make an impact and reduce the number of breast

cancer diagnoses. The identification and increased understanding of risk factors which

can be used to predict particular side effects and the production of a risk model for

side effects that can be used when discussing potential prevention routes with women

at high risk of breast cancer could have a wide-ranging impact:

(1) Women at high risk of breast cancer - To guide chemoprevention options for women

at high risk of breast cancer with an easily understandable measure of side effect risk

The predicted risks helping clinicians and women at high-risk of breast cancer take

informed decisions when faced with the options of risk reducing chemoprevention.

Women classified as high-risk of developing breast cancer offered chemoprevention with

tamoxifen or aromatase inhibitors could be informed of how likely they are to develop

particular side effects.

Optimising risk factors and a prediction model could help to identify those who are

at high-risk of side effects and therefore those who may not adhere to a full course

of endocrine therapy. This could lead to a more personalised approach to endocrine

therapy to manage side effects and ensure a balance between quality-of-life and breast

cancer prevention strategies. Information regarding their risk of breast cancer could

also be useful to help women make more informed lifestyle choices, such as diet, exercise

and smoking, that could reduce the risks of developing side effects.

When meeting their clinician, women could engage with the predictive tool, either

through a clinician led programme or an app that women can use to assess their risk
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of side effects and monitor side effects whilst taking endocrine therapy. The success

of this will be determined by the production of a well-designed, accurate and intuitive

assessment for side effects. It is of utmost importance that at a daunting and stressful

time women have an easy to use and understandable tool to assess their side effect risks

and to aid the decision-making process about the best preventive therapy strategy.

(2) Clinicians - Change in clinical practice and policy to improve quality of patient care

Primary care physicians rarely prescribe prevention therapies with analysis suggesting

that underuse of these agents is correlated to development of adverse events. Effectively

defining side effect risk could aid the selection of the best preventive agent by balancing

personalised side effect risk with the prevention benefit afforded by the therapy of

choice, thereby optimising the treatment choice for women by considering multiple

drugs in accordance with their individual side effect profile. Reducing these medication

side effects could increase the acceptance of prevention medication by both patients

and physicians.

Rather than viewing side effects as problems they should be seen as a challenge that

can be overcome. To do this effectively clinicians need to play a strong role. Engaging

clinicians is vitally important as they are the link between assessment of side effects

and the patients themselves; therefore, clinicians must be involved from the start of

planning on how to bring the side effect assessment tools to the attention of women.

Through involvement of clinicians and the use of their data to see how addressing side

effect risk could alter patients’ decision outcomes, it would be hoped that clinicians

can become partners rather than customers in the delivery of an application that helps

to achieve a common purpose.

(3) Social and economic benefits - Societal change through understanding of side effects

and at-risk populations and economic benefit via a reduction in breast cancer cases

The identification of side effect risk factors and the production of a prediction tool raises

two more general benefits: firstly, the more women who take prevention therapies the

more “acceptable” these therapies become. Secondly, if the number of breast cancer

cases reduces this alleviates some strain on health care services.

By supporting women at the start of endocrine therapy via discussions to enable a

proper assessment of side effect risk the hope would be an increased number of women

choosing preventive endocrine therapy with less concerns about the risks involved. An
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increased uptake of endocrine therapy improves its perception as a preventive measure

and therefore more women may choose to take endocrine therapy. With the established

preventive effects of endocrine therapy, increased uptake could lead to women being

able to stay in the workplace, and hence remain economically active, and stay out of

hospitals and other centres required for cancer treatment. This provides more time to

focus on those that need further intervention or those for whom endocrine therapy has

been unsuccessful. A health economics analysis would prove beneficial in this case to

assess how well this intervention works.

To conclude, this thesis found multiple risk factors associated with side effects and

which could be combined to form a risk prediction tool to identify women at high-

risk of side effects when starting preventive endocrine therapy. These risk factors and

prediction tools could be used to personalise prevention therapies ensuring a balance

between the risks and benefits of endocrine therapy; however, further work is required

to make accurate prediction possible. Future work must explore ways in which the

findings stemming from this project can be communicated to health care professionals

and to other public and patient groups is key to ensuring that women who can benefit

from breast cancer prevention therapies have access to as much information as possible

when making life changing decisions.
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Soucy, P., Glubb, D., Rostamianfar, A., Bolla, M. K., Wang, Q., Tyrer, J., Dicks, E.,

Lee, A., Wang, Z., Allen, J., Keeman, R., Eilber, U., ..., and Easton, D. F. (2017).

Association analysis identifies 65 new breast cancer risk loci. Nature, 551(7678):92–94.

Michnovicz, J. J., Hershcopf, R. J., Naganuma, H., Bradlow, H. L., and Fishman,

J. (1986). Increased 2-Hydroxylation of Estradiol as a possible Mechanism for the

Anti-Estrogenic Effect of Cigarette Smoking. New England Journal of Medicine,

315(1305):521–522.

Miegg, J. S. D., Morden, J. P., Bliss, J. M., Coombes, R. C., Van de Velde, C. J.,

Mieog, J. S. D., Morden, J. P., Bliss, J. M., Coombes, R. C., and Van de Velde, C. J.

(2012). Carpal tunnel syndrome and musculoskeletal symptoms in postmenopausal

women with early breast cancer treated with exemestane or tamoxifen after 2-3 years

425



of tamoxifen: A retrospective analysis of the Intergroup Exemestane Study. The Lancet

Oncology, 13(4):420–432.

Miki, Y., Swensen, J., Shattuck-Eidens, D., Futreal, P. A., Harshman, K., Tavtigian,

S., Liu, Q., Cochran, C., Bennett, L. M., Ding, W., Bell, R., Rosenthal, J., Hussey,

C., Tran, T., McClure, M., Frye, C., Hattier, T., Phelps, R., Haugen-Strano, A., ...,

and Skolnick, M. H. (1994). A strong candidate for the breast and ovarian cancer

susceptibility gene BRCA1. Science, 266(5182):66–71.

Miller, S. R., Gallicchio, L. M., Lewis, L. M., Babus, J. K., Langenberg, P., Zacur,

H. A., and Flaws, J. A. (2006). Association between race and hot flashes in midlife

women. Maturitas, 54(3):260–269.

Million Women Study Collaborators (2003). Breast cancer and hormone-replacement

therapy in the Million Women Study. The Lancet, 362:419–427.

Ming, C., Viassolo, V., Probst-Hensch, N., Chappuis, P. O., Dinov, I. D., and Kat-

apodi, M. C. (2019). Machine learning techniques for personalized breast cancer risk

prediction: Comparison with the BCRAT and BOADICEA models. Breast Cancer

Research, 21:75.

Mishra, G. and Kuh, D. (2006). Perceived change in quality of life during the

menopause. Social Science and Medicine, 62(1):93–102.

Mitchell, G., Antoniou, A. C., Warren, R., Peock, S., Brown, J., Davies, R., Mattison,

J., Cook, M., Warsi, I., Evans, D. G., Eccles, D., Douglas, F., Paterson, J., Hodgson,

S., Izatt, L., Cole, T., Burgess, L., Eeles, R., and Easton, D. F. (2006). Mammographic

density and breast cancer risk in BRCA1 and BRCA2 mutation carriers. Cancer Re-

search, 66(3):1866–1872.

Modugno, F., Ngo, D. L., Allen, G. O., Kuller, L. H., Ness, R. B., Vogel, V. G.,

Costantino, J. P., and Cauley, J. A. (2006). Breast cancer risk factors and mammo-

graphic breast density in women over age 70. Breast Cancer Research and Treatment,

97(2):157–166.

Mom, C. H., Buijs, C., Willemse, P. H., Mourits, M. J., and De Vries, E. G. (2006). Hot

flushes in breast cancer patients. Critical Reviews in Oncology/Hematology, 57(1):63–

77.

426



Moncla, B. J., Chappell, C. A., Debo, B. M., and Meyn, L. A. (2016). The effects of

hormones and vaginal microflora on the glycome of the female genital Tract: Cervical-

vaginal fluid. PLoS ONE, 11(7):1–17.

Montgomery Rice, V., Limback, S. D., Roby, K. F., and Terranova, P. F. (1999). Tumor

necrosis factor alpha inhibition of follicle-stimulating hormone- induced granulosa cell

estradiol secretion in the human does not involve reduction of cAMP secretion but

inhibition at post-cAMP site(s). Endocrine, 10(1):19–23.

Moons, K. G., Kengne, A. P., Woodward, M., Royston, P., Vergouwe, Y., Altman,

D. G., and Grobbee, D. E. (2012). Risk prediction models: Development, internal

validation, and assessing the incremental value of a new (bio)marker. Heart, 98(9):683–

690.

Moore, T. and Dveksler, G. S. (2014). Pregnancy-specific glycoproteins: Complex gene

families regulating maternal-fetal interactions. International Journal of Developmental

Biology, 58(2-4):273–280.

Morandi, P., Rouzier, R., Altundag, K., Buzdar, A. U., Theriault, R. L., and Horto-

bagyi, G. (2004). The role of aromatase inhibitors in the adjuvant treatment of breast

carcinoma: The M. D. Anderson Cancer Center evidence-based approach. Cancer,

101(7):1482–1489.

Morris, P. D., Malkin, C. J., Channer, K. S., and Jones, T. H. (2004). A mathematical

comparison of techniques to predict biologically available testosterone in a cohort of

1072 men. European Journal of Endocrinology, 151(2):241–249.

Mortimer, J. E., Flatt, S. W., Parker, B. A., Gold, E. B., Wasserman, L., Natarajan,

L., and Pierce, J. P. (2008). Tamoxifen, hot flashes and recurrence in breast cancer.

Breast Cancer Research and Treatment, 108(3):421–426.

Mourits, M. J., De Vries, E. G., Willemse, P. H., Ten Hoor, K. A., Hollema, H., and

Van Der Zee, A. G. (2001). Tamoxifen treatment and gynecologic side effects: A review.

Obstetrics and Gynecology, 97(5):855–866.
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Chapter B: Appendix 2
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Figure B.1: IBIS-I six month follow up CRF form
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Figure B.2: IBIS-I final follow up CRF form
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Figure B.3: IBIS-II Entry CRF form
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Figure B.4: IBIS-II six month follow up CRF form (continued on following
page)

456



Figure B.5: IBIS-II six month follow up CRF form continued
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Figure B.6: IBIS-II final follow up CRF form (Page 1 of 4)
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Figure B.7: IBIS-II final follow up CRF form (Page 2 of 4)
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Figure B.8: IBIS-II final follow up CRF form (Page 3 of 4)
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Figure B.9: IBIS-II final follow up CRF form (Page 4 of 4)

Figure B.10: IBIS-II notification of death CRF form
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