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Abstract

The Cauchy problem (or, initial value problem) provides a setting for the
analysis of generic solutions to the Einstein field equations parametrised in
terms of the initial conditions. In particular, one is interested in showing
that the Einstein equations admit a well-posed initial value formulation.
The standard strategy to address this issue is to show that the Einstein
equations imply evolution equations that are on a hyperbolic form. This
has been done for the vacuum, dust and Einstein-Euler equations — each
treated separately. In the first part of this thesis, we use an orthonormal
frame approach to show that one can avoid the details of a specific Einstein
- matter model in the construction of a first order symmetric hyperbolic
system by introducing an auxiliary field. The frame is Fermi-Walker propa-
gated and coordinates are chosen such as to satisfy the Lagrange condition.
It is shown that the solution of the system established is a solution to
the Einstein Equations everywhere on the space time by propagation of
constraints. Our analysis covers the special cases of dust and perfect fluid,
and we also provide a discussion of self-gravitating elastic matter. In the
second part of the thesis, we study the conformal Einstein field equations
and show the future stability of N self-gravitating dust bodies in a space
time with positive cosmological constant. This is achieved in three parts.
First, we show that the choice of density function representing N dust
bodies — when ascribed as initial data on the conformal boundary (Z) —
is a solution to the conformal field equations. This result is obtained using
a theorem by H. Friedrich and the Fredholm alternative. We then show
stability for small conformal time for this data, which is equivalent to an
infinite physical time. Finally, using a theorem by Choquet-Bruhat, we

give sufficient conditions for the Einstein constraint equations to admit a

iii
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solution representing N bodies of dust, and show that the geodesics are

future complete.
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Chapter 1

Introduction

1.0.1 The Manifold model of spacetime

Up until the time of Newton and Leibnitz, there were two main types
of scientia. On the one hand, there was the analytic scientia whereunder
Mathematics fell. Thus, the study of Mathematics was more about de-
veloping one’s character rather than its applicability in the World. Then
there was the observational scientia which typically was labeled natu-
ral philosophy. That these two forms of study could be mixed to form
what we call today mathematical physics, was far from obvious; and it
should perhaps not be obvious for us either. It was not until Newton that
Mathematics and natural philosophy combined in such a way that the
laws of nature could be written down in terms of mathematical equations,
typically in the form of differential equations. This thesis follow in that
school of thought and assumes that such an undertaking is fruitful and
warranted. The idea, then, is to model our experiences living in what we
call a gravitational field in a mathematical way such that we can analyse
the mathematical structure and finally translate the results back into the
realm of experience. I say experience and not reality, because to suggest
that Mathematics is somehow less real based on the observation that it
cannot be touched, seen or heard, seems to me to beg the popular question
of the unreasonable effectiveness of Mathematics [1]. Reality — in my
opinion — has more faces than Brahma. And Mathematics is one of them.
The question of how to know, or shall we say, how to gain access to reality
as a whole, has been a long standing question going back to ancient Greek
Philosophy. In this thesis — as far as [ am aware — we shall be concerned

with two such faces of reality and their interplay. The one I shall hereafter
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refer to as Gnosisynesis® and concerns the understanding of reality from
experience. This is the basis for all the empirical sciences, including Physics.
The second face of reality I will call Logosophia®. This is the wisdom one
obtains by studying the world of Logic and reason. Naturally, this is the
foundation for subjects such as Logic and Mathematics. In such a view of
the world, the interplay and interaction of Gnosisynesis and Logosophia —
or, in particular, natural philosophy and Mathematics — becomes rather
a natural field of study as part of the study of Reality.

Returning to the subject of this thesis, which is Gravitation, we now
make the following observation from Gnosisynesis: the notion of here and
there is intimately linked with the notion of now and then. When a friend
ask you to meet him at the lamp post behind the bank at 11pm, there is
no ambiguity (given you know the place and how to read a clock.) If, on
the other hand your friend only tells you to meet him at the lamp post,
without specifying the 'when’, you would complain. Every thing we see,
touch and feel has an imaginary flag associated with it which contains
the information we call "when". The information given by the flag we
typically associate with an invisible part of reality we call time. We will
call the 'thing’ together with its flag an event. For example, the flight of a
bumble bee is a sum of uncountable many events. This is all Gnosisynesis
— i.e. arguments derived from experiences. We now move to the branch
of Logosophia we call Mathematics to analyse the situation further. In
Mathematics, there is the notion of points, and the collection of points are

called sets. We make an assumption:

Assumption 1.1. Each event may be represented by a point.

As a consequence, one can construct a set with each element representing
a material particle — i.e. the smallest thing you would be able to see —
and its associated "flag". This set, we shall call spacetime and is henceforth

labeled .# . We have thus created a correspondence between objects living

2This word is made up of two Greek words: Gnosis — which means knowledge gained
by experience — and Synesis — understanding
PFrom the greek words Logos — reason — and Sophis — wisdom
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in the mathematical realm with things of the sensible world. Furthermore,
by this one assumption, we claim to represent the whole of reality as known
by Gnosisynesis through Logosophia. It may not be warranted, but insofar
as the experience of Gravitation is concerned, it is remarkably successful.

So far, .4 is a set. A set, has no structure, it is more like a jar of powder
that may be shaken, poured out, rearranged, and still remain the same
powder. Clearly the reality of Gnosisynesis is not very well represented
by a bag of flour! What we observe has order, it has structure. Thus, we

introduce the additional structure of a topology & on A .

Definition 1 (Topology). A topology & , on a set .4 is a subset of .#
such that

1)0elyand A4 € 0,y,

2) Given any two sets V.U € 0 4, then VNV € O 4,

3) Given any index set «, and let U, € & 4, then YU, € O 4.

We shall label a spacetime .# with the additional structure of topology by
(M, O 4). Thus spacetime is a topological space. We will hereafter refer
to a set Z € O, as an open set. An important set which will be used

frequently throughout is the set labelled as R?, defined as

RE=Z=RXxRx---xR.

d times

Thus a point p € R?Y may be labelled by numbers in R — ie. p =
(p1, P2, - - -pa) With p; € R. A very important topology which is often
assumed when dealing with the set R?, is the standard topology.

Definition 2 (Standard topology). Let .# = R? and Oy C Z(RY). We
define the standard topology of M as

Ogw={% cRp € ¥,3r|B.(p) CU}.
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In the above &2 is the power set of M — i.e. the set of all subsets of M —
and B, (p) is the soft ball defined as

Definition 3 (soft ball). For any p € R? and r € RT

d

B,(p) = {(a1,---,9a)| D_(ai — pi)* < r*}.
i=1
Thus, we learn that topology is something which needs to be
chosen. It is not a priori provided. We further introduce the notion
of a map. This is an object that associates with every point in a set M
some point U in the set N. The set U can either be equal to N or a subset.
We write this as U C N. We say that M is the domain and N the target.
Of course, the domain may itself be a subset of another larger set. A map

¢ is represented schematically in the following way
¢: M — N.

A map is called surjective if all the points in the target are mapped onto.
It is said to be injective if all the points in the target are mapped unto only
once. It is bijective if it is surjective and injective. Let us for a moment
move back into the reality of Gnosisynesis and consider a mirror. When
I move my right hand to comb my hair, the mirror produces an image
in which the right hand is also moved. But my nose, which is pointing
towards the mirror, is — in the mirror picture — pointing towards me!
The mirror, in other words, produces an image of me which is inverted
inside out. This is a everyday example of a map. And this map is said to
be continuous — i.e. the image produced by the map has no holes and
jumps. It does not produce an image of my face with a big black cavity in

the middle. More formally, we have,

Definition 4 (Continuity). Let (.#, 0 4) and (A, O 4) be two topolog-

ical spaces. Then a map ¢ : # — A is said to be continuous with
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respect to O 4, and O 4 if, VV € O 4

Preimy,(V) € O 4,
where,

Preimy, = {p € M |p(p) € V}.

A map is thus continuous if and only if the preimages of all open sets
are open. The notion of a continuous curve in spacetime thus

depends on the chosen topology.

Theorem 1 (Composition of continuous maps). If ¢ : # — A and  :
N — 2 are continuous maps, then the composition map vyo¢ : A4 — 2

is also continuous.

Important for physics on spacetime is the property that a subset ./ C .#
can "inherit" the topology of .Z .

Definition 5 (Subset topology). Let (.#,0 ,) be a topological space
and . C .. Then

Oly={UNS|U e 04}
is also a topology, and is called the subset topology.

From Gnosisynesis we again establish a part of experienced reality: the
vertex of two walls and the floor produces a frame which the table, the
chair and my writing desk is measured in relation to. I can take a stick,
and measure the floor-distance between the walls and the objects. For
instance my chair may be 5 stick-lenghts away from the one wall and
3 from the other as measured in "straight' lines along the floor. This
completely determines the location of my chair in relation to my room. I
could extend this to my entire neighbourhood and even further. We thus
establish the following Gnosisynesis fact: given any specific location, one
can always establish a reference frame in relation to which to measure
distances for any objects in the neighbourhood of that location. This

experience can be described in the logosophic description of reality by
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making use of the topological space (R?*, O44). The idea is that one wants
to be able to prescribe to every neighbourhood of every point p € .#Z the
numbers (¢, g2, q3,q4) = ¢* € R. That is, one want to make sure there
exists in every neighbourhood U € .# a continuous map z : .# — R*

with a continous inverse.

Definition 6 (Topological manifold). A topological space (4,0 ;) is
said to be a topological manifold if Vp € .# 3 an open subset % € 0 4
and a map v :  — ¥ € R? such that

1) z is invertible — i.e. z71(¥) = %,

2) z and 27! are continous w.r.t. &, and Oyy.

We call the pair (%, z) a chart. It is, of course, desirable due to our lived

experience, that we shall postulate the condition that
=\,
(0%
This assumption defines an atlas over .4

A = {(U,x)|\ Uo = M }.

Observe from the above discussion that the choice of charts on . is com-
pletely arbitrary. In other words, there is nothing intrinsic or fundamental
about the charts; they are merely a way to label points p € .# with
numbers. What these numbers are — i.e. what maps we use — are up to
choice and fancy. Consider two overlapping charts (%, z) and (¥,y) on
A . We then have two maps from the region % U ¥ into R?, and we can

define the transition map — see Figure 1.1
yor 'R — R

We may now introduce the notion of coordinates on .# in the following

way. The map x : .# — R? maps a point p € .# to z(p) € R? — i.e. one



has

such that,

It is thus equivalent to consider the collection of ¢ = 1,2,3..,d maps
2'(p) : % — R instead of the one map z(p) : Z — R%. The z' are called
the coordinate functions/maps of the point p € % . The advantage of
introducing charts and thus coordinate maps on .# is that one can define
notions on .# by using the already well established calculus in R¢. This
comes with a warning: any geometric notion must be independent
of the chosen chart. One such notion which is important in order for

(M, O 4) to be compatible with the Gnosisynesis view of spacetime, is

CHAPTER 1

INTRODUCTION

z(p) = q,
2*(p) = ¢o,
333(29) = g3,
2'(p) = qu.

the differentiabillity of a map or curve.
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Definition 7. Two charts (%, z) and (¥, y) are said to be differentiable
if either, Z N ¥ =0, or % NY¥ # () and

1) yoz~t:R?— RY
2) roy t: R — RY
are differentiable.

We then restrict the atlas on .# to consist of only differentiable charts —
that is:

Definition 8. An atlas 7 is said to be a differentiable atlas if any two

charts in &7; are differentiable.
Furthermore, we define

Definition 9. A differentiable manifold is a triple (.#, O 4, o).

Hence, we have argued, so far, that the logosophic description of spacetime
is a differentiable manifold (.#, O 4, <7;). But nothing has been said about
how differentiable the manifold is. It turns out — see [2] for more details
and proof — that if a manifold is once differentiable and continuous (C1),

it is also smooth (C*).

Theorem 2 (Adapted from Whitney). Any C*<! - atlas of a topological

manifold contains a C'*° - atlas.

Thus, if one can argue that a manifold is C! one can be sure that it is in
fact a C'*° - manifold. The next structure necessary to equip spacetime
with, is the notion of a straight curve. To this end, one introduce a map
V:TM— T M, where T .# denotes the tensor bundle on .Z — i.e.
the collection of all tensors defined at every point on .#. Furthermore, we
introduce the notation T.# to denote the collection of tangent bundles on
M — i.e. the space of all tangent vectors on .# . The space of all smooth
functions on . is denoted by C*°(.Z).
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Definition 10. A linear connection V maps a (p, ¢)-tensor in 7 .# to
a (p,q)-tensor in J.# such that Vu,v € T4, T, W € TMH,1,f €
C>(A) and a,b € R the following is satisfied,

1) Linearity in T and W :
Vu(@T +0W) =aV,T + bV, W (1.1)
2) Linearity in u, v:
Viuio T = [V, T+ V,T (1.2)
3) Leibnitz rule:
V. TOW)=V,TQW+T®V,W (1.3)

4) Consistency with the notion of tangent vectors as directional deriva-

tives of scalar fields:

Vof = ulf) (1.4)

Finally, I should go back to the example of my chair and table in relation
to the walls and floor. The act of measuring distances is an experience we
take for granted. Given any rigid object with a definite length, one can use
it to measure the distances between objects and in relation to a chosen
reference frame. As such it is necessary that we equip the manifold model
of spacetime with the property of measuring distances. This is achieved
by introducing a metric g on .# such that the smooth manifold model of
spacetime is now a metric space. But one has many options as to what
kind of metric. The specific nature of each metric space is determined
uniquely by the signature of the metric. A positive definite metric is said
to be Riemannian, wheareas a metric with signature (—, ..., +,..,+,0, ...,)
is Pseudo-Riemannian. More specifically, it is called Lorentzian when its
signature is (—, +,...) or (4, —,...). Again, appealing to Gnosisynesis, we

establish that our experience of causality and the constancy of the speed
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of light, that the metric must be of a Lorentzian type.

Definition 11. Given (A, 0 4, <7;) with T.# the space of all tangent
vectors, the metric tensor on . is a (0,2) - tensor field satisfying
VXY e T #,

1) Symmetry: g(X,Y) = g(Y, X)),

2) g is Lorentzian.

In addition to the metric structure, one requires all time like curves to be
oriented. That is, no closed time like® curves are permitted. To allow for
such curves would mean in practice that one can travel back in time by

going into the future.

Definition 12 (Time orientation). Let (.#,g) be a smooth, Lorentzian
manifold. Then a time orientation is given by a smooth vector field T’
that,

1) is non-vanishing everywhere,

2) is time like everywhere.

We thus make the assumption that our description of space-
time in terms of Logosophia, is described by a oriented, smooth
Lorentzian manifold. In the rest of this thesis we shall write (.#, g) for
the manifold model of spacetime, and thus suppress the explicit choices
we have made regarding the topology of .Z. It is worth noting, that what
topology is "correct" for the description of our universe is still an open
question — e.g. see [3] . We end this section with a summary of the

assumptions made in order to arrive at the manifold model of spacetime:

1) spacetime is four dimensional.
2) spacetime is endowed with a topology.

3) spacetime is locally Euclidean and covered by an atlas.

¢See Section 1.0.2
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4) There exists an atlas such that spacetime is everywhere smooth.

5) spacetime has the causal structure of a Lorentzian metric.

6) spacetime is time oriented.

1.0.2 Gravity as the geometry of the spacetime manifold

The previous section briefly outlined the idea behind the attempt at

describing Gnosisynesis in terms of Logosophia — or, in more familiar

terms — Cosmology in terms of Mathematics. But we said nothing about

the form of g — apart from its signature — and the various fields living

on spacetime, and by which rules they are governed. This is what we will

shortly discuss in this section.

One postulates that the objects of physical interest can be described in

terms of tensor fields on the spacetime manifold. But this postulate itself,

suggest that the metric tensor field g should have a physical significance.

One understands from the structure of the metric that it involves the

following concepts:

1)

Causal structure. One postulates that light travels on curves such that
the tangent vectors to these curves are null — i.e. g(X,Y) = 0. The
set of all such curves at a point p € .#Z make up what is called the
null cone — see Figure 1.2. All other objects follow timelike curves —
i.e. g(X,Y) = —1 and lies within the null cone. Spacelike curves are
generally viewed as not observable due to the postulated/experienced

speed limit of light.

Geometry of spacetime. The invariant quantity ds called the line element

and defined in local coordinates z* as,
ds* = g, da" @ da”,

has units of length. Consequently, it is understood that the metric
tensor is a geometric quantity. In terms of Gnosisynesis, one may

associate the metric with what is loosely called "shape".
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C® i A®

Figure 1.2: Null cones in a spacetime (., g) and time like curves o (1), v(7)

and (7).

Furthermore, the metric give rise to a connection V such that
Vg =0.

Such a connection is said to be metric compatible. The connection V

is said to be torsionfree if it satisfies, for a scalar field ¢, the additional

property,
(VuVy =V, V)¢ =0.

Definition 13 (Geodesic). Given a curve v(7) on (#,g), and let u be
the tangent vector along v(7) and V metric compatible and torsion free.

The curve ~ is said to be a geodesic if one has
V.u = au, a € R.

One may choose 7 such that a = 0. Such curves are said to be affine

parametrised.
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Remark 1.2. Observe that if is not torsion free, then the curve (1) is

auto-parallel if it is extremised.

The action of gravity on a particle is the deviation of geodesics from
Minkowski geodesics. There is thus a direct relationship between the
metric tensor g and the geometry on (.#, g). The significance of Einstein’s
theory of gravity is that it relates this curvature of the spacetime manifold
with the other fields present on the manifold. More precisely, given a
tensor field T which depends on fields describing the matter content in
the Universe, one has that

G = T, (1.5)

where G is the Einstein tensor and depends on the metric and its second
derivatives, and T is the energy momentum tensor representing the matter
distribution. In other words, the Einstein field equations relate the matter
fields on the spacetime manifold with its curvature as described by the
metric. Hence, given a certain matter distribution, one solves these equa-
tions for the metric. In other words, one is interested in what geometry

the system has under a certain matter distribution.

1.1 The problems studied herein

A closer look at equation (1.5) shows that in local coordinates z* it can be
written as a second order differential equation in the metric. In general, the
tensor T is also a function of the metric tensor. It is therefore a nonlinear
second order differential equation one must solve. One is thus faced with
two serious challenges. What form should the energy momentum tensor T
take for particular matter models and how would these different choices
affect the stability and solubility of the equation? In this thesis we provide
a tensor T representative for a relativistic, elastic material. The result
is obtained by introducing a frame field to spacetime and to construct a
mapping between spacetime and an additional body manifold. The energy

momentum tensor is then found by varying the action with respect to
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the frame field components — see section 3.4. The rest of the thesis is
focused around the second question. The natural framework to address this
question is to study the Cauchy problem — see section 2.4 for details — of
equation (1.5). We provide sufficient conditions to guarantee the existence
of solutions and their local stability for a general class of tensors T'. We
refer to section 4.1 for more details on the motivation and background
of this study. Finally, we employ conformal methods — see Section 2.5
for an introduction on the topic — to prove future stability for the case
when T represents dust — see Section 3.2 — and with the existence of a
positive cosmological constant. We refer to Section 5.1 for a more detailed

introduction to the problem and a precise statement of the results.

In Chapter 2 we introduce the mathematical background material
to follow the argumentations found in this thesis. In Section 2.1 we
provide the notation and conventions, in Section 2.2 we introduce the
frame formalism employed throughout and in Section 2.3 we introduce the
theory of symmetric hyperbolic differential equations. We introduce the
Cauchy problem in general relativity in Section 2.4 and provide a brief
introduction to conformal methods in Section 2.5. Finally, in Section 2.6
we establish the necessary definitions and terminology used in the theory
of hypersurfaces in Section 2.6. In Chapter 3 we give a brief discussion on
the most important matter models in general relativity. In Chapter 4 we
use an orthonormal frame approach to provide a general framework for the
first order hyperbolic reduction of the Einstein equations coupled to a fairly
generic class of matter models. Our analysis covers the special cases of dust
and perfect fluid. We also provide a discussion of self-gravitating elastic
matter. We also show the propagation of the constraints of the Einstein-
matter system. Finally, in Chapter 5 we consider a system representing
self-gravitating balls of dust in an expanding Universe. It is demonstrated
that one can prescribe data for such a system at infinity and evolve it
backward in time without the development of shocks or singularities. The
resulting solution to the Einstein-A-dust equations exists for an infinite

amount of time in the asymptotic region of the spacetime. Furthermore,
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we find that if the density is small compared to the Cosmological constant,
then it is possible to construct Cosmological solutions to the Einstein
constraint equations on a standard Cauchy hypersurface representing self-
gravitating balls of dust. If, in addition, the density is assumed to be
sufficiently small, then this initial data gives rise to a future geodesically
complete solution to the Einstein-A-dust equations admitting a smooth
conformal extension at infinity which can be regarded as a perturbation

of de Sitter spacetime.



Chapter 2

Theoretical foundations and conventions

In this chapter we provide the mathematical background material used
throughout the thesis. It is attempted to keep the discussion as introductory
and self contained as possible without making it too long. We provide

suggested reading for further study and more details where natural.

2.1 Notation and conventions

2.1.1 Abstract index notation

The abstract index notation was invented by Roger Penrose — see [4] for
details — and is a notation system which allows for tensor manipulations
and representation used when dealing with tensor coordinate components,
but without introducing coordinates. Thus, one get the best from both
the worlds of coordinate representation and coordinate-free notation. The

construction is as follows.

Let .# be an element in the space of C*° functions X on a manifold .#,
and let 7 be the vector space with elements V' operating on the elements
F —ie V(ZF) € R. With a vector space is also associated a natural dual
vector space 7 with elements w. The idea is now to introduce a space

consisting of an infinite set of labels
L = {a, b, C,...,Qp, b(), Coy ...y @7, bg, Co, },
such that for any x € £ one may construct the vector spaces #* and 7",

16
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respectively given by
V=Y x{x}, Vr=9" x{z}.

Thus for any element V€ ¥ and a € .Z, one is given a unique vector
Ve e 7% and similarly for the dual. As such, each element V* satisfies
the axioms of vectors. It is important to note, that the vectors V¢ and V°
are elements of different vector spaces. Hence, it is not allowed to write
V4 V? which is in agreement with the coordinate tensor notation. Since
the elements x of . can only belong to one unique vector, it is not allowed
to write V¢U*. One could, however, write for two elements V' € ¥ and
Ubcy?b,
Vet =u e VP

However, the tensor product is not in general commutative, and we want a
notation in which VeU® = U’V®. Thus one defines a new product between
the vector spaces which is essentially a commutative version of the tensor

product. It can then be shown that one can construct a space .7, N

which is spanned by elements on the form
V“UbZC...wdaeﬁf.... (2.1)

Thus any element 7% 4.; € T 4. is a linear combination of (2.1).
Note that the labels of 7%, #.. may be freely permuted while not those
of the elements T“bc'“defm. In this manner, one can construct the entire

system of tensors {7}
{9} —_ {y’ /Va, yab’ s ycde...fghm}.

The operations on {7} are addition, multiplication, index substitution

and contraction, respectively:

yCde'..fgh...+<76de“.fgh... N <7cde...fghm7 (22)
gcde...fghmXy:vyz...wmnm - g(:dexyszghwmn...a (23)

yCdemfgh... — yademfgh...v (24)
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ycde...fghm - yde...ghm‘ (25)
Finally, for any v* € ¥* and w,, € #;* one can define the inner product by,
Viw, = (w, V).

As with any vector space, one can introduce a basis and write V* and w,

in terms of coordinates in relation to these basis vectors.

2.1.2 Coordinate indices

The first part of the Latin alphabet {a,b,¢,d, ...} will be used as abstract
labels. For coordinates, we will use greek letters {yu, v, ~, ...} for spacetime
coordinates z* with p = {0,1,2,3}. We will use the middle part of the
Latin alphabet {i, j, k, ....} for spacetime coordinates z* with i = {1, 2, 3}.
Occasionally, the first part of the greek alphabet —i.e. {«, 3, ..} will be used
for spacetime coordinates taking the values 1,2,3. We will use bold Latin
letters {a, b, ¢, ..., 2,7, k, ...} for frame indices and where a,b,.. =0,1,2,3
and 2,7,... = 1,2,3 . Finally, capital latin letters refer to a summation

index, and not a coordinate — i.e. I, J, K, ... run from 1 to n.

Remark 2.1. At times it will be convenient to use bold symbols for vectors
and tensors — e.q. w,T and g for u®, T and g,,, respectively. This
is in particular true when the focus of the discussion is on structural
properties as opposed to the details of the equations. For this reason you
may find discussions in this thesis which depart from the abstract index

notation.

2.2  Orthonormal frames

So far we have set up a theory which claims to give a precise mathematical
account of every event in the Universe. This means that me observing

the moon and little Eliana mesmerised by the passing train are included
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in the formalism of the spacetime manifold. In other words, we need
a rigorous definition of what events constitute what we typically call

observers.

Definition 14 (Observer). An observer is a time like worldline ~(s) to-
gether with a choice of an orthonormal frame {e,(s)} € T s (.#) such
that,

9g(€q; €p) = Nab, eo=U, (2.6)

where,
Nab = dlag(_L 17 17 1)

The choice of {e,} uniquely specifies a dual basis {w?} € T*(.#) satisfying,
eq WP, = 04°.

Thus, any tensor field T' € .# written in an orthonormal frame basis,
represents the reading of a particular measurement T'(e,, €p) made by the
observer at a point p € .. For instance, let V' be the tangent vector to
a massive particle world line 6 meeting an observer v at a point p — i.e.
§(7) = y(s) = p — , then the three numbers v* = w*(V') represents the
velocity of the particle as measured by the observer at the point p. In
terms of local coordinates T = {z#} the frame and dual frame fields can

be expanded as
eq” = eq"(0,)", Wby = Wb, (dz")s.

In the remainder of this section we will introduce important tensor fields
and relations in the frame formalism which will be used later in the thesis.

Throughout we follow the conventions in [5] —see Chapters 2 and 12.
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2.2.1 Frame covariant derivatives

Given V,, the Levi-Civita connection of the metric g,,, we denote by
V. the associated directional derivative along the vector frame e,. The
connection coefficients of V, with respect to the frame {e,} are defined

by the relation
Vaer® = T%ved” (2.7)

so that
I, = w%Vaey'.

The metric compatibility of the connection V, is expressed by the condition

ndecda + nachdb = 0. (28)

Given a vector v* with components v* = w®,v* we define
Var? = e, Wb (Vah).
A direct computation then shows that
Vb = 0,0° + I, v°
where J, = €4/0), is the directional partial derivative along eq”.

Remark 2.2. Note that it is common in the literature to write eq[v?]
instead of ,v?. We have chosen the latter to make the exposition more
accessable to readers with less familiarity with the frame formulation.

But be warned that 0, is not the same as the partial derivative!
Similarly, for a covector «, with components o, = €,%q, one defines
Vaas = eq"e’ (Vo)

so that

— c
VaOéb = 8a04b — Fa b,

The above calculus can be extended in the obvious way to tensors of
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arbitrary rank.

2.2.2 Curvature

Given the connection V,, the torsion tensor X%, and Riemann curvature

tensor R4, are defined in the usual way through the relations

Vavb¢ - vaa¢ = Eacbvc¢7
Vavac — VbVavC = Rcdabvd —+ Eadbvdvc.

When applied to a covector a,, the commutator of covariant derivatives is
given by
V. Via, — VyV,a, = —Rdcabad + Zadbvdvc. (29)

For a torsion-free connection, one has that
2.5 =0. (2.10)

The connection V is called the Levi-Civita connection of g if it satisfies
(2.8) and (2.10). In what follows we will assume the connection to be
Levi-Civita. Consequently, one naturally has that the Riemann tensor
with all indices down R.qq, has all the usual symmetries. A calculation
—see [5] for details— shows that the components of the above tensors with

respect to the frame can be expressed as

Eacbecc - [€a, eb]c - (Facb - Fbca)ecc7 (211)
Raab = 0alva — Opl 6 a + chd(bea - Fafb)
+ Ly alns — Tl aly — Saf o5 (2.12)

Bianchi identities

For reference we list the general first and second Bianchi identities for a

general covariant derivative V:

Rd[cab] + v[az‘bdc] + E[aebzc]de =0, (213)
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ViaRelpe) + Zia’ s R efe s = 0. (2.14)

The frame version of the above expressions can be readily obtained by
simply replacing the abstract indices by frame indices and interpreting
the resulting expression in the light of the frame calculus introduced in
the previous subsection. Further details on the derivation of the above
expressions can be found in Chapter 2 of [5]. Furthermore, we recall that

the Riemann tensor admits the irreducible decomposition
R4ab = Cab + 2(0%aLeja — Najals©), (2.15)
with Cgqp the components of the Weyl tensor and
1
Lab = Rab - éRnab (216)

denotes the components of the Schouten tensor.

2.3 Symmetric hyperbolic differential equations

This discussion follows closely that given in [5] and the interested readers

are referred there and the references therein for more details.

2.3.1 Basic notions

In what follows, let # = {#} be coordinates in a neighbourhood % C R%.
In these coordinates, consider the quasi-linear evolution equation of the

form,

A" (T,u) 0, u = B (T,u). (2.17)

In what follows we let A* be N x N matrices. Furhtermore, we assume

that the components of u are scalar functions, and we let u : R* — R.
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The principal part® of (2.17) is
A (Z,u) 0,u,

and for a covector £ € Ty (%) at a point p, with coordinates T (p), one
defines the symbol of (2.17) as

o (T, u,§) = A" (T,u)é,.

A straight forward calculation shows that the symbol is an invariant of the
equation — i.e. o is invariant under a general coordinate transformation

T 7.

Definition 15 (Symmetric hyperbolic system.). The system (2.17) is said

to be symmetric hyperbolic at (T, w) if:

1) The matricies A* are Hermitian — i.e. A* = (A*)”

2) There exists a covector & such that the symbol o is positive definite.

Remark 2.3. Observe that for u(p) € R, it follows that A* symmetric

and o positive definite is sufficient for symmetric hyperbolicity.

Let ¢ be a smooth scalar on .#. We may then construct a hypersurface

S on U C M as follows
S ={pe¥|$(p) =0}

We assume that d¢ # 0 such that there is a well defined normal on
. We say that . is — with respect to a solution w — spacelike if
o (T,u,d¢) > 0, timelike if o (T,u,dp) < 0 and det (o) # 0, and finally

characteristic if det (o) = 0.

dThe principal part is the term involving the highest order of derivatives; it determines
the properties of the equation.
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2.3.2 Initial data

Let z = {z'} and the coordinates T = {2, 2} on % be such that .¥
is represented by xz° = 0. An initial data set for (2.17) on . which is
spacelike — i.e. the symbol is positive definite — consists of a set of

functions u, = u|». In these adapted coordinates one can write (2.17) in

the form,
A% (0, z,u,) (Oou) |» + A" (0,2, u.) (Ou) | » = B (0,2, u,).
But since the 0; are restricted to . and assuming u, = wul|y, then

(O;u) | » = Oju,. Thus, one has that,
A%(0,z,u,) (Gyu) |» + A" (0,2, u,) Oyu, = B(0,z,u,),

may be interpreted as an algebraic system for (dyu) |~ if A° (0, z,u,) can
be inverted — i.e. if
det (A%) # 0.

On the other hand, if det (A%) = 0, it implies there are a set of constraint

equations to be satisfied by u,.

An initial value problem for (2.17) with data prescribed on . which is
nowhere characteristic or time like with respect to w, will be called a

Cauchy initial value problem. One can say it is well posed if:

1) There exist solutions to all initial data.
2) The solutions depends continually on the initial data.

3) The solutions are uniquely determined by the initial data.

In what follows it will be established through a series of theorems (unique-
ness, existence and stability) that the Cauchy initial value problem for

symmetric hyperbolic systems are well posed.
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2.3.3 Uniqueness and domain of dependence

Theorem 3. [Uniqueness of solutions to symmetric hyperbolic systems.|
Let ¢ be a lens shaped domain — see Figure 2.1. If u; and ws are two

solutions to the symmetric hyperbolic system,

A" (T,u) 0, u = B (xz,u), U

S = Ux

then w; = uy on 9.

\)

(-4

Figure 2.1: A lens shaped domain. 4 C R* with compact closure and 0% =
U A, where ) and ¥ are space like with respect to a solution wu.

Since, any point sufficiently close to .% is contained in a lens shaped
domain, Theorem 3 shows that a solution w to a symmetric hyperbolic
system is uniquely determined by the initial data on ., as long as w is in
the neighbourhood of ..

Definition 16. [Domain of dependence]

Let Z C .. The domain of dependence D(#) — Figure 2.2 is all the
points p € % C R* such that the value of a solution u to a system of
the form (2.17) is uniquely determined by the initial data restricted to

KX — ie. Uy

Definition 16 means that the Cauchy problem for a symmetric hyperbolic
system can be localised in space — i.e. a solution u to a symmetric hyper-
bolic system can be uniquely determined by initial data on a proper subset
of .. This is called the localisability property of symmetric hyperbolic

systems, and it is this property of symmetric hyperbolic systems
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)

=

Figure 2.2: Domain of dependence of a region #Z C .%.

which distinguishes them from other PDEs. A global knowledge of
. is thus not necessary to solve the Cauchy problem for such systems, as
a solution v in D(Z) is independent of initial data from outside of the

region Z.

2.3.4 Local Existence for Symmetric Hyperbolic Systems

In what follows let z = {z'} denote some particular Cartesian coordinate
system in R3, and let d®>z be the volume element. Furthermore, let the
components of w be smooth, real functions — i.e. we let w : R® —
RY — and let the space of such functions be denoted C*(R3 RY). On
C>=(R3 R") one defines the Sobolev norm:

m 3
w2, = <Z/ |8§w|2d3x> , (2.18)
’ k=0 \a=1 R3

with m € N, w = (w1, ..., wy) and |w|? denoting the usual norm in RY. By
restricting the set of functions to be {w € C*(R* RY) | ||lw| < oo} and
including the limit points of its Cauchy sequence, one has the Sobolev space
H™(R3,RY). In what follows, we will restrict the discussion to functions
w € H™(R? RY).

We define the open ball B.(w,) of radius € and centred at w, € H™(R3 RY)
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as,
B.(w,) = {w € H™(R®,RY) | [lw — w5, < e}

It is convenient to consider the solutions w of (2.17) as u(t,-) : [0,7] —
H™(R3 RY).

Proposition 2.4. [extension of functions on compact space] Let Z C R?
be bounded with smooth boundary 0%. Then there exists a linear
operator £ : H™(%Z,RY) — H™(R3 RY) such that for each u € Z

1) Eu = u almost everywhere
2) Ewu has support in a open bounded set Z' C Z.

3) There exists a constant C' depending only on u and & such that

1€ullgs , < Clluell -

Euw is called an extension of w to R3.

We can now state the existence theorem for symmetric hyperbolic sys-

tems.

Theorem 4. [Local existence of solutions to symmetric hyperbolic sys-
tems]

Consider the Cauchy problem

A’t,z,u)0hu + A'(t,z,u)Ou = B(t,z,u),
u(0,z) = u.(z) € H™(R* RY), m > 4,

for a quasilinear symmetric hyperbolic system. If there exists a § > 0
such that A°(¢,z,u.) is positive definite with lower bound § for all
p € R3, then there exists a 7' > 0 and a unique solution u to the Cauchy
problem defined on [0, 7] x R3 such that w has regularity m — 2 and
A°(t, z,u) is positive definite with lower bound § for [¢, z] € [0,T] x R3.
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Remark 2.5. Observe that the matriz A°(t, z,w) may fail to be positive
definite except at the point (t,z); but as one is interested in uniqueness
and existence beyond one point, it is necessary to ensure that if it is
positive definite at a point p it remains so in the neighbourhood % of
p up to a "distance" § > 0. This is sometimes formulated as "bounded
away from zero by 0" and other times "...with lower bound §." But the

meaning is the same.

2.3.5 Cauchy stability

Cauchy stability is the idea that initial data which are "close" should
lead to solutions with similar "closeness." It is crucial for a differential
equation to admit Cauchy stability in order to be useful as a model for
a physical system, since the initial data as measured by an observer has
a certain uncertainty. Mathematically the "closeness" mentioned above,
is formulated in terms of Sobolev norms. In what follows let & denote a
bounded open subset of H™(R3 RY) such that for all w € 2, A(t, z, w)
is positive definite bounded away from zero by ¢ for all p € R*. From [6]

we adopt the following theorem.

Theorem 5. [Cauchy stability for symmetric hyperbolic systems]
Let u, € Z be initial data for the symmetric hyperbolic system. Then:

1) There exist an ¢ > 0 such that 7' can be chosen as the common

existence time for all initial data in B.(u.) € 2.

2) If the solution w with initial data w., exists on [0, 7] x R3, then a
solution exists on [0, 7] x R? for all initial data in B.(u,) € Z given

¢ is sufficiently small.

3) Ife and T are chosen as in 1) and given a sequence u," € B.(u,) € Z
such that

Ju" — villgs ,, — 0, as mn— oo.
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Then for the solutions w" (¢, ) with w"(0, ) = w,", one has that
Ju"(t, ) — u(t, )gs m — 0, as n — 0o,
uniformly for ¢ € [0, 7] x R3.

Point 1) in Theorem 5 states that one can always find a common 7" > 0
such that in the region [0, 7] x R? a solution w for all the initial conditions
in B.(u,) € Z is guaranteed by applying Theorem 4. Observe that T is

the existence time of a known background data u,.

existence

Huwme
/N

l R R T

<—-6-—-P

,.
1
a4

Uy

Figure 2.3: Common existence time 7.

Point 2) gives the assurance that if a solution w with initial data w,
is already known, then the existence of solutions to all the initial data
sufficiently close to w, is guaranteed for some time interval [0, 7). In other
words, one can choose the existence time for the known solution as the

common existence time given that ¢ > 0 is sufficiently small.

Finally, point 3) is the statement of Cauchy stability. Given a common

existence time T and a sufficiently small £ > 0, then data close to the
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reference initial data give rise to solutions close to the reference solution.

2.3.6 The Cauchy problem on manifolds

In the previous subsections we explored the Cauchy problem for a sym-
metric hyperbolic system in R* and established it as well posed through a
series of theorems. In General Relativity, however, the tensor quantities in
study are defined on a manifold rather than in R*. In what follows, we
shall present a way to relate these tensors to sections of R* such that the
theorems established in the previous subsection may be applied, and thus
obtain a theorem which ensures the well posedness of the Cauchy problem

even for systems defined on a manifold.

In what follows let . be a 3-dimensional, compact and oriented manifold.
Due to its compactness there exists a finite cover® — i.e. given Z C .
then U7_, Z; = . By introducing coordinates z; = {x,;*} with a =
{1,2,3} on each of the patches Z;, we get a map which relates #; with a
corresponding subset % in R? — see Figure 2.4. We assume .¥ is smooth
and therefore the change from z; to x; in overlapping regions Z; N % is

smooth.

We further assume that a smooth set of functions u, : .¥ — R has
been prescribed on .¥ and let u,; denote the restriction of u, unto a
particular patch #Z;. By the coordinate maps x;, the functions (u.;)* :
R3 — RY. Clearly, (u.;)® are the u,; in their local coordinates. Since
(u.;)® € H™(R3 RY) we can now apply the results from the previous
subsections. We apply first proposition 2.4 to extend the initial data
(u47)® to the whole of R? in a controlled manner. This is necessary as the

exsistence and stabillity theorems are only applicable for systems where

¢A manifold is said to be compact if every open cover of the manifold has a finite
sub cover. A finite sub cover is essentially the idea that there exists a subset which
covers the open set completely but with finite number of subsets. See [7] for a rigorous
exposition.
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Figure 2.4: A compact manifold . with patches, and their coordinate maps
into R3.

initial data is prescribed throughout R3. We also define

lull.y = ZH W) | s 1

Assuming that A%(0, z, € (u.;)®) is positive definite with lower bound § > 0,
one gets a unique solution (w;)® with initial data (u;)*(0,z) = E(u.g)*(z)

and with exsistence interval [0, T]. See Figure 2.5 for an illustration.

Figure 2.5: The extension and existence of solutions to the initial data (w.;)*
on R3.

It follows that D(%r) C [0,T] x %, and in the intersection between two
patches Z; N B that (u.;)* = (u.;)* — see Figure 2.6. Consequently,
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the respective solutions (u;)* and (u;)* also coincides in D(%; N A,)
— i.e. one has that D(%; N %B,;) = D(%r) N D(A;). We may now patch
together all the #;’s and obtain the existence of a solution in the region
[0,7] x X, where we define X' = J} $; and T = min(T}). By the inverse

of z; we find equivalent solutions in the region [0, 7] x .7.

Figure 2.6: The domain in R3 where existence of solutions of the initial data

(u.g)® is guaranteed.

From the above discussion one can formulate a fairly general theorem of

existence and stabillity:

Theorem 6. (Existence and stability for symmetric hyperbolic systems
on compact spatial sections)
Consider the following Cauchy problem on a 3-dimensional compact,

spatial manifold .7:

A%t z,u)0ou + A'(t, 2, u)u = B(t,z,u),
u(0,2) = u,(z) € H™(R* RY),  m >4,

If there exists a d > 0 such that A°(¢,z,u,) is positive definite and
bounded away from zero by ¢, then for all p € .

1) There exists a 7' > 0 and a unique solution w on [0,7] x .¥ such
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that w is C™ 2 and A°(¢,z,u) is positive definite bounded away

from zero.

There exist an € > 0 such that for any w, in B.(u,) € D there exist

a common existence time 7.

If a solution w exist on [0, 7] x . for T' > 0 and with initial data
u,, then the solutions to all of the initial data in B.(u,) € D exists

on [0,T] x .7 if € is sufficiently small.

If ¢ > 0 and T are chosen as in 1) and given a sequence u,” €
B.(u,) € Z such that

||u*n_u*||ym_>0, as n — Q.
Then for the solutions w" (¢, ) with (0, ) = w,", one has that
||U’n(t7 ) - U(t, )Hy,m — 0, as n — o9,

uniformly for ¢ € [0,7] x .&7.
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2.4 The Cauchy problem in general relativity

In the previous section the Cauchy problem was given for systems given on
a background manifold R*. By introducing local coordinates, the Einstein
field equation is a set of second order partial differential equations in the
metric. The formulation of the Cauchy problem for these equations are

far from straight forward. There are essentially two problems one faces:

1) The equations are non-linear and self interacting: one solves for the
gravitational field and the spacetime upon which it propagates, simul-

taneously.

2) The diffeomorphism invariance of the theory allows for uniqueness
only up to a diffeomorphism — i.e. a solution g of the equations are
physically equivalent to any other solution g = ¢.g, where ¢ : A4 — M

is an isomorphism and ¢, denotes the push forward.

A consequence of 1) is that one has no information of the domain of
dependence of the surface where initial data is prescribed and where the
solution is to be determined. In other words the spacetime where the
solution is to be propagated, is itself part of the solution. It is for these
reasons, that the Cauchy problem takes on a different form than that
mentioned in the previous section. In what follows I will only briefly sketch
out the idea. The interested reader is referred to [8], [9] and [10] for more
details.

The Cauchy problem in general relativity thus takes on the following form.
One is given an abstract 3-dim manifold . with prescribed initial data
w — see section 2.6 for the explicit form of the data — and ask whether
there exists a map 6 such that the spacetime (.#, g, 0) is a development
of (w, ) —ie.

1) D(0(~)) = A,
2) g satisfies the Einstein field equations and agrees with (w).
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Figure 2.7: Two developments of (w,.?) of which (.Z’,g’,0’) is an extension
of (A,g,0).

This is illustrated in Figure 2.7. A spacetime which satisfy the above is
called globally hyperbolic and . is called a Cauchy surface of .# . If there
are two developments (.#, g, 0) and (A4, g',0') of (w,.7), then (A, g',0)
will be called an extension of (.#,g,0) if there exists a diffeomorphism «
such that ,

1) 07t oa™t 00 (p) = id(p) for any point p € .7,
2) g=a'g

where o denotes the pull back under «. This ensures that one has unique-

ness up to a diffeomorphism.

In order to show that the Einstein equations are well posed, one can
advance in various ways. The standard strategy to address this issue is
to choose some gauge in which the Einstein equations imply evolution

equations that are of a hyperbolic form. Physical considerations associated
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to causality lead to the expectation of the Einstein equations admitting a
hyperbolic formulation despite the fact that the immediate form of the
equations is not manifestly hyperbolic due to general covariance. Thus,
it is necessary to find a subset of the Einstein equations which indeed
admits hyperbolicity. This procedure is called hyperbolic reduction —see [5]
and [11] for details; for an overview of the different reduction methods,
see [12].

The well-posedness of the vacuum Einstein equations was first shown
in [13] —and later in the case for dust and the Einstein-Euler by the same
author [14]. These results were obtained using a harmonic gauge to reduce
the field equations to a form which is mixed first-second order hyperbolic
(Leray hyperbolicity). In [15] this method is extended to show existence
of solutions locally for a self-gravitating, relativistic elastic body with
compact support. Furthermore, in [16] well-posedness of a viscous fluid
coupled to the Einstein equations is presented and in [17] a viable first
order system is constructed. In [18] the concept of first order symmetric
hyperbolic (FOSH) equations was developed. The same author showed
later [19] that the Einstein-Euler system could be put on a FOSH form.
In [20] a different approach, which makes use of a formulation in terms of
frame fields, is employed to construct evolution equations for the Einstein-
Euler system which also are on the form of a FOSH system. This method
has the advantage that the reduced equations are symmetric hyperbolic
while still maintaining a Lagrangian® form —which is important in order to
keep track of a boundary in the case of matter distributions with compact

support.

fWe mean by this that eg coincides with the four velocity of the particle trajectories.
See 4.3 for details



CHAPTER 2 THEORETICAL FOUNDATIONS AND CONVENTIONS 37

2.5 The conformal Einstein field equations

The knowledge of the light cone structure of a spacetime is sufficient in
determining the metric up to a positive factor. This can be seen by the
following observations. Given V', U in T,.# , then using the properties of

the metric, we have
g AU +V AU +V)=)NgU,U)+2\g(U, V) +g(V,V).

If we now equate the above equation to zero, we obtain a second order

polynomial for the parameter \:
Ng(U,U) +2)g(U,V)+g(V,V)=0. (2.19)

If the null cone structure of g is known — i.e. the structure of the vectors
X obeying the equation g(X, X) = 0 — and one let V' and U be timelike
and spacelike vectors, respectively, a simple calculation gives an expression
for the relative lengths of V- and U

)\2 — _g(V7 V) ]
g(U,U)
Let W and Y be any two non-null vectors in 7,,.#, then using the above

relation, one can determine the metric by the equation

—gW.Y)=-(gW,W)+g(Y,)Y)—gW+Y W+Y)).

DN | —

In other words, the null cone structure at each point in spacetime gives
essentially the same information as the metric up to a conformal fac-

tor.

Remark 2.6. If W +Y turns out to be null, one can arbitrarily re-scale
one of the vectors e.g W + 2Y to ensure that g(W + Y , W +Y) is

time like or space like.

The light cone structure itself is preserved under a conformal rescaling of

the metric. Furthermore, by studying the conformal structure, one can
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relate the light cone structure to the global aspects of solutions to the
Einstein field equations. This is the main motivation for the study of the
conformal Einstein field equations: one hope to uncover the large scale
structure of a solution.

Two spacetimes (.#, g) and (.#,§) are conformally related if their respec-

tive metrics are related by a conformal factor 2 = 2(x) > 0,
g=172%g,  g'=0"g" (2.20)

In the above, and throughut, a # represent the contravariant form of the
metric. Thus, two conformally related spacetimes have the same causal
structure — i.e. a trajectory which is time like, space like or null with
respect to g is so also with respect to g. In what follows we shall call

(A, g) the interior spacetime. Any tensor fields defined on the interior
spacetime will be so indicated by placing a tilde on top of it — e.g. @, T
etc. The spacetime without a tilde will be called the conformal spacetime.
Note that in the literature it is common to refer to the two spacetimes as
the physical and unphysical spacetimes, respectively. I will avoid such ter-
minology as it is ambiguous what constitute a 'physical’ and 'non-physical’
manifold; and I will not enter into that debate herein apart from what is

already mentioned earlier.

We assume (2 to be a smooth function on .# and playing the role of a
boundary defining function. More precicely, we define the conformal bound-
ary #* as all the points where (2 vanish —i.e. &/ ={p € .# | 2(p) = 0}.
One can then define the conformal spacetime as the union of the interior

spacetime with the boundary — i.e. one have
M=M0 7.

It is customary to let . = T U £~ where £ and .~ are called
future and past null infinity, respectively. This represent the "end points'

and "origin", respectvely, of all null geodesics. In what follows, we shall be
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concerned about future null infinity only, and hence simply use . instead
of .Z. Since (2 is a smooth function, the differential form df2 defines the
normal on .#*. The geometry of .# determine whether the hyper surface
1 is timelike, null or spacelike. In the second part of this thesis — i.e.
Chapter 5 — we shall only consider geometries of the form R x S3.8. In

such a geometry, one finds that
g(df2,d2) <0,

which implies that .# 7 is a spacelike hypersurface.

The two metrics g and g define, respectively, two derivative operators V

and V; and these are related to one another by
(V - 6) w=0Q - w, (2.21)

where w is any one form and @Q is a symmetric 3-rank tensor defined in

local coordinates (z*) by
Q= 0" (V509" = V026", - V,0287,) dz" ® 8, @ da”.

From equations (2.20) and (2.21) one can derive how all metric tensors
transform under a conformal mapping. It suffices, at the moment, to point
out that the divergencefree condition for the energy momentum tensor T,

is not invariant under a conformal rescaling. More precisely, one has that,
V.-T=-T,02"d0, (2.22)

where Tj, denotes the trace of T' with respect to the metric g. It is for
this reason that until recently it was thought that one could only treat
trace-free matter models on conformal spacetime. Friedrich has, however,
showed that regular Einstein field equations can be formulated also in the

case for dust [21]. This will be discussed more in detail in Chapter 5.

&This is because we want to use the deSitter solution as background data



40 CHAPTER 2 THEORETICAL FOUNDATIONS AND CONVENTIONS

2.6 The geometry of hypersurfaces

If one is to have any hopes of studying the Cauchy problem for the Einstein
field equations, it is necessary to have a notion of initial hypersurfaces on
which the initial data may be prescribed. Here we will introduce what a
hyper-surface is as well as the theoretical framework which will be employed

later in the thesis. We start with a definition of a submanifold

Definition 17 (Submanifold). Let (.#, 0 4, <7 ;) be a smooth manifold
and 4" a set. Furthermore, let ¢ : A4~ — .# be a surjective map such
that ¢(A") C A, and (% ,x) be any chart in <7 ,. We say

S = (N, 0|y, D)
is a submanifold of (A, 0 4, </) if JaysuchthatVqeUNS € Oy,

zoy '(q) =id(q).

Put simply: a submanifold .# of an already existing manifold .# with
a certain structure & 4, .o 4, is a manifold of equal or less dimension
than that of .#, and which has inherited the structure from .# via the

map ¢.

It is clear from the above definition, that the tangent space T'(.¥) of the
submanifold . is itself a sub-space of the tangent space T'(.#) of .4 . In

other words, it is a distribution &2 over . :

Definition 18 (Distribution). A distribution & over a smooth manifold

M is a vector space such that at each point p € .# one has that
P, S Ty(M),

The space time we construct in Chapter 4 gives a congruence and thus
a distribution, rather than a hypersurface. A manifold .¥ is said to be
an integrable manifold of & it Vp € .# one has &, = T,(.¥). A useful
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theorem due to Frobenius give the condition for a distribution to be

integrable:

Definition 19 (Integrable distribution). A distribution & is integrable
it VV,U € &, one also has that [V, U] € &.

In the above, we mean by [V, U] the commutator between V' and U —
Le.

[V, U =VU-UV.

A sub-manifold of dimension m is called a hyper-surface ift m = n — 1,
with n the dimension of the manifold it is embedded in. We also call .%
space like or time like if its norm v is time like or space like, respectively,
with respect to the metric g by the operation of the pull back — see [5]
for more details. The sub-manifold . will naturally inherit a metric from
(A 9),

h = ¢"g.
For .7 space like, we have that V'V # 0 € T(¥) and U # 0 € T(4)
such that g(U,U) = —1, that h(U,V) = 0. From now on — unless
otherwise stated — we will assume (%, h) to be a 3-dimensional, space
like hyper-surface of spacetime (.#,g). If the connection V is metric
compatible and torsion free, then the connection D associated with h on
& is given by

D = ¢*V.

And obviously one has that
Dh =0.

The metric and connection on . respectively define the eztrinsic and

intrinsic curvature of . via

2D}, Dyv° = Requ[h0?, (2.23)
Kap = ho®V v, (2.24)
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where v, = g, is the normal on .%. It is readily showed that the intrinsic

curvature tensors R¢y.[g] and R¢yq[h] are related by

Rabcd[g] = Rabcd[h] + Kachd - Kadeca (225)
ubRabcd[g] - Dcha - Dcha- (226)

The first is the Gauss-Codazzi equation and the last is called the Codazzi -
Mainardi equation. Given that the Einstein equations (5.60) hold every-
where on (.#,g), equations (2.25) and (2.26) imply a set of constraint
equations which must be satisfied on the hypersurface (-, h)

R [h] 4+ K K — Ky K% = 2(p — \), (2.27)
DaKab — DbKaa = abl/a = jb- (228)

One can say that a hypersurface (., h) with data (p, j,) satisfying equa-
tions (5.60) and (5.61) constitutes an initial data set for the Einstein
field equations (1.5). Finally, we should mention the seminal work of
Yvonne Choquet-Bruhat [13] wherin she proves the existence of a Cauchy

development of the Einstein constraint data. More precisely,

Theorem 7 (Existence of a development of initial data). Given the ini-
tial data set w = (., h, K,p,j) satisfying the Einstein constraint
equations (2.27) and (2.28), then there exists a corresponding Cauchy
development (., g) satisfying the Einstein field equation (4.1).



Chapter 3

Matter models

In the introductory chapters we have mostly discussed the structure
and assumptions behind Einsteins theory of gravitation as well as some
mathematical techniques to be used later. We have not, however, elaborated
on the meaning and implications of the energy momentum tensor T
appearing at the right hand side of equation (1.5). In this chapter we will
give a brief overview of the most important matter models in General
relativity as well as a more extensive treatment of relativistic elastic

material.

3.1 Vacuum

In the case of vacuum one has that T' = 0 everywhere and equation (1.5)

will then be the vacuum FEinstein field equations
Ry, = 0.

From the irreducible decomposition of the Riemann tensor (2.15), one see

that the vacuum equation implies that
R4ap = C° dap- (3.1)

In other words, the components of the Riemann tensor which are non-
vanishing when R, = 0 are the components of the Weyl tensor. It is
therefore generally agreed that the Weyl tensor contains the information of
gravitational waves away from any matter sources. Hence the vacuum equa-
tion is very important in the study of the propagation of the gravitational
field.

43
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3.2 Dust

The next simplest form of the energy momentum tensor is that of dust.
Given a matter distribution 4 in a space time (.#, g) such that for each
point p € A there is a vector u® € T,(%) which is tangent to the world
line v of the dust particles passing through p, then one defines the energy

momentum tensor for dust to be
Tab = puaub7

with p a smooth positive function. The positivity condition of p is due
to the following reasons. Firstly, it is obvious that for p = 0 the energy
momentum tensor would reduce to that of vacuum. It is customary to
interpret p as the density of energy and matter. It is then assumed that one
cannot have negative energy or matter density, hence the case of p < 0 is
ruled out. Since, galaxies in the Universe can be viewed as noninteracting
"particles", it is common to model the large scale Universe with an energy

momentum tensor of dust.

3.3  Perfect fluid

In the case of dust, the material particles do not interact with one another —
that is, there are no pressure terms. But in the interior of a star, one expects
the molecules to be interacting with each other, hence it is necessary to add
a term representing this interaction. This form of the energy momentum

tensor is called a perfect fluid and is defined as
Tab = puaub _|_phab’

with Ay, the projector metric, and p a function representing the pressure
between matter particles. For p = 0 the above reduces to the case of dust;
and hence dust is a special case of a perfect fluid. In order to specify what

sort of fluid one is dealing with, it is necessary to give an equation of state
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p = p(p) — i.e. how the density depends on the pressure.

3.4 Elastic fluid

In cases such as Neutron stars, where the gravitational pressure is immense,
one expect the crust to be of a solid-like material. This can best be
modelled by an elastic energy momentum tensor. In what follows we will
derive the frame components of such a tensor. The discussion is based on
the approach found in [22]; but essential to the derivation is the use of

orthonormal frames, which is new. Let B — called the body manifold— be

Figure 3.1: The map ¢ between spacetime and the body manifold is an

essential part in constructing the relativistic theory of elasticity.

a 3-dimensional manifold representing the ensemble of particles making

up the elastic body. The key object in relativistic elasticity is a map
¢: M — B,

such that if 7 = (z#) and X = (XM) are, respectively, coordinates on the

spacetime and body manifold we then have
oM (at) = XM,

As the manifolds M and B have, respectively, dimension 4 and 3, the map

¢ is non-injective (not one-to-one). In the following it will be assumed that
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the inverse image ¢~'(X) of a point on B with coordinates X = (X*)
is a timelike curve on M. We denote the tangent vector to the curve
v : R — M with v = ¢71(X) by u. If we assume 7 to be parametrised by

its proper time, then we have that
g(uv u) =—1

The curve v describes the worldline of the particle of the point on B with

coordinates X.

The map ¢ represents the configuration of the elastic body. This means
that ¢ associates to each spacetime event a material particle. In other
words, ¢ relates the physical state of a material body with the notion of
an event in spacetime. The deformation of the elastic body is represented
by the deformation gradient, defined by in terms of the coordinates at M
and B by

M, = 9,0M.
For a fixed value of the coordinate indices on the body manifold, the
components ¢M, give rise to a covector field ¢*, on M satisfying the

condition

oM ut = 0.

We introduce the strain of the material by applying the push-forward to

the inverse metric tensor ¢g"” on M. Its components are given by
hMN = ngquNVguu.

The body manifold is assumed to be equipped with a volume form Vspe
which allows us to construct a scalar function n interpreted as the particle

density number of the material via the relation

n? = ;det(hMN).

This interpretation of n is justified by the observation that the equation
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for particle conservation hold —that is, one has that
V, (nu) = 0.

In order to formulate a frame version of the energy momentum tensor
of a relativistic elastic material, we begin by consider a frame {FE 4} on
B with associated coframe {§28}. As we have not introduced a metric
on B, we do not assume any orthonormality condition on the frame and

coframe.

Remark 3.1. Note that although the frame {E} and coframe {28}
on B may not be orthonormal, the frame {e,} and coframe {w®} on M

are g — orthonormal.

The map ¢, defines the pullback ¢* which can be used to pull-back the

coframe to M. More precisely, one has that
AB =428, AB, = (AB ¢,).

As the map ¢ is surjective and has maximal rank, the set of covectors
{AB} is linearly independent. The fields {AZ,} will be used, in the sequel,
to describe the configuration of the material body. The coefficients A4,

are orthogonal with respect to u® —that is
AAu® = 0.

We denote the determinant of the frame field as e. It is related to the

determinant of the metric tensor by e = /—g. Furthermore, we have

de = we''del, (3.2a)

5A%, = A4 e, (3.2b)

In the above ¢ is understood as an infinitesimal variation. More precisely,

for a function f we have,

_of

= O

J

oxt.
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Equation (3.2a) can be obtained by using Jacobi’s formula for a square

matrix given by,

Odet(A)

Y det(A)(A™Y)

iz
and recalling that w®, = (e~)%,. Equation (3.2b) follows from observing

that
oeg”

oet
In terms of the above fields we construct a Lagrangian of the form L =
L (AAb, ea“). The action thus reads

A A
A a:A ,ueaua

= §%46",..

5 = / £ (A%, ) d'z,
where we have defined the Lagrangian density
L (/IA,,, ea”) =el (/IA,,, e,ﬂ) )

The variation of the action yields

L L
55:/( de de'L +e 9 deg" +e 0

AA 4
Deqt Deqt o4, ") @

)
-/ (w e oA, AA“) ol

- / T*.edeqd'z,

where we have made use of equations (3.2a) and (3.2b) and defined

o _ a oL oL 4
T'u:w ML—’—@‘}‘OAAGA e

By multiplying with e.#n?®¢, and applying the chain rule to the second

term, we obtain
oL

044,

Assuming that the Lagrangian may be written on the form (see [23] for

T = 0L 42— A%en™. (3.3)
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details)
L = p = ne,
we find that
OL Oe OhAB N on
9A4, ~ "9hAB 9AA, T “9AA,

with

OhAB on

94D = 277GCA(AC53)D, 9D = nhABﬁacA(Ac(SB)d-

Substituting the above expressions back into equation (3.3) we find an

expression for the components of the energy-momentum tensor of the form
T% = nen™ + 11 (3.4)

where, in the following, 7% will be known as the components of the

Cauchy stress tensor and is given by
Moy = 2n7a A2 o APy + enhpp A2, A5y, (3.5)

where T4 is the second Piola-Kirchoff stress tensor defined by.

Oe

TAB = W

We further make the reasonable assumption that
hab - hABAAaABln

where hgp as usual denotes the frame components of the projector metric.
To show that this is reasonable, we note the following: the equation holds
identically both under multiplication of u® and 7A€, — in the latter
case, one has to invoke the definition of h4p on the right hand side of
the equation to show this. Secondly, on a spatial hypersurface § € M the
map ¢ is a diffeomorphism which implies that the object hgp defined on S
is physically equivalent to the corresponding object defined on B via ¢.

Using this assumption in (3.5) we obtain the desired form of the energy
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momentum tensor. Namely, one has that
Tap = pugup + gp, (36)

with
Hab = 2p77¢1,b + 2nTABAAaABb. (37)

The form of (3.7) is the same as the form of the tensor Sy, defined in [22];
but whereas the latter is defined in terms of the coordinate-dependent
fields £, in our treatment we have the frame dependent fields A4,. In
view of definition 14 the fields A4, has a direct physical interpretation
as the deformation gradient of the body as measured by a co-moving

observer.

Remark 3.2. Observe that the energy momentum tensor obtained in
the above treatment is the canonical energy momentum tensor. But it
has been shown in [23] that for the elastic case, the metric and canonical
energy momentum tensors are the same. Thus, the equations of motion
can either be obtained by variation of the action or the divergence free

condition.



Chapter /

Evolution equations for Einstein-matter

systems

4.1 Introduction

Einstein’s theory of General Relativity provides us with the most appropri-
ate tool for studying the dynamics of self gravitating objects. It is therefore
of clear interest to study the structural properties of the Einstein field
equations and to provide a framework for studying their solutions. The
Cauchy problem provides a setting for the analysis of generic solutions to
the field equations parametrised in terms of the initial conditions —for
details, see [8,10,24]. In particular, one is interested in showing that the
Einstein equations admit a well-posed initial value formulation — see
the discussion in Section 2.4 for more details. See also [25] for a lucid
discussion on the Cauchy problem.

The motivation for our study is provided by the observation that the
energy momentum tensor for a perfect fluid, elastic matter —see [22,26,27]
for details— and bulk viscosity —e.g. see [28-32] and references therein—
may be put on a form consisting of a part involving the 4-velocity w
and energy density p and a part involving a spatial symmetric tensor IT.
Thus, by "hiding" the specific matter variables in the tensor IT one cannot
differentiate between elastic matter, perfect or viscous fluid by considering
the energy momentum tensor alone. By employing a hyperbolic reduction
of the Einstein field equations coupled to an energy-momentum tensor
of such a general form, we provide the necessary conditions for such a
matter model to form First order symmetric hyperbolic (FOSH) evolution
equations. We show that one can avoid the details of the specific matter

models in the construction of a FOSH system by introducing an auxilliary

o1
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field.

The procedure we employ to obtain these evolution equations is similar to
that of [20] and may be described as follows: we introduce a frame field
to replace the metric tensor as a variable and fix the gauge by choosing
Lagrangian coordinates —i.e. one of the vectors of the frame field is chosen
as to coincide with the 4-velocity of the particle trajectories; we also let the
rest of the frame be Fermi propagated. By virtue of the Bianchi identity
and assuming the connection to be Levi-Civita we show that the solution
to a set of new field equations constructed with so called zero-quantities
implies the existence of a metric solution to the Einstein field equations.
A subset of these equations provides the symmetric hyperbolic evolution
equations. As part of this construction, it turns out to be necessary to
introduce an auxilliary field to remove derivatives of the energy-momentum
tensor from the principal part of the evolution equation of some of the
geometric fields. The evolution equation of IT —which encodes the matter
fields— is given in terms of the electric decomposition of the auxilliary
field. Finally, we make use of the evolution equations, Cartan’s identity
and the Bianchi identities to show the propagation of constraints. It is
important to stress that due to the generality of the procedure, we do
not provide an equation defining p. It is therefore necessary to provide
an equation of state (or the equivalent) when using our equations for a
specific matter model. We treat dust and perfect fluid as examples at the

end and briefly discuss elastic matter.

A limitation of our procedure is the requirement of IT being a purely
spatial tensor — indeed, without this requirement the energy momentum
tensor would take its most general decomposed form. The difficulty of
allowing IT to have timelike components resides in the procedure of keep-
ing the hyperbolicity of the theory. We have used the spatial property
of IT extensively in the process of eliminating problematic derivative

terms from the principal part of the equations. We also assume that the
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equations of motion for a matter system may be entirely determined by
the divergence-free condition of the energy-momentum tensor. Thus, any
matter models which require additional equations to close the evolution

of the matter variables, are not considered herein.
Lastly, we should mention that a very good discussion of the Einstein-

Euler-entropy system is found in [33] where a complete discussion of the

arguments of the framework put forward in [20] is given.

4.2 The Einstein equations

In this work we consider the Einstein equations

1
Rab — §gabR = IiTab (41)

with energy-momentum tensor on the form
Tab = PUgUp + Hab- (42)

where p is a positive function of the matter fields. We require 11, to be a

symmetric and purely spatial tensor —i.e.

I u* =0, (4.3a)
My = Hiay). (4.3b)

We do not put any further restrictions on 14, other than that it satisfies

the divergence-free condition of (4.2)

VT, = 0. (4.4)

Remark 4.1. An energy momentum tensor of the form given in (4.2) is
of a very general form and the conditions (4.3a), (4.3b) are not stringent

restrictions. Thus, the power of the formalism developed herein lies in its
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generality: given an equation for p in terms of the matter fields, one can
ignore the matter specific equations of motion and instead solve equations
for 1l4,. The equations obtained will then be symmetric hyperbolic. This
assumes that one can extract the complete set of equations of motion
for the matter fields from (4.4).

A projection formalism

At each point in the spacetime manifold M the flow lines give rise to
a tangent space which can be split into parts in the direction of w and
those orthogonal. This means that without implying a foliation, we may
decompose every tensor defined at each point p € M into its orthogonal
and timelike part. This may be done by contracting with u* and the

projector defined as
hot = nab + ugu®, u® = ue,”.

Remark 4.2. In order to prevent confusion around notation and unnec-
essarily messy calculations, we will sometimes henceforth write e, and
w?® instead of ex* and w®,. That is, wherever convenient we resort to

the indexfree notation.

Thus, a tensor Ty, may be split into its time-like, mixed and space-like

parts given, respectively, by
TOO - uaubTab> T(/)c - uahbcTaln c/d - hachdealn

where ’ denotes that the remaining indices have been projected so that

the object is spatial —e.g. Thou® = 0. Decomposing V,u® we obtain
Vatt? = vo® + uqa®, (4.5)

where x,” and a® are the components of the Weingarten tensor and

4-acceleration, respectively, defined by

Yab = hatVub, a® = uv b
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Alternatively, the spatial frame components of the Weingarten tensor and

4-acceleration can be respectively expressed by,
xid = (W, Vieo) = I, a' = (W', a). (4.6)

In the literature (e.g. see [25] p.217) the trace, trace-free and antisymmetric
part of (4.5) is called, respectively, the expansion, shear and the twist
of the fluid. By decomposing (4.4) we obtain an equivalent system of

equations in terms of the above quantities

Vel gy = —app + upllae xS, (4.7a)
UVep = —px — Hap . (4.7b)

The decomposition of the /-volume is
€abed = —2 (U[aﬁb]cd - Eab[cud]) , €bed = €abedt” (4.8)

Given a tensor Ty, which is antisymmetric in its two last indices, we may
construct the electric and magnetic parts with respect to u*. In frame

indices this is, respectively, defined by
Ecd = Tabehcahdbu67 Bcd = T*abehcahdbueu

where the Hodge dual operator, denoted by *, is defined by
1

T*abe = _iemnbeTam'l%
and has the property that
T**abc = _Tabc‘

Depending on the symmetries and rank of the tensor, the above definition
for electric and magnetic decomposition may vary slightly. Central for our

discussion is that E,p, and By, are spatial and symmetric.
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4.3 Gauge considerations

The gauge to be considered in our hyperbolic reduction procedure for

the Einstein field equations follows the same considerations as in [20]. In

particular, we make the following choices:

0.

7.

Orientation of the frame. We align the time-leg of the frame with
the flow vector u® tangent to the worldlines of the particle —that is,
we set

u® = eg”.

Basis in a coordinate system. Given a coordinate system x = (z*)

we expand the basis vectors as
e =€g"0,". (4.9)

Given an initial hypersurface, S,, then the coordinates (z7) defined on

S, remain constant along the flow and, thus, specify the frame.

Lagrangian condition. The implementation of a Lagrangian gauge
is equivalent to requiring that eq® = 9,* where ¢ is a suitable parameter
along the world-lines of the material —e.g. the proper time. In terms of
the components of the frame, this condition is equivalent to requiring
that

eo” = do. (4.10)

Fermi Propagation of the frame. We require the vector fields e,*

to be Fermi propagated along the direction of eq® —i.e.
Voea" + g (ea; Voeo) €0 — g (€q, €0) Voeog = 0.

By using equations (2.7) and (2.8) the Fermi propagation of the frame
implies the following conditions on the connection coefficients:
I’y =0, (4.11a)
% =0, (4.11b)



CHAPTER 4 EVOLUTION EQUATIONS FOR EINSTEIN-MATTER SYSTEMS 57
for 2,7 = 1, 2, 3. A frame satisfying the above equation is a frame

where eg® = u® and {e;"} is orthonormal at every point along the

trajectory for which u® is the tangent vector.

4.4 Zero-quantities

In the subsequent discussion it will prove convenient to introduce, as a

book-keeping device, the zero-quantities

Adabc = f%dabc - pdabm (412&)
Fyea = VaF e, (4.12b)
Ncab = anb - 2V[aHb]67 ) (412C)

where L. denotes the components of the Schouten tensor as defined by
equation (2.16). Moreover, by R4 e it is understood the expression for
the Riemann tensor in terms of the connection coefficients I,°. and its

frame derivatives. We have also defined

pdabc = C/\Ydabc + 277d[bf/c]a - 277a[b£c}d, (413&)
Féaps = C%aba — 20 pLaa, (4.13b)
anb = 2V[aﬂb]m (4.13C)
A 1

Lab = Tab - gnabTa ) (413(1)

where C‘dabc is defined as having the same symmetries as the components
of the Weyl tensor C%gpe.

Remark 4.3. The components p®_, . are known as the algebraic curvature

abc
and encode the decomposition of the Riemann curvature tensor in terms
of the Weyl and Schouten tensors while F',,

the Friedrich tensor. The latter provides a convenient way to encode the

. are the components of

second Bianchi identity for the curvature.
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Remark 4.4. The tensor Z.qp, hereafter to be referred to as the Z-tensor,
is introduced so that the evolution equations of the electric and magnetic
part of the Weyl tensor can be expressed in terms of lower order terms
—i.e. preventing any derivatives of Ilap, to appear in the equations and

hence keeping their hyperbolicity.

In terms of the objects introduced in the previous paragraphs, the Einstein

field equations (4.1) can be encoded in the conditions

Vo =0, (4.14a)
5 =0, (4.14D)
AL =0, (4.14c)
Fhoqg = 0. (4.144)

More precisely, one has the following result:

Lemma 1. For a given p, let (f}ab, o, T, C’dabc) be a solution to
equations (4.14a)-(4.14d) for which the metric compatibility condition
(2.8) holds. Then (ﬁab, et as T, C’dabc) implies the existence of a metric
g solution to the Einstein field equations (4.1) with energy-momentum
tensor defined by the components T,,. Moreover, the fields C’dabc are,

in fact, the components of the Weyl tensor of g.

Remark 4.5. Note that equations (4.14a)-(4.14d) do not provide a closed
system of evolution equations for the unknowns of our system. They are

only the necessary equations for giving Lemma 1.

Proof. The frame {e,} obtained from the solution to equation (4.14b)
implies, in turn, by the condition (w?, e,) = 6,° the existence of a coframe

{w®} from which one can construct a metric tensor g via the relation

g = Napw® @ w.
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Since the coefficients I, satisfy the no-torsion and metric compatibility
conditions (4.14b) and (2.8), then they must coincide with the connection
coefficients of the metric g with respect to the frame {e,}. Moreover, by

equation (2.12) we have that
Rdabc = Rdabc;

where R, denotes the frame components of the Riemann curvature
tensor. Using the Riemann decomposition as defined by equation (2.15)

together with equation (4.14c) we obtain
C'dabc + 2na[ch}a - 27]a[ch}a - CA'dabc + 277ll[bf/c]a - 277a[bf/c]a‘ (415>

Taking the trace of equation (4.15) with respect to the indices b and d

and using the trace-free property of the Weyl tensor and C4pe we obtain
]_ d o) 1 o) d
Lca + incaL d — Lca + inca[/ d- (416>

Finally, taking the trace of equation (4.16) and using equations (4.4) and
(2.14), we get the identity
Lty = L%,

The latter shows that Lgp are, in fact, the components of the Schouten
tensor of the metric g. Using the definition of the Schouten tensor in terms
of the Ricci tensor, equation (2.16), it follows readily that the metric g
satisfies the Einstein field equations with an energy-momentum tensor
defined by the components T,p. Returning to equation (4.16) we conclude
by the uniqueness of the decomposition of the Riemann tensor that the

fields C4,. are, in fact, the components of the Weyl tensor of g.

Remark 4.6. In the following to ease the notation, and in a slight abuse

of notation we simply write C%qp. instead of édabc.
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4.5 Evolution equations

Given the gauge conditions introduced in Section 4.3, the next step in
our analysis involves the extraction of a suitable (symmetric hyperbolic)
evolution system from equations (4.14a)-(4.14d). We do this in a number

of steps.

4.5.1 Equations for the components of the frame

The evolution equations for the components of the frame e,* are obtained
from the no-torsion condition (4.14b). In order to do so we exploit the
freedom available in the choice of the frame and require it to be adapted to
the world-lines of the material particles and the gauge conditions outlined

above.

Making use of the expansion (4.9) in equation (4.14b) one readily finds
that

C C
e 0uer” — ep'0ueq” = (LI — [b%a) ec”-

Setting @ = 0 in the above expression and making use of the Lagrangian

gauge condition (7i7) we obtain
8061,1/ - (Focb - Fbcg) GCV =0. (417)

This last equation will be read as an evolution equation for the frame
coefficients e,” with b =1, 2, 3. As it only contains derivatives along the
flow lines of the matter, it is, in fact, a transport equation along the world-
lines. Observe that for b = 0 the equation is satisfied automatically —recall
that as a consequence of the Lagrangian condition (4.10) the coefficients

eot are already fixed.

Remark 4.7. Assuming that the gauge conditions (i), (ii) and (iii) above

hold, equation (4.17) can be succinctly written as

Zocb == 0
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This observation will be of use in the discussion of the propagation of

the constraints.

4.5.2 Evolution equations for the connection coefficients

The evolution equations for the frame components are given in terms of the
frame connection coefficients. Due to the Fermi propagation and the metric

compatibility, equation (2.8), the independent, non-zero components of

the connection coefficients are %, I,°; and I;°,;. Evolution equations
Jj» 20 J

for I;*; and I°; may be extracted from the equation for the algebraic

curvature (4.14c). More precisely, we consider the condition

A% = 0. (4.18)
But A%,q inherits the symmetries of the Riemann tensor — in particular

Aabed = Ajab]fed)-
As a consequence one has that
A% = 0, A%ca =0
are satisfied identically. Thus, the non trivial components of A%.q are
Aijko; AOijOa AkOjov

where 2, 3, k,... = 1, 2, 3. It is readily verified that from the metric
compatibility condition — i.e. equation (2.8) — one can further reduce
the independent components of the connection. More precisely, one has
that

b 0 j 0 k
I4"y =0, ;% = I, Io"i = Io"omik-

Consequently, it follows that

0 k
A ijo = Nik A 050-
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Hence, the condition (4.18) is equivalent to imposing the conditions

Aligo =0, (4.19)
A0 = 0. (4.20)

From equation (4.19) and (4.20) we may extract the evolution equation
for I, and I3°;, respectively. Using equations (4.12a) and (4.13a), the

above equations take the form

ﬁijko = C*jxo + 20" (i Lopk — 21k Loy, (4.21)
}A%Ojko = %o + 2770[‘7‘110}]4; — 277k[jL0]0. (4.22)

The Lagrangian gauge — i.e. gauge condition (74i) — and the condition
that the frame remains orthonormal along ey — i.e. equation (2.6) —
imply that

Lo; = 0, noi = 0.

Substituting these conditions back into equation (4.21) and (4.22) gives,
ﬁgl’jko — Cijko, (4.23)
fzi]‘ko = Coijo + Lz'j — nijLOO- (424)
Finally, the Riemann tensor can be expressed in terms of the connection

coefficients via equation (2.12). Making use of gauge condition (iv), we

obtain
B0l = ij‘o + Il + TP o 1%k — T 0 10, (4.25)
aOFJ'Oi - ajFOOi = Fooifooj - FkOiFjjo — FkOiijO
+C%jo + Lij — i Loo- (4.26)
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Remark 4.8. Assuming that the gauge condition (iii) and (iv) holds and
that 'y is Levi-Civita, equations (4.25) and (4.26) are equivalent to

AcabO — O

Observe again, that the resulting equations are, in fact, transport equa-

tions along the world-line of the material particles.

The evolution equation for the remaining connection coefficients — i.e.
I'0% = I'v'o — will be obtained by splitting IT4 into its trace and trace-free

part

1
Iap = H{ab} + ZHT/aba

where 14 denotes the trace-free part of I1,5. Plugging this into (4.7a)
and (4.7b), we obtain

1 1

V* any = =7 VoIl = pay + wpliaeyx* + T xw, (4.27a)
w1

UVap = —pX — My X — ZHX. (4.27b)

In the above and throughout we have put II = I1°,. Since VgV Il = 0,

we obtain from equation (4.27a) that
Jav =0,
with
Jap = —2pVpaa + 2a[aVe)p + 2l {acy X*“Viaty) + 2upVa (U {ac}Xac>
+ ;Hxv[dub] + ;u[bvd] (ITx) = 2V gV [ p)a).
The last term may be written

ViaVIllpay = —R™pa* U may + R™ ap* H{ma) + 2R™ a1 {qjm) + V* Zaap,
= ZRm[dﬂ{a]m} + VZwan, (4.28)

where we have used the symmetry of the Riemann tensor in the last step.

A straight forward calculation using the definition of the Z-tensor and
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equations (4.14d), (4.12b) and (4.13b) shows that

Zadb = vmC’madb + Padba

where 5

Paay = 5Via(aT) = 2V a(pustia)-
Using that

VaVeCPea =0, V[ VyT =0,
we have

V“Zadb = —QVC‘V[d(pub]ua). (429)

Substituting this back into (4.28), we may now write the {0, 4} components

of Jgp as

Joi = —2pVoa; — Ro’ Ili; — 2a;px — 2a; 115
0 /) 0 0 -_] PX i X (4'30)
+apxij — pVixi’ + pVix.

In the above expression we have used the Lagrangian gauge condition
to set u; = 0. Finally, using the definition for x*; and q; in terms of the

connection coefficients — see (4.6) — we readily obtain
80010% — W 0, 1% = —2aix + o xij — P 13% + T — I kxi®
- ; (ROjHij + QGiHinij) — %7 — To%x
+ Io? i 1o% + 0 LY 0O + P LN 1%, (4.31)

Equations (4.25), (4.26) and (4.31) are of a form which is known to be

symmetric hyperbolic — we refer again to [34] for details.

4.5.3 Evolution equations for the decomposed Z-tensor

It is well known that in vacuum the Bianchi equation leads to a sym-
metric hyperbolic equation for the independent components of the Weyl
tensor. By contrast, an inspection of the definition of the Friedrich tensor

Fapbed, equation (4.12b), reveals that the condition Fgp. = 0 involves both



CHAPTER 4 EVOLUTION EQUATIONS FOR EINSTEIN-MATTER SYSTEMS 65

derivatives of Cypeq and the matter variables. This potentially destroys the
symmetric hyperbolicity of the equation for the components of the Weyl
tensor. In the following we will show that it is possible to deal with this
difficulty by providing two auxiliary fields —the Z-tensor and o-tensor as

defined by equations (4.13c) and (4.38), respectively.

We first define some important quantities and identities used in the

following discussion. The Z-tensor has the symmetries
Z[abc] =0, Zabe = a[bc]+

The symmetry of the Z-tensor thus allows for a decomposition in terms

of its electric and magnetic parts defined respectively as
Lpac = ebdudhaehcba gpac = Z:bdudhaeh’cba

where, Z7, 4, is the dual Z-tensor defined in the customary way. The electric
and magnetic part of the Z-tensor are symmetric tensors defined on the

orthogonal space of w —i.e. one has that
Vge = q—/(ac)a !pacua = O> Do = ¢(ac)7 éacua = 0.

As such, the Z-tensor and its dual may be expressed in terms of the spatial
fields ¥, and @4

anb = !pcbua - !pcaub - Eabegpce + ucHdead - ucHdade7 (432&)
Z*amn = %LpacemnC + u[mgbn]a + %EmndHCanc - %emncnadXCd' (432b)

By plugging the definition for the Z-tensor into the definitions of ¥,;, and
Db, Tespectively, we obtain an evolution equation for the matter tensor
11,4 in terms of ¥, together with a constraint equation. Namely, one has
that

N oIl = a®up I 50 + a®Ug Il g — X f® — Yem, (4.33a)
€120 Doll ™ = € pbatim X + @ fpm. (4.33b)
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where D, denotes the Sen connection defined as,
Dyllcqg = hy*Volleq-

It is worth noting that due to the 1 + 3 split of space time, we do not
have a spatial metric on the 3-dimensional surfaces. Hence, we cannot
define a spatial derivative — i.e. a spatial metric satisfying the metric
compatibility condition does not exist on the three surfaces. Equation

(4.33b) is regarded as a constraint equation.

Remark 4.9. Note that equation (4.33b) will always hold as long as the
definition of the Z-tensor (i.e. equation (4.13c)) propagates. This will

be shown in Section 4.6.

In order to close the system and to ensure hyperbolicity a set of evolution
equations for the fields ¥,;, and @, are needed. In the rest of this section we
shall develop these equations and show they form a first order symmetric

hyperbolic system.

The evolution equations for Vg, is obtained by taking the divergence

of the Z-tensor —i.e we have the equation
VZeab = 2V°V o Iy

Expanding the above equation and using the decomposition of the Z-tensor

—i.e. equation (4.32a)— we obtain an equation of the form,

UV Wac — €"" Doy = u*Vol” — Haax"* Ve — uex**Villag
— UeTTgq VX — ViV I1,.° 4+ ViV 1,
+ U, VPug + DV aeap® + teXa"Vallp®
+ paxa" Ve + uclTpa Vi

(4.34)

It is necessary to write the terms which involve derivatives of W, and 1,
in terms of lower order terms. The divergence of ¥, can be obtained from

equation (4.33a),
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Vao¥in® = —a" Ve — 4q0% Upmp + a“afumﬂaf
+ aaﬂmaxff +a® an'fm - a“ﬂafxmf
+ u Iy Vaa! — a®ppxa” — X Vollyy (4.35)
— g VoX™ — XYV 1 — uV Vo 11,7
+ umUafoa“

In the above calculation we have made use of equations (4.33a), (4.5) and
(4.7a). A straight forward calculation using the definition for the Riemann
tensor — i.e. equation (2.9) — and equations (4.7a), (4.7b) as well as

(4.33a), gives the relation

UV VoIl .? = —u®Repam "™ — u® R, Iy + acpx
- abUchb - ucﬂmeamXab - uapvaac (436>
+ uaucﬂbmvaxbm.

Using equations (4.35), (4.36), (2.9), (4.33a), (4.5), (4.7a) and (4.7b) in
equation (4.34), and by contracting with the projector — i.e h®,,h¢,, — we
obtain after some algebraic manipulations the desired form of the evolution

equation for Wy,
Vo lmn, — €m " Da®rny = Winn, (4.37)
where W, denotes the lower order terms and is explicitly given by

Win = —0Wpaqtim — 6 Wrnatin + % €nap P’
+ U U UM U Tab + UM T ma + Tmn + U UmOna
+ Rinans 2% 4 U Rinpac§2% + 1 Um Rpac 2%
+ U U Uy Racpa 2% + Rn® Qma + 1 Un Ro® s
~ U X — AmUnpX + EnacttmPp X ™
— Amtn2abX™ = CnpXa" X m + YmaX*n
— a%UmpXna + LabX"mXn" = Lab X Xrim
+ U U PV qm + PVl + A Vi p.
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In the above, we have defined
Oab = VIl . (4.38)

Observe that the derivatives in equation (4.38) are covariant differentiation

in the direction of the frame e.. More precisely one has

NV o, Ve, IT = WP (ep[Iye]) w* @ we + L.O.T

(4.39)
=41, w* @ w+ L.O.T,

where we have observed that omega® belong to the dual space of e, and
may thus be defined such that,

w?lep] = 6%.

The lower order terms consist of connection coefficients. Hence, the ten-
sor 0,4, appearing in expression (4.37) consists of only lower order
terms. Note also that the derivatives of x4, and a, may be expressed
in terms of the connection coefficients and thus dealt with by (4.31) and
(4.26) —i.e. we have

Xab = hamhanmOna Qg = hacFOCO-

In obtaining equation (4.37) we have used standard tensor manipulations
involving the commutation of derivatives using the Riemann tensor and

frequently making use of the spatial property of 11, to get rid of derivatives.

To obtain the evolution equation for the field @, we first provide
two preliminary identities obtained by again using the commutator of the

covariant derivative — i.e. equation (2.9). We have

€amnUCV " Vo II.™ = amnt’ Rq™ o I1.% — €qmnu’ Ry [T4™ (4.40)
+ ‘Eu,mnubvbvnncma
€amnt®V" V'™ oy = €qnm RN "™ 1 .q. (4.41)

We then proceed in a similar way as with the field ¥,;, and considering
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the dual equation
va*cab = _eabdevbv[dne]c-

By applying the decomposition (4.32b) and (4.8), the above identities —
i.e. (4.40) and (4.41) — and contracting with h%,h¢, we obtain after a few

manipulations the evolution equation on the desired form,
b mag b
U Vb@lp + €pme v’ = Z/{lp, (442)
with U,. denoting the lower order terms —explicitly given by

a7 b a a m, a be
Uy = —a" W epap, — a“upPrq — a®wPpq + €pp’ U Ricam 11
d, a,b cm cm, a b cm, .a b
+ €pe UU W Rampall ™ — €p U RovermIl;” — €p U Rocom Il

a c ab c. ab a
- @le a !pb €pacllX  — alﬁpacﬂb X + gZSlaX P

Equations (4.37) and (4.42) are of a form known to be symmetric hyper-
bolic — see [34] for a more detailed discussion. We note that we have

made ample use of the suite xAct? to obtain W and U.

Remark 4.10. The presence of a spatial derivative of p in equations
(4.37) means that an equation for p is necessary to ensure the hyperbol-
icity of the equations. Furthermore, the choice of p must at least be C*.
In other words our treatment does not allow for discontinuities in the

matter source.

Remark 4.11. In the expressions for Wae and Uy it is understood that
wherever R% g appears, it is to be evaluated using the decomposition in

terms of the C%qpe and ﬁab.

4.5.4 Evolution equations for the decomposed Weyl tensor

The construction of suitable evolution equations for the components of

the Weyl tensor follows a similar approach as in the previous discussion.

BSee http://www.xact.es for more information.
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Again, the strategy is to decompose the Weyl tensor into parts orthogonal
to the 4-velocity —i.e. one needs to understand the form the Weyl tensor

takes on the orthogonal space to the 4-velocity.

Due to the symmetries of the Weyl tensor, the essential components
are encoded in what are called the electric and magnetic parts of the Weyl

tensor defined, respectively, as
Eac = ebfdubudh/aehcfa Bac = :bfdubudh'aehcfa

where C7, ., denotes components the Hodge dual of the Weyl tensor. In
terms of these spatial tensors, the frame components of the Weyl tensor

and its dual admit the decomposition

C'abcd = -2 (lb[cEd]a - la[cEd}b) —2 (u[ch]p€pab + u[aBb]pepcd) ) (443>

Cabea = 2uaEpjpe’ea — 4EP (a€pjpletia) — 4uja Bejjctia) — Bpge”abeca; (4.44)

—see e.g. [5] for details. For convenience we have written
lab = hab — UgUp.

Similarly, we decompose the Friedrich tensor — defined by (4.12b) — and

its dual in terms of their spatial, mixed and temporal components,

o ! / ! /
Fabed = uauptalygee. — UntdF o0 — UalidFopoe + UdFapoc

/ / / /
— UaUpleFogpq 1 UnticFagoa + UatieFopoa — tcl apod (4.45)
/ / / /
+ uaubFOOcd o ubFaOcd o ullFObcd + Fa,bcd

* _ */ */ */ */
Fabea = UatpUal " gooe — UpdF " 400 — UatdF gpoc T UdF" apoc

a
*/ */ */ */
— UaUpUc I ggoa + UbticF aooq + UaticF opoq — UeF  qpoa  (4.46)

x/ x/ */ *x/
+ UaubF " g0ca — Ub " goca — Ual  obea T F abeds

where FJy.4 is defined in the usual way. In order to obtain evolution

equations for Fgp, and Bgp, we make use of the following decomposition of
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the Bianchi identity (4.14d) and its dual:

Fyea = up (Foeotta — Fogotte) + 2Fpoictta) — upFoeq + Fyea,  (4.47a)
Fyeq = up (Fopgtia — Fogotie) + 2Fpopctia) — UsFoeq + Freq- (4.47b)

The term Fuop = —Fapo in equation (4.47a) gives the evolution equations
for Egp. Using the definition for F,pe and Fapeq — i.€. equation (4.12b)
and (4.13b) — and using the decomposition (4.45) we get an expression
(rather long) which involves terms of the Weyl tensor and its derivative.
Consequently we make use of the decomposition (4.43). Furthermore, using
the definition for the Schouten tensor — i.e. (2.16) — and observing that

Fape is a zero quantity, we finally obtain after a few manipulations,

UV o Eap — €aep DI By = LkWap, — a°Epetiq — aEqeup
- %/-cllfcchab + acﬁcefBaehbf — ka“upllgze
— kaUqlTpe + 5K ITpeXa — 5KPXba — EacXp®
— 580laexv® + 2EpeX e — 2EapX e + §hphabX e
— Eeahab X + €caes By®ha’ X + €gpativ Be? X .
(4.48)

Similarly, the symmetric part of the term F,q in equation (4.47b) gives
the evolution equations for Bgp. The steps to obtain the evolution equation
are almost identical to that for the field E,; except that one substitute the
dual equations (4.47b), (4.46) and (4.44) in place of (4.47a), (4.45) and
(4.43). Another difference is that it is necessary to symmetrize about the

free indices to obtain the final equation —namely,

udVdBab + D‘fE(bd€a)df = —%adEbfGQdf — %adEafebdf

1

d d 1 d
—a UbBad —a uaBbd — Eli@ab — ZRCL Ebdeaf

- iﬁadeadfﬂbf + %Bband + %Baded + BbdXda
+ Baax® — 2BapXa — B¢ €pactiax¥
— 3B €aacupx® — Baphapx.

(4.49)
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In the above calculations we have also made use of the equations (4.33a),
(4.33b) and (4.7b). We note that equations (4.48) and (4.49) are on the
same form as the one given in [20] and constitutes a symmetric hyperbolic

system of equations. We refer once again to [34] for an explicit discussion.

Remark 4.12. The standard approach to show that equations (4.48) and
(4.49) constitute a symmetric hyperbolic system ignores the tracefreeness
of the fields Eqp and Bgay and list 12 components in a vector. Thus, a
posteriori it is necessary to show that the fields are tracefree if they were

so initially. This is discussed in Section 4.7.

4.5.5 Summary

We summarise the results of the long computations of this section by the

following proposition:

Proposition 4.13. The evolution equations for the matter fields as ex-
pressed by p and Il are respectively given by (4.7b) and (4.33a), and
11, satisfy the constraints (4.7a) and (4.33b). Furthermore, the evolu-
tion equations for the geometric fields e.”, I3%;, %, 0%, Fab, Bab

and the auxiliary fields Wy, @4p are given, respectively, by

So% =0, (4.50a)
A% 0 =0, (4.50b)
Jio =0, (4.50¢)
Fapo = 0, (4.50d)
Flano =0, (4.50e)
VPN, =0, (4.50f)
VPN = 0. (4.50g)

The above evolution equations constitutes a symmetric hyperbolic sys-

tem. The remaining equations from (4.14a)-(4.14d) are considered con-
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straint equations.

4.6 Propagation equations

In order to complete our analysis of the evolution system, we need to show
that the equations that have been discarded in the process of hyperbolic
reduction (i.e. the constraints) propagate. In this section we will, therefore,
construct a subsidiary system for the zero-quantities Qq, Nabe; 2 €ab, A%ab
and F,p.. The task is then to show that either the Lie derivative of the
constraints vanish, or that it may be written in terms of zero-quantities.
A key observation in this strategy is the fact that several of the zero-
quantities can be regarded as differential forms with respect to a certain
subset of their indices —thus, Cartan’s identity can be readily be used to

compute the Lie derivative in a very convenient way.

Remark 4.14. In what follows one should be careful when evaluating the
covariant derivative of a tensor fields in frame coordinates. The following
order should be employed: first, evaluate the tensorial expression for the
derivative of the tensor, then write the expression in a frame basis, and
lastly do any contractions if necessary — e.qg contracting with the four

velocity.

4.6.1 Propagation of Divergence-free condition

The divergence free condition gives rise to two equations: on the one
hand, equation (4.85b) is an evolution equation for p and the other hand
equation (4.85a) a constraint for IT. As such, the latter needs to be shown

to hold on the whole space time if satisfied on an initial hypersurface.

We first define the zero quantity

Qv = VIl + app — upllaex ™.
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As is obvious from the above, (), = 0 must hold for the Einstein equations
to be satisfied. By contracting with u® it is readily shown that Qo =
Qpu® = 0. Thus it is sufficient to only consider @; in what follows. A
simple calculation shows that
2V 1aQv) = 2V Zaay + 2V g (ab]p) + 2Re%dja| I Tp)°
—2Vjq (umﬂacx“) +4210% 0 Velly®,

where we have used the commutation property of the connection followed

by the definition of the Z-tensor, as well as
2R qq)0 11" = 0.

By using equation (4.29) and multiplying through with u?, followed by
applying equations (4.12a) and (4.30), we obtain the propagation equation

u'VaQi = —Q” xij + A0 eIy + 25 107 xi* + 25° 117 % (4.51)

Note that p;¥or, = 0 due to the divergence free property of Weyl and
To; = 0 as a consequence of the gauge. We have also made use of the

evolution equation Y%, = 0.

4.6.2 Propagation equations for the torsion

For fixed value of the index e, the torsion X,€, can be regarded as the

components of a 2-form —namely, one has that
e = E[bec}wb ® we.

Using Cartan’s identity to compute its Lie derivative along the vector u®
one finds that
L, 3° =1, d X 4 d(1, X°). (4.52)

The second term in the right-hand side of the above equation can be seen
to vanish as a consequence of the evolution equations (cf. Remark 4.7)

while the first one involves the exterior derivative of the torsion which can
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be manipulated using the general form of the Bianchi identity. For clarity,

these computations are done explicitly using frame index notation.

Following the general discussion given above consider the expression
Vi02a) which roughly corresponds to the first term in the right-hand
side of equation (4.52). Expanding the expression one readily finds that

3Vi0Xa = VoXa + Vol + V2o
- vOZlacb - FaEOZbce - FbEOZace-

Now, we compute Vo X,% in a different way using the general expression
for the first Bianchi identity (i.e. the form this identity takes in the presence
of torsion):

RYear) = —ViaZp% — Ziap X %.

Setting @ = 0 and making use of the zero-quantity defined in (4.12a) to

eliminate the components of the Riemann curvature tensor one finds that

3VioZptg = —A%c08 — Zo“p X %

= _AdObc
where we have used the fact that
pd[cab] =0,

and the evolution equations (4.50a) and (4.50b) in the last step. From the

above discussion it follows that the propagation equation is

VoXa = [ Zb¢ + 054 % — Aope. (4.53)

Remark 4.15. The main structural feature of equation (4.53) is the fact

that it is homogeneous in the zero-quantities X% and A%gpe.
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4.6.3 Propagation equations for the geometric curvature

Next we turn to equation (4.14c). For this we observe that the zero-quantity
A% for fixed values of d and ¢ can be regarded as the components of
a 2-form on the indices a and b. Using again Cartan’s identity one finds
that

LoAY =i,dA%, +d (i, A7)

Now, the last term in the right-hand side vanishes due to the evolution
equation for the connection coefficients (see Remark 4.8), while the first

term takes the form
iudAdc = V[OAd|c|ab]wa (%9 wb.

As in the case of the torsion, the strategy is to rewrite this expression in
terms of zero-quantities only. For convenience in the following calculations

we set
Sade = 5a65bd + 5ad5bc — ﬁabﬁCd. (454)

From equations (2.14) and (4.13a) it readily follows that
d d d 7 d
ViaA%epe) = ViaC%eppe) — SY e Valar — X Rl -
To simplify the calculations, we multiply by €. The first term yields

abc d abc d
€1 v[ac lelbc] = € VaC ebc

= va (6[ abccdebc>

(4.55)
= 2V, 0%
= 2V, C .
In the above, we have used that
Vael“bc = 0.

The second term require a few more steps. Using the definition (4.54) we

have
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6labCSe[bdfva-f/c}f - 6labc(sedébfva-z\/cf + elabcéefébdvaf/cf
6labcndf’nebvaIA/cf
- 6edva(€labcﬁcf) (456>
+ Elafcéefvach - elaecndfvaf/cf
= _6ldacvaf/ce + 6leac77dfVaf/cf
where we have made use of the symmetry of the Schouten tensor in the
last step. Now, from equations (4.12b), (4.13b) and (4.14d) we readily
obtain that

6ldbcv[bﬁc}a = _eldbc abe T 6ldl’cvmcﬂnczlac-
Plugging this result back into (4.56), we obtain after making use of the
definition for the dual that

Ela'bcse[bdfva,Lc]f = Eldacheac - ndfeleacha,c

(4.57)
+ ndeVaC*aﬂe B QVQC*bmaeld-

Putting the result for calculation (4.57) and (4.55) together, we obtain

6V A% = @ Frge — NV €16 Fiqc
+ 0¥ (—2VoC* e + 2V 0 1o — 2V, C*% i)
= % Froge — N¥ 1" Fac
— 2 (VoC* % pe + VoO* o + VO er5)

dac d; ac
= € Feac -7 fele Ffam

where we made use of equation (2.13) in the last step. Multiplying by
€ mnp, We Tecover the equation in its original form. Thus, the right-hand

side of the propagation equation for Adc[ab] is given by

V[OAd\erc] = —ne[odec] + ?7d[oF|e|bc]. (4.58)
But we also have that,

V[OAd\e|bc] = vOAdebc - FchAdefb - beOAdecﬁ
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Plugging the above result back into equation (4.58), we obtain the final

propagation equation

vOAdebc = _T/e[Odec] + nd[Oﬂe\bc] + FchAdefb + beOAdecf‘ (459)

Remark 4.16. As in the case of the propagation equation for the torsion
the main conclusion of the previous discussion is that the propagation

equation for the zero-quantitity A%qpe is homogeneous on zero-quantities.

4.6.4 Propagation of the N-tensor

It is also necessary to show that Ngp. —see equation (4.12c)— propagates.
The strategy will be different than what has been employed in the above
discussions; rather, we will follow the strategy employed for the propagation
of the Friedrich tensor in [11].

In the subsequent discussion we shall make use of the observation that,
vb]\],*cab = 07 NlcOb = 07 N/*cOb =0.

respectively are equivalent to the evolution equations for W, @ and 1,

and the constraint equation as given in (4.33b). Furthermore, we define

the fields,
£ab = Nl*ab()a )\ab = NIOab-

By decomposing N*,p. in terms of the fields Ay and &,p, we have
N cap = Ecals — Eblla + 3AdelpEa) ™ Ue (4.60)
Using the symmetry relation
Niabe) = 0,

we obtain the expression
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Aab = N'bao — N'avo.
But from the evolution equation for I1,,, we have that N'pq0 = 0, thus
Aap = 0.
Applying the above result, and the divergence in equation (4.60) we obtain,

UpVeq = £ca®ug — EcaX + EapXa-

To obtain the above we have used the evolution equation for @,, and
multiplied through with the projector hg® to get rid of a divergence. This
is permitted as the field &4, is spatial. Thus, we have established the

following lemma:

Lemma 2. If the constraint &, = 0 — equivalently equation (4.33b) —
holds initially, and under the assumption that the evolution equations
(4.33a) and (4.50g) holds everywhere on M, then the relation

Zeab = 2v[a]Yb}ca

also holds everywhere on M.

4.6.5 Propagation equations for the Bianchi identity

Lastly, we need to show propagation of the Bianchi identity, equation
(4.14d). Again the strategy is to use the decomposition of the Friedrich
tensor and its dual and use the divergence to obtain propagation equations

for the constraints.

First, we shall express the divergence of Fyp. in terms of known zero
quantities. Making use of the antisymmetry property of the Weyl tensor

about the indices a and b, We have,
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2V Fyea = 2VIOVICpeq — VOV Lap + VOV Les.
By virtue of the commutator as defined in (2.9), we obtain,
2V Foed = —2R P Cried — 2R " Cotea — 2R " Capia
— 2R % Clhper + 2R e Ly + 2R Ly
— RUbyLy — Ryl + 45,5, V,0% 4
+ VOVl — VOVeLap.

(4.61)

Similarly, we may rewrite the terms involving the Schouten tensor in the

following way:
VVeLay = n®® (v[evc]ﬁdb + chezdb)
=7 (—Rldecleb — RlyecLar + chef/db> (4.62)
= —R'g*Liy — RYWPeLa + Vo VP Lay.
Substituting the above result into equation (4.61), we obtain

2va’bcd = _2Rlaba0lbcd - 2RlbbaCY(J.lcd - 2Rlcbac(abld
— 2R P Coper + 2R Ly + 2R Ly (4.63)
— Ryl — RYPale + VaVPLey — Ve VP Lap.
Solving equation (4.12a) for the Riemann tensor and substituting into

equation (4.63), results in

2V Fpeqg = —2A'"*Clpeq — 2A%"*Catea — 24" Capia
— 24" Caper + —20'"*Civca — 204°*Catea
— 20" P Capra — 20" d** Caper + A'd®cLip + ALy (4.64)
— ALy — AW aLla + p'aPc Ly + p'’cLar
— P Palu — p'PaLe + VaVPLley — VeVP Ly
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Next we evaluate each term involving p®peq. First, we have

010" Cped = C'a"*Crpea + Slea[mf/n}e’ﬂmbﬁmclbcd
= (0a'6m + 020" = 1Ntam ) Lnen™ 1™ Civea
- (éaldne + 8a%0n" — nleeta,m) Lime™ 0™ Clpea
= L%Cofa+ L%C™cad®a — L*C®acq
— LPeC%eq — LPeC%eq + 4L C®ea
=0,

(4.65)

where we have used that Sap = S(ab) and Cypeq = Clapjjeq)» a5 Well as the
trace-free property of the Weyl tensor. Using the same approach as above,
we find that

P Copia = C' P Copra + LA Copg — LCreta, (4.66)
P a?Capie = —C 4 Coprc + LY Capie — LCrage. (4.67)

Interchanging ¢ and [ in equation (4.67), will change the overall sign, and

thus when we subtract with equation (4.66) we obtain

pldbacablc - plcbaCabld = Clcbacabld - Cldbacablc
= C’lcbac(abld - C’ldbac(ablc
= Cbalccldab - C'ldbactablc (468)
= C' 3P Clpic — C' 4P Clatic
= 0.

Furthermore, we find that
poPela = —2L Lay — Ly® Lae
Plale = =204 Loy — Ly Leg.
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Consequently, subtracting one from the other leads to
po’eLay — p'oPaLler = 2La' Loy — 2L Lay
= 2LgLd — 2L Ly, (4.69)
= 0.

Finally, we have that
pldbczlb = zmlzlmncd - [A/cdf/lla

A A

p'laliy = Lin' Li™nae — Lae Ll
A straight forward calculation shows that
pd’eli — p'lal =0, (4.70)

due to the symmetry of the Schouten and the metric tensor. Substituting

the above results back into equation (4.64), we obtain

VO Fyped = — AL Crpea — AP Clatea — AP Coapra — ALd"* Coape
+ AP Ly + ALy — ALy — AYPala + V9iaQq
1
+ 45,V C% g — 25,1 V1Sq® 4 250 Vi SP + gzedcveT7

(4.71)

where @), is the zero quantity defined in section 4.6.1. Following the
strategy outlined in [11], we define the fields

—_ ! — x/
Pa = Foaos da = Foao;

which encodes the information of the constraint equations of Fp. and

F}., respectively. Thus, the aim is to find evolution equations for p, and

¢a- In terms of the above fields the decomposition (4.47a) takes the form

1
Fyea = 2pr[cud} + hb[dpc] - §uer€cdea (472)
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where we have used

1
Fopa = Getba®, Fyeq = heape + §uer€cde-

To obtain the above, we used the evolution equations —i.e. that Fpe = 0

and F”* )0 = 0 as well as the identity

1
F[ab]c = _§Fcab7

which is a direct result of the symmetry properties of Fyp.. By taking
the divergence of the first index of (4.72) and equating with u%h,¢ times
(4.71), we obtain a propagation equation for the p, field, namely

2uPVepa = 2uape — €a"acqa + XaPe + 3XPa + 24" Clocoha”
+ 2ALP™MCeohat + 2AL P Cbiohal + 2AN% M Crberha’
+ 24 o Lipha® + 2A%P0 Loy — 2V0Qqha”
+ 4uhe X s ViC% g — 2uth X V1S a® + 2uhe 5 V1S.P.
(4.73)

In the above, we have used that Xy%, = 0 everywhere on M. Applying
the same procedure to (4.47b) we obtain the propagation equations for
the g, field,

Vo — €a°“Depa = Ua@°Ge — XGa + 2Pcaba”
+ AL Clyeoha® + A" Crryeoha® + A" Crnpin€a™
+ ALY C a4+ AL LipeP™ + ALY, Loe™™
+ VaQpea™ +  4u™ X,y ViC* %, + 251, V1S, e ™.
(4.74)

Remark 4.17. Again, the main observation to be extracted from the
previous analysis is that equations (4.73) and (4.74) are homogeneous in
the various zero-quantities. Moreover, their form is analogous to that of
the evolution equations (4.48) and (4.49). Thus, it can be verified they
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imply a symmetric hyperbolic system. Note also that equation (4.73) is
different in the principle part compared to equation (4.74). This is due
to the fact that the evolution equation Fupo = 0 is not symmetrized. It
is also understood in equation (4.73) that one can apply equation (4.51)

to eliminate the time derivative of Qq.

4.6.6 Main theorem

The homogeneity of the propagation equations for the various zero-quantities
implies, from the uniqueness of symmetric hyperbolic systems that if the
zero-quantities vanish on some initial hypersurface S, then they will also
vanish at later times. We summarise the analysis of the previous subsections

in the following statement:

Theorem 8. A solution
(€a”,Fijk,F00k,Fioj,Eab>Bab,Wab,¢ab>Hab,P)

to the system of evolution equations given, respectively, by equations
(4.17), (4.25), (4.31), (4.26), (4.48), (4.49), (4.33a), (4.37), (4.42) and
(4.7b) with initial data satisfying the conditions

Zabc = 0; Adabc = 07 Fabc = 07
on an initial hypersurface S, implies a solution to the Einstein-matter

frame equations (4.14a)-(4.14d).

Remark 4.18. As a consequence of Lemma 1 it follows that a solution
of the Finstein matter frame equations implies, in turn, a solution to

the standard Einstein-matter field equations (4.1).
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4.7 Examples of matter models

We will in the following exemplify the previous discussion with a number of
particular matter models. We shall also note that although the equations
given in the following resembles those found in [20], the treatment of the
propagation of constraints for dust or perfect fluid was not treated therein.

In this thesis we fill this gap.

4.7.1 Dust

The simplest case is of course that of dust. In this case II,, = 0 and the

expression for the energy-momentum tensor, equation (4.2), reduces to
Tap = pUgUp.

Furthermore, as there are no internal interactions, each dust particle follows

a geodesic —i.e the following hold
IS = 0.
Consequently, equation (4.7b) reduces to
uVap = —px (4.75)
and equations (4.25) and (4.26) take the form,

ol = —I kit + O ko, (4.76)
1

aOFjOi = —QFkOiijo + Coi]‘o — gpm]‘. (477)

Remark 4.19. Note that the condition [, = 0 implies that a, = 0.

Consequently, the evolution equation (4.31) is not necessary.

Also, we have that Zg,. = 0. Thus, the discussion of the Z-tensor and its

evolution equations are irrelevant —i.e. there is no need for the construction
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of an auxiliary field. The evolution equations for the Weyl tensor reduce

to

UcvcEab - Eae_foBbe = _%Kpra - Eachc + 2EchCa - 2EabXCc + %K,Ohabxcc
— EeahapX“® + €cdef By ha X°* + €apativ B’ X%,
(4.78)

and

udvdBab + DfE(deG,)df = %Bbdxad + %Baded + Bbdxda + Badde - 2Babde
= 3B ebactiaX” = 5Es €adetnx” — Baphapx”.
(4.79)

Thus, equations (4.17), (4.76), (4.77), (4.78), (4.79) and (4.75) provide the
symmetric hyperbolic evolution equations for the fields e”, I;%;,13°%;, Eqp,

Bap and p, respectively.

4.7.2 Perfect fluid

Before we discuss the details of a perfect fluid, we shall briefly review some

important quantities in relativistic thermodynamics.

Given a material with N different particle species, let n, denote the
number density of a particular species, where A = {1,2,..., N}. Further-
more, we denote by s the entropy density. The energy density of the system

is a function of these quantities —i.e. we have
p:f(87n17n27"'7nN)' (480)

The function f is called the equation of state of the system. Finally, the

first law of Thermodynamics is given by,

dp = Tds + p*dn 4, (4.81)

o _ (20
88 nA7 pa = (9nA 8’

where,

T
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denotes the temperature and chemical potential, respectively. In what
follows we shall consider a simple perfect fluid — i.e a fluid of only one

type of particles (A = 1) and with an energy momentum tensor with
oy = phap. (4.82)
Consequently, we have
I {apy = puqus, II = 3p,
where p denotes the pressure and is defined by

D =nu—p. (4.83)

Throughout we shall assume an equation of state of the form given by

(4.80) with A =1 and the law of particle conservation —i.e.
u*Ven = —ny. (4.84)

With these assumptions, equations (4.27a) and (4.27b) reduce to the well

known Einstein-Euler equations, given by

upuVap + Vep = — (p + p) ap, (4.85a)
u*Vap =—(p+p)x- (4.85D)

It follows from equations (4.83), (4.85b), (4.84) and (4.81) that the fluid
is adiabatic —i.e we have

u*Ves = 0. (4.86)

From the above discussion it follows that equation (4.31) takes the form

1 .

-5 (Roip + 2paix) — I';%x"i — To%ix

+ 17 0% + P * L0 + P LA L0
(4.87)
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Similarly, equation (4.26) takes the form
0l;% — 0;10°% = % 10°; — W2l 0 — 10T

1
+ C%;o + phij — 3P 2pm;j.- (4.88)

Now, writing equations (4.33a) and (4.33b) in terms of the above

definitions we obtain
Yab = Xba — Pab (p + D) (1 — V2> X + happtnx, (4.89a)
Dap = _eadb (P + p) ad — 6achCdpub7 (489b)
where we have defined the scalar,

1/2

sle

and used equation (4.83) and the definition of p to obtain,
u'Vap = (p+p) (1 — 1/2) X — UmX. (4.90)

Finally, the evolution equations for E4, and By, are obtained by substi-
tuting equations (4.89a), (4.89b) and (4.82) into the equations (4.48) and
(4.49)

ucvcEab - 6acdl)deC = _2acu(aEb)c + acebchad - 2/€a(bua)p + KPX [ab] + %'L{Xba
- %Kvaba + Eachc + 2EchCa - 2EabXCc - é/{/habxcc

+ %Kphabxcc + 6aceub-BdeXCd - EthabXCd7
(4.91)

UdVdBab — DfE(adEb)df = —%adEbféadf — %adEafEbdf — adubBad
— a®uqBpd + 2 Boaxa® + 2 Baaxs®
Byax*a + Baax® — 2Bavx®a — $E¢° o
+ DbdX a T DadX b abX d — 3Lf €bdclUaX
— LB €qactunx? — Baphanx™ + Lrepapuapx®

+ i:‘iEadfuprdf.
(4.92)
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Equations (4.17), (4.25), (4.87), (4.25),(4.88), (4.91), (4.92), (4.90), (4.85b),
(4.86) and (4.84) provide the symmetric hyperbolic system for the fields
(ehs Ii? s 10k, 13, Eab, Bap, D, ps,n) respectively.

4.7.3 FElastic matter

The following discussion follows the treatment of relativistic elasticity
found in [22].

The energy density of the elastic system is given by
p = ne, (4.93)

where ¢ is the stored energy function of the system. It can be shown' that
the elastic energy-momentum tensor in frame coordinates can be put on

the form of equation (4.2) with an energy density as given by (4.93) and
I = 2p77ab + 2TZTAB/1Aa/1Bb. (494)

where 74 denotes the relativistic Piola-Kirchoff stress tensor and is defined
in Chapter 3. Thus, the field A4, is the fundamental material field of the
theory. We shall, however, not write explicit equations for these fields,
but rather use the formalism described earlier in the chapter. Hence, the
information regarding 4,4 is encoded in the tensor ITq, by equation (4.94).
Ik,
1% 1%, Eab, Bab, Yab, Pab, Iap, p) are respectively given by equations
(4.17), (4.25), (4.31), (4.26), (4.48),(4.49), (4.33a), (4.37),(4.42) and (4.7b).

Equations (4.7a) and (4.33b) are considered constraint equations.

Consequently, the symmetric hyperbolic system for the fields (e

a’

iSee Section 3.4.
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4.8 Concluding remarks

As stressed previously, we have developed first order symmetric hyperbolic
evolution equations for a wide range of matter models which solves the
Einstein equations. In fact, any matter model which has zero heat transfer
should be covered by our formalism. It should thus be applicable to the
development of a theory of neutron stars as a relativistic elastic system.
In this case one would proceed as with the perfect fluid case: one needs to
write the tensor IT in terms of its trace and trace-free parts and provide
equations for n and € to close the system. The latter is likely obtained
from thermodynamical considerations. Remarkably no other information

is needed to solve the system.

The treatment given in this chapter is sufficiently general that showing
symmetric hyperbolicity for a given matter model coupled to the Einstein
equations, is reduced to the simple task of showing that the system admits
an energy momentum tensor on the form (4.2) satisfying (4.3b) and (4.3a).

It is understood that an equation of state for p is provided.

The analysis of this chapter assumes that suitable initial data for the
evolution equations has been provided. The details on how to construct
suitable data depend on the particular details of the matter model under
consideration. However, there exists a more or less general procedure
to construct solutions to the constraint equations of General Relativity
coupled to general classes of data —see e.g. [35]. Accordingly, we do not

expect the construction of initial data to be a major issue.

The ultimate aim of the formulation of the evolution problem of
relativistic self-gravitating systems provided in the present chapter is to
make connections with numerical Relativity. There is, however, currently a
limited experience in the numerical community regarding the use of frame
formulations of General Relativity in simulations —see however [36,37].
The techniques developed in these references provides an initial stepping

stone for the implementation of the equations in the present chapter.

A natural, and in some ways necessary, extension of the analysis in
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this chapter is the formulation of an initial-boundary value problem for
the evolution equations. This analysis requires the identification of proper
boundary conditions and evolution equations which ensure the propagation
of the constraints. This is a challenging task. However, the seminal work
on the initial-boundary value problem for the Einstein vacuum equations
given in [38] makes use of a frame formulation for the vacuum Einstein
field similar to the one used in the present chapter. Thus, several of the
key ideas in that reference may be carried over to the more general setting

of matter models. These ideas will be explored elsewhere.



Chapter 5
Future stability of N - bodies in general

relativity

5.1 Introduction

Much of Physics is the study of evolution of a system under certain
conditions and laws. In Cosmology one is thus interested in the evolution
of our Universe from the far past to the distant future. The dominant
law governing galaxies and the evolution of the Cosmos is embedded in
Einsteins theory of gravitation. In the large scale structure of the Universe,
galaxies can be treated as dust —i.e. each galaxy is represented by a "dust'
particle— exerting no pressure on the surrounding particles. Given that
current observations suggest our Universe is expanding, the setting to
investigate the evolution of our Universe is thus the Einstein equations
coupled to dust matter with a positive cosmological constant. There is a
challenge associated to the study of our Universe at such large scales and
its evolution over long time: namely, the global properties of the theory
become important. Accordingly, any comprehensive study of a solution
to the Einstein field equations should also take into account its global

properties.

In the attempt to model astrophysical objects such as stars and galaxies
and solar systems, it is necessary to consider solutions of the Einstein field
equations which represent an isolated system. This is far from a trivial
endeavour. In Newtonian gravity and relativistic electrodynamics, one has
a flat background metric upon which the fields propagates, and one can
meaningfully speak about the fall-off properties of the fields as one moves

away from the sources. In these terms an isolated system is a system

92
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for which the field strength vanishes at infinity and the source density
is zero outside a finite radius. In General Relativity, the metric is part
of the unknowns for which one solves the equations. Thus, there is no
"background" metric upon which the gravitational field propagate and
in terms of which we may define fall-off properties in a meaningful way.
Accordingly, attempts at solving the Einstein equations for an isolated
system by introducing approximations in terms of a background metric
plus perturbations cannot be satisfactory as they disregard the non-linear

aspect of the full theory.

A procedure which has proved successful in the study of global prop-
erties of spacetimes describing isolated systems was devised by Roger
Penrose in [39], and involves a conformal compactification of space time
—essentially allowing for a treatment of infinity as a three dimensional
submanifold; see [5] for details. This allow for a rigorous description of
the asymptotic behaviour and global properties of a space time [40-42].
But not all spacetimes allow for a conformal treatment. Accordingly, one
is interested in knowing which solutions to the Einstein field equations

admit a smooth conformal compactification.

One important aspect of Penrose’s conformal method which will be
extensively used in the following discussion, is that a small conformal
time can represent an infinite amount of physical time. Hence, if the
equations describing the conformally rescaled spacetime imply a regular
system of evolution equations one could, in turn, apply general results
of the theory of partial differential equations to show global existence
and stability. The seminal work of H. Friedrich has established that the
Einstein vacuum equations [43], including de Sitter-like spacetimes with
positive cosmological constant [44,45], the Einstein-Maxwell-Yang-Mills
equations [46] and the Einstein-A-dust equations [21], all can be described
in terms of a set of regular conformal Finstein field equations from which,
in turn, one can extract a symmetric hyperbolic evolution system for
which general theory of hyperbolic differential equations is available —in

particular, locally the Cauchy problem is well posed and stability over a
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small time is guaranteed.

In [47], Y. Choquet-Bruhat & H. Friedrich have established the local
existence in time of solutions to the Einstein field equations representing
isolated self-gravitating dust bodies. However, the mathematical technology
available did not allow to pursue the pressing question of the global
existence of solutions. One of the key technical aspects of their analysis is
the use of a formulation of the evolution equations which is well behaved
independently of whether the density of the dust vanishes or not. This
formulation crucially depends on the fact that the flow lines of the dust
are geodesics.

A suitable framework for the analysis of global properties of solutions
to the Einstein-A-dust system by means of conformal methods was given
in [21]. This setup was used to study the backwards evolution of asymp-
totic data prescribed on the conformal boundary Z*. The work in [21] is
remarkable in that it is one of the few conformal treatments of a matter
model with non-vanishing trace of the energy-momentum. The conformal
evolution system used in this analysis is well-defined up to and beyond the
conformal boundary. Its construction depends crucially on the observation
that the flow lines of the dust can be recast as certain conformally invariant
curves —the so-called conformal geodesics. Moreover, as in the case of
the analysis in [47], the evolution system is also regular independently of
whether the density vanishes or not. Accordingly, as it will be discussed
in this article, it provides an ideal framework to study global properties of
the evolution of isolated dust bodies in General Relativity in the presence
of a positive Cosmological constant. The analysis of these relativistic
self-gravitating matter configurations is a subject of physical relevance
as the Cosmological constant is generally believed to be connected with
the observed expansion of our Universe, and dust to the solutions to the
Einstein field equations are good models for the description of the matter

content of the Universe.

In this work we combine the approaches followed in [47] and [21] to

provide a toy model of self-gravitating dust balls in an expanding Universe
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for which it is possible to make assertions regarding global existence and
stability. More precisely, we show that in a spacelike conformal boundary
(which, for simplicity one can assume as having the topology of S?) one
can prescribe asymptotic data which represents patches of dust on the
conformal boundary. Using then the conformal evolution equations one
can then show that these configurations would have to exist for some small
amount of conformal time —which, when translated into the physical
picture corresponds to an infinite amount of physical time. To complement
the above backwards evolution problem, we provide sufficient conditions
for the existence of solutions to the Einstein constraint equations on a
standard Cauchy initial hypersurface which represent patches of dust in a
de-Sitter-like universe. We further show future stability of these patches,
provided the density function satisfies a smallness condition. The resulting
spacetime is future geodesically complete. The above analysis provides
a non-trivial example of fairly generic matter configurations which exist
arbitrarily into the future. The physical mechanism ensuring this result is

the expansion driven by the Cosmological constant .

5.1.1 The Einstein-A-dust system

In what follows we are concerned with the Einstein-A-dust system governed

by the equations

- 1 . -
Ry — <2R _ /\> Gup = KT, (5.1)
Tab = ﬁUana (5 2)
U*V,U, =0, (5.3)
Vaj® =0, (5.4)

where Rab, T., and U, are the Ricci tensor, energy momentum tensor and
the four velocity for the metric g,. Furthermore, we have defined the
maftter current as

J*=pUe,
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where p is a positive function representing the energy-density of the matter.
We also let k and A be positive constants. In the following we shall set

xk = 1 to simplify the discussion.

Remark 5.1. Note that equations (5.3) and (5.4) are the equations of
motion for the matter fields obtained through the divergence-free condition
V,T% = 0. In particular, equation (5.3) states that the flow lines of the

dust matter model are geodesics.

The objective of this study is to make use of the conformal representation
of equations (5.1) - (5.4) to say something about the stability of the system
over large time. The first step is to find a system of equations which can
be smoothly extended to the conformal boundary. This system has been
found in [21]. We will not derive the equations here, but rather sketch out
the argument employed in [21] leading to the conformal equations.

As shown in section 2.5, the conformal transformation (2.20) implies
the following relationship between the connection V, of g, and @a of §

for any one form wy,
(Va = Va)wy = 271 (Vafgarg™ — Va$20% = Vi285% ) we.  (5.5)

Furthermore we introduce the conformal 4-velocity U® related to the
tangent vector of the flow lines U® in such a way that ¢,,UU? = G, U°U" =

—1 — i.e. we have
U= U, = U,

Since p is a scalar field independent of the metric, its transformation rule
can be freely specified. It is convenient to define the conformal energy
density as

p=107p

Using the conformal transformation (2.20) one can thus use (5.5) to obtain

the transformation between the Ricci tensor of the conformal metric R,
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and the interior metric R,

Ry — Ry = =207V, V2

(5.6)
— g (27IVVL02 - 3072VE0V0)

where we have defined,

Ve = gV,

Contracting equation (5.6) with ¢, we find the transformation of the

Ricci scalar,

R—0N7R=—6027'V'V, 2 + 12073V 0V, 0. (5.7)

Remark 5.2. Observe that equations (5.6) and (5.7) are singular at the
points where {2 = 0. Thus, using the form of the Ricci tensor and scalar
as above will not directly lead to a set of field equations which extends
to the conformal boundary 7. It is, therefore, necessary to find another
set of equations which are equivalent to (5.6) and (5.7) but that extends
smoothly to the conformal boundary. Another issue is the freedom in the
choice of the conformal factor £2. This gauge freedom means a solution
to the equations (5.6) and (5.7) are, in some sense, not unique. Hence,
the new set of equations must be constructed such that one can fix this

gauge freedom.

5.1.2 The conformal regular Einstein-A-dust system

We refer to [5] for a derivation of the regular conformal field equations. In
what follows we will only give a short summary of some results from [21]
which make up the basis of the next section. We refer the interested reader

to the original paper for details.

Again, we introduce a g-orthonormal frame field {e,} on M such that

in local coordinates * = (2*) we have that e, = e#,0,. Furthermore,
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Gab = g(€q,€p) = Nagp and we assume the frame connection defined by
(2.7) to be such that the metric compatibility condition (2.8) holds. Then,
one can recover the interior metric g by the transformation (2.20). More
details on the frame formulism is given in Section 2.2. Most equations and

tensor fields are henceforth given in terms of frame indices.

Using {e,} as the fundamental geometric unknown, we may write a new
set of equations entirely in terms of fields on M which is equivalent to
the system (5.1)-(5.4) in the domain for which {2 > 0 — namely

1

6502 — 3V 2V 2 — )\ = 1(23,0, (5.8)

VoVa + QLoa — $God = ;(22,0 (UbUd + igbd) , (5.9)

Vas + Va2L% = ;V“Qp (UaUd 4 igad) 4 éﬁpvdﬂ (5.10)
+ iQQVdP’

24
2V(aLep — Va2Wae = 2 (p (ViaUgUs + UiV Us )

1
+ViapUqUs + BV[dpgc]b> + pZpde,  (5.11)
VoWV ie = p (ViaUgUs + UV aUs) + ViapUaUs (5.12)

1 P
- E — Zvde-
+ Sv[dpg b+ () Zbde

The matter equations are given by,

1
a d __ da drTa

UVl = (g + U )va(z, (5.13)

UN ap = —pxa. (5.14)

In the above, the following fields has been defined:

1 1
=-VV, 02+ —1 1
s= V'Vl + 5 2R]g) (5.15)
Wdabc = QilCdabc; (516>

Lode = V[dﬂgc]b + 2V[dQUc]Ub + U[dgc]bgereQUf. (517)
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Remark 5.3. The main interest is to find solutions to the system (5.8)-
(5.14) in the domain §2 > 0 which admit a meaningful limit on Z%. It
was found by Friedrich that a necessary condition to have this type of
solutions is that the geodesics generated by U approach I orthogonally
—see [21].

In the above and in what follows, the frame field is fixed by choosing
eo = U and the Lagrangian gauge — i.e. given coordinates x* in a
neighbourhood & C M then the frame components of eg are given by
eo” = do". Moreover, Fermi propagation of the spatial components of the

frame will be employed. More precisely, one has that,

I = 0.

5.1.3 Regularisation of the equations

In order for the above system to be of use, it is necessary to deal with
the singular equations (5.12) and (5.13). To do so, one makes use of the

conformal geodesic equation,
UV, U + 2b, VU — G, U UK = 0

5 1 3
UV by — b Uy + ig‘mbachb — ULy, =0,

where L, is the Shouten tensor for the interior metric and b, a one
form associated with a curve v(7) for which U“ is the tangent vector.

Furthermore, we have defined
b= g%y, U, = guU".

A solution (b,(7),U%(7)) to the conformal geodesic equation is called a

conformal geodesic.
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Remark 5.4. The one form b, can be thought of as an acceleration
associated with U*. Thus, for b, = 0, a conformal geodesic coincides

with a metric geodesic.

Given local coordinates © = (z*) and a curve parametrised by o € R,

Friedrich defines a new 1-form f, with coordinate components,
fo(0) =by(0) — 27V, 0240, (5.18)

where b, are the components in local coordinates of a one-form satisfying

the geodesic equation. If, in addition, the coordinate components of a
da?
vector V? are given by V#(o) = di’ then (fa, Vb) is a solution to the
o
equations
VOV Ve + 2£, VOV — VeV, P =0, (5.19)
1
VNafo = [V o + 5 faVo = V*Lay = 0, (5.20)
where,
f(l = gabeU Va = gabvb7

and L., is the Schouten tensor with respect to the conformal metric.

Remark 5.5. Observe that equations (5.19) and (5.20) involve only con-

formal fields, as opposed to the conformal geodesic equation.

By assuming that V' is related to the tangent vector of a geodesic of the

matter particles via

-~ dt
Ve = W_an, w—l =,
do
and with the relations
a -2 w a a
VeV, =—677, 025’ U'N 0 =0Uf,,
it can then be shown — see [21] for details —, using the definition for f,,

that one obtains a reqularising relation which in frame indices takes the
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form

Va_Q = — (VOQ + Qf()Ua> - Qfa. (521)

Using the above equation in (5.12) and (5.13) one removes the singularities
in the system of equations (5.8)-(5.14) which now can be smoothly extended
to the conformal boundary. In other words, one has a regular system of
field equations. Moreover, it can be shown that these equations imply a

symmetric hyperbolic system of equations for the unknowns
(", 10" 5, far<ijr & 92, Xa, s, Log, Lij, p,wij, w*ij).-

More precisely, one has the equations

e’ = —fi0" — X,;jej“, (5.22)
dfo = —;faf“ + Lo, (5.23)
dofi = Lo, (5.24)
Oosij = — {2 <§ik§kj — Zl))ddglkgij) — ?) (VU_Q)_1 (26 —3s)ci;  (5.25)

— Woioj, (5.26)
006 = (Vo)™ (26— 35) (—5€ + it = Loo +30)

— Vu 206G +3f Ly — ivaQ, (5.27)
Vo2 = 2o, (5.28)
VoXq = —12Loqg + $goq + ;Qgp (UOUd + ig(m) , (5.29)
Vos = —V2Lao = ;vam <U0Ud + 41[90‘1) + ;vaorz

+ 214!22V0p, (5.30)
VolLoi = W9V Ly, + éViR + K%, (5.31)
Volii = ViLoi + Kioi, (5.32)

VoLi; = ViLoj + VLo + Kioj + Kjoi, (5.33)
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Vow,;j + Dkw*l(jei)kl = L.O.T, (5.34)
Vow*,—j — Dkwl(jei)kl = LOT, (535)

where L.O.T stand for "lower order terms." In the above, the following
fields have been defined:

Wab = WearsUSU" W0, Wiy = ~Wedpg€™™rsUUT R h%,  (5.36)

m N

1
Gij =271 (&j - 3gij§) ; E= 02" (Vul2x +3s), Ya=Vall.
(5.37)

We have also made use of the relations
1 _
Xij = §26i; + 3 (Vo)™ (026 — 35) gi5, (
_ 1
G =~ (Vo)™ (D,-fj —fifi—Lij— 5 (Def* = fif* = Li*gis)
(
i i i 9
§=-Dif" + fif* + Li* — gf?/); (
.. 1
— Loo + ¢ Lij = Ly’ = R (5.41)

5.1.4 Relation to the interior field equations

The equations (5.8)-(5.12) and (5.13)-(5.14) are evolution equations to
the reduced system. This is, however, only a subset of the full Einstein-
frame-equations. The remaining equations are constraints. It is therefore
necessary to show that these constraints propagate, which indeed has been

done in [21]. We thus have the following theorem adapted from Friedrich:
Theorem 9. A solution
u= (e, ', fa,ij> & 2, Za, 8, Lois Lig, p, wij, ;)

to the symmetric hyperbolic system (5.22)-(5.35) satisfying the con-
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straint equations associated to the conformal equations (5.8)-(5.12)
and (5.13)-(5.14) on an initial hypersurface implies a solution to the
Einstein-A-dust system (5.1)-(5.4) whenever 2 # 0.

In the following we will consider two different types of initial hypersurfaces

for the conformal evolution equations (5.22)-(5.35):

(i) the conformal boundary Z%;

(ii) standard Cauchy hypersurface S,.

As it will be seen in more detail in what follows, initial data for the
conformal evolution equations on a standard hypersurface can be obtained

from the solution of the Hamiltonian and momentum constraints implied
by the Einstein-A-dust system (5.1)-(5.4).

5.2 Backward evolution of self-gravitating dust balls

The purpose of this section is to study the (backward) evolution of asymp-
totic initial data for the conformal Einstein-A-dust system which describes

a collection of self-gravitating dust balls.

The following result is obtained by assuming certain gauge choices on a
hyper surface S which later is interpreted to be the conformal boundary

Z+. These are
S = 0, Xij = O, VaVbQ = O, LOi = LiO =0.

Note, however, that these choices may not be satisfied if one evolves a
solution from M to S§. In that case, the reader is referred to the original
article [21] for details.

5.2.1 Asymptotic initial data for self-gravitating dust balls

All throughout it is assumed that the initial hyper surface Z* represent-

ing the conformal boundary is a compact 3-manifold. For (asymptotic)
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initial data prescribed on a hyper surface corresponding to the conformal

boundary the following holds:

Lemma 3. [Adopted from [21]] Any smooth initial data set for the
conformal evolution equations (5.22)-(5.35) is uniquely determined on
Z* by a Riemannian metric h;;, the density p > 0, the acceleration f;
and symmetric, h-tracefree tensor field w;;, which are arbitrary up to

the relation .
D'wij = sLir = rli; (5.42)

on Z7, and where D denotes the Levi-Civita operator defined by h;;.

Observe that p is allowed to be zero. This suggest to consider a density
profile which represents patches of dust in an otherwise empty space. In
the case of a strictly positive density function, the data p,w and h can
be prescribed freely, and equation (5.42) is read as a defining equation
for the acceleration f, unless one has further conditions on f such as
hypersurface orthogonality etc., in which case the equation must be treated
as a differential equation. In the following it will be shown how the
above result can be used to construct asymptotic initial data

representing a collection of dust balls.

The starting observation of our analysis is the fact that equation (5.42)
in Lemma 3 is an underdetermined condition (3 equations) for the 5
independent components of the tracefree tensor w;;. Nevertheless, this
type of divergence equations are well understood in the context of the

analysis of the momentum constraint —see e.g. [35].

In the following it will be convenient to define
13

2
Wij = DiSj + DjSi — ghijDkSk + W’ (543)

where W}, is a symmetric h-tracefree tensor field which may be freely

specified and s; is an arbitrary covector field. A direct computation shows
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that w;; is a solution of (5.42) if s; satisfies

. 2 .
Apsj+ D'Djs; — ngDksk =k;j — D'V (5.44)

13

where we have defined

1
ki = ngp —pfj.

Equation (5.44) is of elliptic type —in particular, it provides 3 equations
for the 3 components of s;. It is convenient to reformulate the above
equations by defining the operators

0 (w)J = Diwij,

2
L (S)ij = DiS]‘ —+ DjS,' — gh,’jDkSk,

; 2
L (8>j = Ath + DZDjSi — §DjDkSk.

We shall refer to these throughout as the divergence operator, the conformal
Killing operator and the vector Laplacian operator, respectively. It is readily
seen that the vector Laplacian operator is a result of the composition of

the divergence and conformal Killing operator —i.e. we have
L(s)=(0oL)(s). (5.45)

In terms of the above definitions, equations (5.42) and (5.44) take the
simple form

8 (w), = k;, (5.46)

J

L(s); = k; — D'w};. (5.47)

A solution s of equation (5.47) solves equation (5.46) if the symmetric
tracefree tensor w is of the form given by (5.43). To solve the elliptic

equation for the covector s we make use of the following [48]:

Fact 5.6 (Fredholm alternative). Given any u and v € L?, then there
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exists a solution u of the elliptic equation
L(u)=F

if there exists a v which solves £* (v) = 0 and satisfy the L*inner

product
(v, F) = /S BT o Fydp = 0, (5.48)

The operators d and L can be regarded as formal adjoints of each other
under the standard L?-inner product over a compact 3-manifold S. It then

follows that their composition, the operator L, is self-adjoint —that is

(u, L(s)) = (L(u),s).

Proof. By the definition of the adjoint and the L?—inner product we have
that

(0(w),s)=(0"(s),w)

. (5.49)
= / 0" (S)” wijdu,
S
where we have used the definition for the L2-inner product. Hence,
/36 (w), sidp = /55* (8)” wijdp. (5.50)

Evaluating the left hand side of the above equation by using the definition
of the divergence operator and equation (5.46), and using integration by

parts, we find

/5((.0)]. sjdu: —/ Di/@id,u+/wijDisjdu

S o S (5.51)

= —/ n’/{idAjL/wijD’sjdu.
oS S

In the above, n® is the components of the normal on 9.5, dA the infinitesimal

surface area and we have defined

Ri = wz-jsg .
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Remark 5.7. We are interested in studying the fields w and s on the
conformal boundary of space time — i.e. we let S =7I" — as such, the
boundary 0S is the empty set; more precisely, we have that 9ZT = {0}.

Thus, the boundary term vanish,

/ nir;dA = 0.
as
Hence, we have
/8 ()" wijdp Wit At

with 17} denoting the symmetric trace free components. This is a conse-
quence of the summation with the symmetric trace free tensor field w;.

Direct inspection shows that
8 (s)¥ = Dligr}, (5.52)
Expanding the above, we have

.. 1 2
6* (S)” = 5 <D,’Sj -+ DjSz' — ShijDkSk)

1 - (5.53)
= §L (8)23 .
Similarly, we have for the operator L
(L(s),w)=(L"(s),w)
(5.54)

/S (8)" wijdp

The left hand side can be expanded using the definition for the conformal

killing operator and the L2 inner product

2 .
<L (8) ,w> = ‘/S (Dz'Sj + DjSi - 3hijDkSk> wYdV. (555)
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Using the chain rule and observing that w is trace free we readily obtain
(L (8),w) = —/ DiwijanL/ DKtV
S S

9 /S D*(wrg)dV + /S s DFwdV (5.56)

= — / Diwij,
S
where again k¢ = w¥*% and w denotes the h-trace free part of w. In the
last step we have also made use of the divergence theorem and Remark 5.7.
In order to make use of the Fredholm alternative to establish the existence

of solutions to equation (5.47) it is necessary to identify the Kernel of the

operator L. For this, it is observed that

0= (v,L(v)) = (v,(6d o L)(v)) (5.57)
= (07(v), L(v)) = (L(v), L(v)). (5.58)

Consequently, any element of the Kernel of £ satisfies the equation L(v) =
0 —that is, the Kernel consists of conformal Killing vectors. Thus, if the pair
(S, h) does not have conformal Killing vectors (this is the generic situation)
then there are no obstructions to the existence of solutions to equation
(5.47). On the other hand, if conformal Killing vectors are present then
the Kernel orthogonality condition in the Fredholm alternative, equation
(5.48), has to be satisfied.

The discussion of the previous paragraph is summarised in the fol-
lowing result where all the relevant fields are assumed to be suitably

smooth:

Lemma 4. Let S denote a compact 3-dimensional manifold. Given a

(Riemannian) metric h;;, a h-tracefree tensor ¥, a covector f; and a

AR
scalar p over § then one of the following holds:
(i) if (S, hi;) admits no conformal Killing vectors then the tracefree ten-

sor w;; given by equation (5.43) gives a solution to the asymptotic
constraint (5.42);
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(ii) if (S, hsj) admits conformal Killing vectors then w;; given by equa-
tion (5.43) gives a solution to the asymptotic constraint (5.42) if
and only if

vt (ks = D79;) dyu = 0

for any conformal Killing vector v'.

Remark 5.8. In the present context, the simplest example of a pair
(S, hi;) with conformal Killing vectors is the 3-sphere S* with the round
metric. In this case one has, in fact, the mazimal number of conformal

Killing vectors (10) for a 3-dimensional manifold.

Remark 5.9. The freely specifiable data given by the tracefree tensor W,
can be thought of as a candidate describing some gravitational wave
content [49].

In order to construct initial data representing a collection of balls of dust,
let X;, 2 =1,...,n denote n compact open subsets on & and consider a
smooth non-negative scalar field p over § with support on the union of

the sets ;. That is, we require that

P> 07 pE LnJ 2727

= (5.59)

p=0, peIt/U X
i=1

Lemma 4 gives the conditions for the existence of solution to the asymptotic
constraint (5.42) for this type of density profile p and a given choice of
metric h;; and fields LT/i’j and f;.

Remark 5.10. Let p be a smooth non-negative scalar field given by (5.59).
Furthermore, let W' be a symmetric, h-tracefree spatial tensor field, h
the projector metric and f a one form, then we say that (p, h, W', f)
is n-body dust asymptotic data if either condition (i) or (ii) of
Lemma 4 holds on I .
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5.2.2 Evolution of the asymptotic data

The asymptotic data constructed in the previous subsection can be readily
combined with the conformal evolution equations of Section 5.1.3 to obtain
the asymptotic region of a spacetime with positive Cosmological constant
containing a collection of n balls of dust. The key observation here is that
as we are working in the conformal picture, any interval of time of the
conformal boundary represents an infinite time domain from the physical

perspective. The existence result can be stated as follows:

Theorem 10. Given a choice of asymptotic data representing a collection
of n dust balls, there exists a time 7 > 0 such that the conformal Einstein-
A-dust equations have a unique smooth solution on the slab [0,7) X S
associated to this data. This solution implies, in turn, a solution to the
(interior) Einstein-A-dust system on (0, 7) x S for which the hypersurface

{0} x S corresponds to the conformal boundary Z+.

Remark 5.11. By restricting the existence time further, if necessary, it
is possible to ensure that the congruence of conformal geodesics on which
our gauge is based remains non-intersecting for the interval [0, 7]. This,
in turn, ensures that dust balls in the initial asymptotic configuration

do not intersect each other in the past.

In terms of Physics, Theorem 10, suggest the following: if, in the infinite
far future of an expanding universe, one is given a matter distribution
representing patches of dust balls, then one can evolve this system backward
in time for as long as one wish, and still have that the patches of dust

remain non-intersecting.

5.3 Forward evolution of dust balls

In this section we consider the more physically realistic setting of the

evolution of dust balls from a standard Cauchy hypersurface in a spacetime
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with positive Cosmological constant. Our strategy is to consider this setting
as a perturbation of the de Sitter spacetime in order to make a statement
of the future global existence of the dust balls. As in the case of the

backwards evolution we start by constructing suitable initial data.

5.3.1 Standard Cauchy initial data for self-gravitating dust balls

Let 7 € .4 be a positive function such that for ¢ € R, T(p) =t gives the
level surfaces S;. We denote by S, C .# the hypersurface which coincides
with the level surface 7(p) = 0, and interpret this as an initial hypersurface

at some fiduciary time. The Einstein constraints on S, are given by

rlh] + K* — K;; K7 =2(p— \), (5.60)
D'Ki; = DK = —jj, (5.61)

where h and f(ij denote, respectively, the intrinsic metric and extrinsic
curvature of S,, D is the Levi-Civita connection of metric h and r[h] its
Ricci scalar. Moreover, p and j; denote, respectively, the energy-density

and fluz current of the matter content.

The constraints (5.60) and (5.61) will be solved using the conformal
method of Licnerowicz-York —see e.g. [35]. In the following, let X' be a
conformal factor defined on .#. Following the discussion in [5], Chapter

11, let hy; = £2%h;;. Implementing this rescaling in equations (5.60)-(5.61)

leads to
20D;D'() — 3D;2D'(2 + ;er + 3572
+ ;(22 (K? = KyjK"7) = 205K = 02'p— ), (5.62)
PD'K;j — 2K';D;2 — QDK + 2D,.X = %3y, (5.63)
where

P = ‘(274157 jk = Qig}ka Y= ViDi‘E’

and 2 = Z|s . Now, by setting 2 = 62, equation (5.62) leads to the
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manifestly elliptic equation

L0 = ;e (K? - KyKY) - ;9221( - ie5 (6% - ), (5.64)

where we have defined the Yamabe operator
. 1
Lp0 = D;D'6 — gr[h]ﬁ.
Now, defining
— gl 1
Vi =0 Kygy, Ky = K — S KDy,
it follows that equation (5.63) leads to the equation

. 2 -
Dia;; = geﬁij —20°D; X + jj. (5.65)

Remark 5.12. We will consider equations (5.64) and (5.65) in the par-

ticular case that

K=X=0.

It can be readily verified that the above conditions imply that S, is a

maximal hypersurface.

In order to put equation (5.65) in an elliptic form, we make use of the York
splitting —i.e. given an arbitrary covector field X;, we consider solutions
1;; of the form

Yij = (LhX)ij + ng, (5.66)

where 1);; is a freely specifiable symmetric and tracefree tensor field, and

Lp X is the conformal Killing operator defined by
2
(LnX)y; = DiX; + D; X; — gm-jz)k)(’“.

For simplicity, we set ¢j; = 0, so that substituting (5.66) into equation
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(5.65), we obtain the elliptic equation
D (LnX),, = - (5.67)

We thus seek to show that there exist a solution to the elliptic equations
(5.64) and (5.67) which represents initial data for a de Sitter-like spacetime
with an energy density function given by (5.59) —so that it can be regarded

as describing a collection of dust balls.

With regards to the solution to equation (5.67) we adapt the following
result from [35], Chapter VII, Section 6:

Proposition 5.13. Let hy, € H?(S,) and £ be, respectively, a Rieman-
nian metric and a conformal Killing vector over S,. Then equation (5.67)
has a solution X* € H?(S,) if j* € L*(S,) and

[ hajegtav =o,
S*

where dV denotes the volume form of the metric hAy,. The solution is
determined up to the addition of a conformal Killing vector. Furthermore,

the solution is unique if one imposes
/~ X€,dV = 0.
S«
In that case there exists a positive constant C' such that

2 a2
X2 < Clly*Ne

Now, setting K = X = 0 and using tracefree tensor 1);; defined in equation

(5.66), the Lichnerowicz equation (5.64) can be written as

D;D"0 — af + b0~ + cf® = 0, (5.68)
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Following the theory developed in [35] Chapter VII, Sections 5, 6 and 7
(see also [50]) the above equation has a unique solution § > 0 if b > 0
and ¢ < 0. Since one readily has that ¥;;4 > 0, the only condition to be
imposed is

p <A

Thus, one has the following

Proposition 5.14. For r[h] > 0, ;4% > 0 and A > 0, the condition
p < A\ is a sufficient condition for the existence of a unique solution 6 to

the Lichnerowicz equation (5.68).

Together, Propositions 5.13 and 5.14 ensure the existence of a large class
of solutions to the Einstein constraint equations representing an arbitrary
configuration of dust balls at some fiduciary time. For this, as in the
asymptotic problem, one chooses the density p as in eqution (5.59) —
the method for the construction of solutions to the Einstein constraints
described above works irrespectively from the fact that the density is only
non-zero on a finite number of subsets of S,. If, in addition, one chooses
the metric h as a constant multiple of the round metric on S* —as in
the case of the de Sitter spacetime— one can then regard the dust balls
as matter-sourced perturbation of the de Sitter spacetime. The size of
p as described in terms of Sobolev norms controls the closeness of 6 to
the value 1 (the de Sitter value). This observation is of importance in the

discussion of the stability of solutions to the evolution problem.

Remark 5.15. For the purpose of simplicity of presentation of the subse-
quent discussion it is convenient to consider a setting in which the initial
current vector 3 vanishes. This choice of free data is consistent with the
J-velocity w being orthogonal to the initial hypersurface S,. This choice
is made throughout the whole hypersurface regardless of whether the
density vanishes or not in a given region. For this choice, if the density

vanishes all over the initial hypersurface, then one obtains trivial data
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corresponding to the de Sitter spacetime.

Following the discussion in [5] Chapter 11, from a solution to the Einstein
constraint equations it is possible to obtain a solution to the conformal
Einstein field equations by algebraic manipulations and differentiation.
The deviation of this data from (vacuum) data for the de Sitter spacetime

is controlled by the size of the current 3 and the density p.

5.3.2 Long time evolution

In this section we discuss the evolution of the initial data given by Propo-
sitions 5.13 and 5.14. In particular, we discuss how the ideas used in the
stability of the de Sitter spacetime [44] (see also [5], Chapter 15) can be
used to obtain a future global existence statement for the dust balls if the

initial density is sufficiently small.

In the following let u denote a solution to the conformal evolution
equations discussed in Section 5.1.3. Moreover, let @ denote the solution
to these evolution equations with p = 0 (i.e. vanishing density) and the
4-velocity u® chosen so that it is tangent to timelike geodesics in the
interior spacetime —see Remark 5.15. Denote by u, and 1, the associated
initial data on some fiduciary initial hypersurface S,. The solution u
provides a conformal representation of the de Sitter spacetime which is
smooth up to and beyond the conformal boundary Z*. In particular, it has
vanishing rescaled Weyl tensor. For concreteness assume that the conformal
boundary for this (background) solution is given by the condition 7 = 7,
for 7., some constant. To this background solution one can readily apply
the standard theory of stability for symmetric hyperbolic equations —
see [6]; also [5]— to ensure the existence of nearby solutions (in the sense
of Sobolev spaces) to the evolution equations with a similar existence
time. Accordingly, these solutions extend up to and beyond the conformal
boundary. This amounts to a future global existence result. More precisely,

one has the following:
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Theorem 11. Let u, denote smooth initial data for the conformal Einstein-
A-dust evolution equations on a compact manifold S, describing a con-
figuration of dust balls as given by Propositions 5.13 and 5.14. There

exists € > 0 such that for any initial data u, such that
Ju, — ., <e, m > 5,

there exists a smooth solution u to the conformal evolution equations
over the domain
M =1, 7o) X S,

S ~ §,. Moreover, given a sequence of initial data u&n), as above, such

that

Huin) — 1, o 0, as n — oo,

one has that the corresponding solutions satisfy

Hu(”)(T, ) —(r, )H — 0, as n — 00.

m

The solution u implies, in turn, a future geodesically complete solution
to the (interior) Einstein-A-dust system for which Z* corresponds to

future (timelike) infinity.

Proof. The proof of this result follows the same structure of that of the
stability of the de Sitter spacetime [44,45] —see also [5], Chapter 15. Here
we provide a brief outline of the main ideas. As already mentioned, the
evolution equations (5.22)-(5.35) imply a symmetric hyperbolic evolution
system for the components of the unknown vector u. Now writing u = a+u
where 1 denotes the background de Sitter solution, it follows that the
perturbation 1 also satisfies a symmetric hyperbolic evolution system.
Existence of solutions for this system follows from the theory developed
in [6]. Moreover, as the perturbed initial data u, is small (in the sense of
Sobolev spaces), it follows then from Cauchy stability that its existence
interval includes the time 7., —so that the development includes the

conformal factor. Finally, a propagation of the constraints argument ensures
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the solution to the reduced evolution system implies a solution to the

interior Einstein-A-dust system.

Remark 5.16. From the discussion leading to Propositions 5.13 and
5.14, it follows that the size (in the Sobolev norm) of the initial data
u, is controlled by the initial value of the density over S,. In particular,
if px = 0 then u, = 0. Accordingly, Theorem 11 states that the initial
configuration of dust balls will exist globally into the future if the density
is sufficiently small —that is, if the dust making up the balls is sufficiently
diluted.

Remark 5.17. The spacetimes arising from Theorem 11 can be readily
shown to be geodesically complete. The simplest manner of doing this
is to make use of the theory developed in [51]. The required estimates
needed to establish geodesic completeness follow from the closeness (in
the sense of Sobolev spaces) of the solution provided by Theorem 11
and the background exact de Sitter solution. In the present case it is
possible to show even more: as the background 4-velocity u® is chosen to
be tangent to a congruence of non-intersecting conformal geodesics, it
follows that if the perturbed solutions given by Theorem 11 are the flow
lines of u®, then they are also non-intersecting. This observation shows,
in addition, that the various members of an arbitrary configuration of

dust balls never intersect in the future.

The purpose of this chapter is the development of a model of self-
gravitating bodies in General Relativity for which it is possible to make
statements of long-term existence. As mentioned in the introduction, the
well-posedness and local existence in time of self-gravitating balls of dust
has been given in [47]. These self-gravitating bodies possess a smooth
boundary (in the sense that the density is assumed to go to zero smoothly).
This observation, combined with an evolution law for the 4-velocity which
is well defined even in the regions where the density vanishes allows one to

obtain a suitable evolution system for which existence theory is available.
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The analysis of the Einstein-A-dust system in [21] provides a conformal
analogue to this system and thus it allows one to implement an argument
establishing long-term existence of dust ball configurations. The physical
mechanism making it possible to run this argument is the acceleration
provided by the Cosmological constant A. It should be mentioned that an
extension of this result to the setting where A\ = 0 is made much more
challenging by the fact that in this scenario, and following a conformal
point of view, timelike geodesics converge at future timelike infinity ¢%.
Accordingly, any attempt to analyse the long-term existence of matter
configurations is tied to the development of a suitable description of this

asymptotic point.



Chapter 6

Conclusions and Outlook

We provide here a short summary of the key findings of this thesis and

how these findings motivate the study of further interesting problems.

6.0.1 Conclusions

In this thesis we have applied two very different forms of analysis to
the Einstein field equations. The first method described in Chapter 4,
employ the theory of hyperbolic differential equations in order to show
that the Einstein field equations coupled to a generic matter model admits
a well posed Cauchy problem. This result is obtained by showing that the
Einstein-matter equations reduce to a first order symmetric hyperbolic
set of evolution equations, and that a solution to these equations is also a
solution to the original Einstein-matter system. It is understood in the
above that an equation for the matter density p is given and we require
that the energy momentum tensor take the form of that of dust plus a
spatial tensor field I1,,. We treat the specific matter models of dust and
perfect fluid, and provide a short discussion on elasticity. The generality
employed in the hyperbolic reduction in this thesis gives a framework
to analyse the Cauchy problem for future Einstein-matter systems not
mentioned herein. The process of showing well posedness of a wide range
of Einstein-matter systems is thus much simplified.

In Chapter 5 we employ conformal methods to show future stability of
the Einstein-A-dust equations with a energy density representing balls of
dust. We show that one can evolve the balls of dust backward in time from
future infinity as well as from an initial hypersurface into the infinite future
without the geodesics ever forming acoustic shocks. That is, the geodesics

will be future and past complete for the respective situations, given that
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the energy density is sufficiently small. It is understood that A\ represents
the cosmological constant and is assumed to be positive. The Cosmological
Universe studied in this chapter is a toy model. That is to say, it may not
be directly applied to study the Cosmology of the observable Universe.
However, our finding is still of interest to the study of physical Cosmology
in that we prove — from a mathematical point of view — that a positive
cosmological constant A may act as an acceleration which can keep self

gravitating dust balls from interacting with one another.

6.0.2 Outlook

That the Einstein equations coupled to a wide range of matter systems can
now be written in terms of a system of first order hyperbolic differential
equations opens the door for many interesting problems. Firstly, it is
a first step in solving the initial boundary value problem (IBVP) for
Einstein-matter systems. Since the system found herein is written in a
frame formulism, it is suggestive to do a similar approach as that found
in [38], which discusses the IBVP for the Einstein-vacuum equations.

Another avenue for further study is to investigate the conformal analog
of the evolution equations found in this thesis, in a similar spirit as the
seminal work of Friedrich in [43], [44], [46] and [21]. One would hope
to recover a system of symmetric hyperbolic evolution equations which
extends in a regular fashion to the conformal boundary. To date, no such
system exists beyond dust. If one is successful in finding such a system, it
opens the door for global existence and stability results.

The findings in this thesis may also be applicable to Astrophysics — in
particular in the study of neutron stars. It should be rather straight forward
to find the explicit evolution equations for the Einstein-elastic system. An
interesting project would then be to investigate the details of such a system.
In particular, to recover the elastic constants and compare with [52]. Are

there any obvious advantages with the frame-elastic equations?
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