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ABSTRACT

In recent years, the accuracy of automatic lyrics alignment methods has increased considerably. Yet, many current approaches employ frameworks designed for automatic speech recognition (ASR) and do not exploit properties specific to music. Pitch is one important musical attribute of singing voice but it is often ignored by current systems as the lyrics content is considered independent of the pitch. In practice, however, there is a temporal correlation between the two as note starts often correlate with phoneme starts. At the same time the pitch is usually annotated with high temporal accuracy in ground truth data while the timing of lyrics is often only available at the line (or word) level. In this paper, we propose a multi-task learning approach for lyrics alignment that incorporates pitch and thus can make use of a new source of highly accurate temporal information. Our results show that the accuracy of the alignment result is indeed improved by our approach. As an additional contribution, we show that integrating boundary detection in the forced-alignment algorithm reduces cross-line errors, which improves the accuracy even further.

Index Terms— Lyrics alignment, multi-task learning, pitch detection, music information retrieval

1. INTRODUCTION

Given the lyrics to a song, audio-to-lyrics alignment aims at identifying for each lyric the corresponding position in a recording of the song, at a line, word or phoneme level [1]. Applications include the generation of karaoke-style lyrics for music players and subtitles for music videos. Moreover, lyrics alignment can serve as a basic block for singing voice analysis and can benefit other tasks such as cover song identification and music structure analysis.

Since the release of large datasets providing audio with lyrics annotations, such as DALI [2] and DAMP [3, 4], there has been significant progress in reducing the alignment error. Many previous methods are adapted from automatic speech recognition (ASR) [4, 5, 6, 7]. However, singing voice tends to be more complex than speech signals. Singing voice has a wider dynamical range, the pronunciation of words varies a lot more, while singing techniques allow the artist to control the sound in various ways [1, 8, 9, 10]. Moreover, the background music is often highly correlated with the singing voice, making it more challenging to analyze the vocals with high accuracy. Gupta et al. [5] explored music-related features and adapted the acoustic model on polyphonic data. In their follow-up work [11], they trained a genre-informed acoustic model and found improvements in both lyrics alignment and transcription. These approaches indicate that domain knowledge could help train the acoustic model.

One challenge of training the acoustic model is the lack of fine-grained annotation. A frame-level annotation of lyrics is hard to obtain. Some previous works trained a Gaussian mixture hidden Markov model (GMM-HMM) to predict the frame-level annotation and take it as the ground truth for training [12, 5]. Others adopted the connectionist temporal classification (CTC) loss [13] and trained the acoustic model in an end-to-end way [6, 14]. However, the CTC loss is a weaker form of supervision as it only enforces that a symbol is observed but does not specify when [15].

In this paper, we explore multi-task learning [16] for lyrics alignment, where the auxiliary task is pitch detection. At first this seems to be an unusual combination as in traditional speech synthesis, pitch and lyrics are modeled as two independent attributes and thus it might not be possible to share many feature representations between the two tasks - an aspect that typically drives which tasks in multitask learning are combined. However, using this unusual combination we can integrate pitch as an additional source of highly accurate temporal information. In particular, the pitch output of our method has to be temporally precise to achieve high accuracy and the idea is to evaluate whether this might act as an inductive bias that encourages the lyrics output of the network to be more precise as well. In other words, by adding a frame-level loss function through multi-task learning, it implicitly applies a stronger restriction about the timing as many of the phonemes and pitches share onsets. Additionally, previous studies have shown that joint learning of unrelated tasks might lead to sparser and more informative representations [17], which could lead to improved accuracy as well. Hung et al. [18] proposed a multi-task learning method for instrument detection which models pitch and instrument. Inspired by their work, we propose a model that outputs a representation for both pitch and phoneme, where the task-wise loss can be computed by applying pooling along the other axis. We favor this method over a multi-head architecture commonly used in multi-task learning as the pitch information is kept close to the phoneme information all the way.

In real-world applications such as generating karaoke-style scrolling lyrics, cross-line misalignment is less tolerable than in-line errors, and should therefore be avoided. Just as lyrics can be segmented line by line, the corresponding cut points in audio can be regarded as line-level boundaries, which can be estimated by a network. Previous works in audio-to-score alignment show that onset information can enhance the temporal precision by adding an onset term to the cost function [19]. Similarly, we propose to incorporate the boundary probability of audio frames into the alignment algorithm to further improve the alignment performance.

To the best of the authors’ knowledge, this is the first attempt to apply multi-task learning to lyrics alignment. Although multi-
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task learning has been extensively explored in ASR [20, 21, 22], we choose a musically meaningful auxiliary task to take advantage of the correlation between lyrics and pitch [23, 24]. This is also the first time an audio-to-lyrics alignment system incorporates boundary information into the forced-alignment.

The paper is structured as follows: The proposed architecture and loss computations are discussed in Sec. 2. The proposed method to incorporate boundary information is explained in Sec. 3. The dataset, baseline and experimental settings are described in Sec. 4. The results are presented and discussed in Sec. 5. Finally, we conclude and look into future directions in Sec. 6.

2. JOINT PHONEME RECOGNITION AND PITCH DETECTION

A general overview of the various modules involved in our system is given in Fig. 1 – our proposed extensions and their details will be discussed below. It consists of a singing voice separation module, an acoustic model, a grapheme to phoneme (g2p) module, and the alignment algorithm. The lyrics are first converted to a phoneme sequence via g2p (Sec. 4.1). The singing voice separation model extracts the vocals to remove the effect of the background music (Sec. 4.1). The acoustic model takes the Mel-spectrogram of the separated vocals as input, and produces the phoneme posteriorgram (Sec. 2.1). Then the forced-alignment algorithm is applied on the posteriorgram and the corresponding lyrics (Sec. 3).

2.1. Acoustic Model

The acoustic model takes a 128-bin Mel-spectrogram with a fixed duration as input. The sampling rate is 22050 Hz, the fft size is 512 and the hop size is 256. To fix notation, let \(X = \{x_1, x_2, ..., x_m\}\) be the frames of the input Mel-spectrogram, and \(L = \{l_1, l_2, ..., l_n\}\) be the phoneme sequence for the corresponding lyrics, where \(m\) and \(n\) are the lengths of the Mel-spectrogram and the phoneme sequence. The size of the phoneme set \(\mathcal{S}_{\text{phone}}\) is \(N_{\text{phone}}\), and the size of the pitch set \(\mathcal{S}_{\text{pitch}}\) is \(N_{\text{pitch}}\).

Fig. 2 shows the network architecture. It consists of a convolutional layer, a residual convolutional block, a fully-connected layer, 3 bidirectional LSTM (Long Short-Term Memory) layers, a final fully-connected layer, and non-linearities in between. The kernel size of the convolutional layers is \(3 \times 3\), with stride and padding equal to one. The number of filters for the three convolutional layers is 32. The dimensions of the bidirectional LSTMs (BiLSTM) are 256. Layer normalization is applied on the feature dimension, with a mini-batch size of 128. All dropout rates are set to 0.1. The last fully-connected layer is time-distributed (applied to each frame), with a target size of \(N_{\text{phone}} \times N_{\text{pitch}}\). After that, the output is reshaped to an order-3 tensor \(D\) of size \(N_{\text{time}} \times N_{\text{phone}} \times N_{\text{pitch}}\), where \(N_{\text{time}}\) is the output frame number. This representation \(D\) can be considered as the joint probability distribution before a softmax operation. This model is later referred to as MTL (Multi-Task Learning).

2.2. Loss Function

Fig. 3 describes the steps to compute the loss functions. Average pooling is applied on \(D\) along the pitch axis to get the (log-) posteriorgram of phoneme \(P_{\text{phone}}\) of size \(N_{\text{time}} \times N_{\text{phone}}\), where the CTC loss is computed. The same is applied along the phoneme axis to get the pitch posteriorgram \(P_{\text{pitch}}\), of size \(N_{\text{time}} \times N_{\text{pitch}}\) and compute the frame-level cross entropy loss \(L_{\text{pitch}}\). The final loss is a weighted sum of these two:

\[
L = L_{\text{phone}} + \lambda \cdot L_{\text{pitch}}
\]

where \(\lambda\) is an adjustable parameter. We tested different values in \(\{0.5, 0.8, 1.0, 1.2, 1.5\}\) and found \(\lambda = 0.5\) to yield the best results and thus we used this setting in our experiments below.

The baseline model shares the same architecture except for the dimension of the last fully-connected layer, but focuses on phoneme recognition only. The output is a \(N_{\text{time}} \times N_{\text{phone}}\) posteriorgram, where the CTC loss is computed.

3. ALIGNMENT

3.1. Viterbi Forced Alignment

In the calculation of the CTC loss [13], the probabilities of all possible alignment paths are accumulated. These paths are generated by inserting blank (\(\epsilon\)) and repeated labels to the original sequence. By applying the same rules to the lyrics to be aligned at inference time, the best path can be decoded via Viterbi forced alignment [25].

To be more specific, the phoneme sequence is expanded by inserting \(\epsilon\) symbols in between the phonemes to \(L' = \{\epsilon, l_1, \epsilon, l_2, ..., \epsilon, l_m, \epsilon\}\). Let \(P_{\text{phone}}(t, p)\) be the log-probability of the input frame \(x_t\), being a phoneme \(p \in \mathcal{S}_{\text{phone}}\). A path \(\{(t_q, l'_q)\}\) is a sequence of index pairs indicating \(x_{t_q}\) is aligned to \(l'_q\). The target is to find the path that maximizes the score:

\[
\arg\max_{\text{path}} \sum_{(t, l') \in \text{path}} P_{\text{phone}}(t, l')
\]

The solution can be computed efficiently via dynamic programming.

3.2. Incorporating Boundary Information

A boundary detection model is trained independently to predict the line-level boundary probability. The input and the network architecture are the same as the baseline except that it has a smaller BiLSTM dimension 32 and output size is 1 per time step. The target label is a boundary activation curve (range: 0 ~ 1). The start time of a line of lyrics is considered a boundary event. Each event is converted to a
Gaussian window centered at the event time, at a size of 0.7 sec. Let \( p_{bd}(t) \) be the boundary log-probability of \( x_t \) predicted by the model.

We propose to add the boundary probability to the Viterbi score as a bonus at the line beginning of the lyrics, which is a ‘boundary’ in the text. This is to encourage aligning a phoneme at the beginning of a line to a boundary-like audio frame. Equation (2) is updated as follows:

\[
\text{argmax}_{\text{path}} \sum_{(t,l) \in \text{path}} P_{\text{phase}}(t,l^*) + \alpha \sum_{(t,l^*) \in \text{path}} p_{bd}(t) \quad (3)
\]

where \( \alpha \) is an adjustable weighting parameter. We test different values in \( \{0.5, 0.8, 1.0, 1.2, 1.5\} \) and found \( \alpha = 0.8 \) to yield the best results and thus we used this setting in our experiments below. This alignment method is referred to as BDR (BounDaRy) later in text.

### 4. EXPERIMENTS

#### 4.1. Dataset

All models are trained on the DALI v2 dataset [2]. There are 7756 songs in total with word-level lyrics annotations and note-level pitch annotations. We only use the English subset according to the language label. The training set contains 4224 songs and the validation set contains 1056 songs for the baseline and the multi-task model. The samples are generated by applying a 5.6 sec sliding window with a hop size of 2.8 sec. The target lyrics for an audio segment are the words fully covered within the window.

For the boundary detection model, a subset of the above validation set is left out for evaluation. The subset contains 45 songs.

For lyrics alignment, we run evaluations on the Jamendo [26, 6] and Mauch [27] datasets. Each of them has 20 Western pop songs and word-level timestamps and boundary annotations. They are also used in the MIREX \(^3\) lyrics alignment challenges.

\(^2\)The data splits and the code can be accessed through the link: https://github.com/jhuang448/LyricsAlignment-MTL
\(^3\)https://www.music-ir.org/mirex/

### Table 1. Comparison with the state-of-the-art systems for lyrics alignment.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SS</th>
<th>FW</th>
<th>Jamendo</th>
<th>Mauch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
<td></td>
<td></td>
<td>AAE</td>
<td>PCO</td>
</tr>
<tr>
<td>SDE2 [6]</td>
<td>Y</td>
<td>E2E</td>
<td>0.39</td>
<td>0.87</td>
</tr>
<tr>
<td>GC [11]</td>
<td>N</td>
<td>STD</td>
<td>0.22</td>
<td>0.94</td>
</tr>
<tr>
<td>VHM [14]</td>
<td>Y</td>
<td>E2E</td>
<td>0.37</td>
<td>0.92</td>
</tr>
<tr>
<td>Baseline</td>
<td>Y</td>
<td>E2E</td>
<td>0.31</td>
<td>0.94</td>
</tr>
</tbody>
</table>

### 4.2. Training

For pitch detection, we evaluate the MTL model using the RWC Music Database - Popular Music [28]. It contains 94 popular songs (74 Japanese and 20 English) \(^4\).

Vocals are extracted by an implementation of [29] for all songs mentioned above before feeding to the network. The open-source g2p tool \(^5\) is used to convert the lyrics to phoneme sequences. The phoneme set follows the convention of the CMU pronouncing dictionary \(^6\) and has a size of 39. In practice, we added the space \( \_ \) and the epsilon \( \epsilon \) (for the CTC loss) to the phoneme set so that the number of classes \( N_{\text{pitch}} \) is 41. The target pitch range is D2-C6, therefore \( N_{\text{pitch}} \) is 47 (with one additional class for silence).

### Table 2. Pitch detection results.

<table>
<thead>
<tr>
<th>Metric</th>
<th>ConPOff</th>
<th>ConP</th>
<th>Con</th>
</tr>
</thead>
<tbody>
<tr>
<td>pYIN [31]</td>
<td>5.9%</td>
<td>12.2%</td>
<td>43.3%</td>
</tr>
<tr>
<td>MTL</td>
<td>4.9%</td>
<td>16.3%</td>
<td>32.6%</td>
</tr>
</tbody>
</table>

### Table 3. Boundary detection results.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDR</td>
<td>79.3%</td>
<td>55.9%</td>
<td>64.3%</td>
<td>89.9%</td>
</tr>
</tbody>
</table>

\(^4\)The dataset contains 100 songs, but 6 of them (No. 3, 5, 8, 10, 23, and 66) are removed because they have multiple singers.
\(^5\)https://github.com/Kyubyong/g2p
\(^6\)http://www.speech.cs.cmu.edu/cgi-bin/cmudict
For pitch detection, we compute 3 F-scores (CON, CONP, and CONPOff) originally proposed in [34]. CON only evaluates the onset times, CONP evaluates both onsets and the pitches, and CONPOff evaluates onsets, pitches, and offsets. The onset tolerance is 50ms, while the offset tolerance is max(50ms, 0.2*note duration). Since the ground truth of RWC Pop contains many octave errors, instead of evaluating the absolute pitch, we compute the metrics on a octave-wrapped pitch with a tolerance of 50 cents.

### 5. RESULTS AND DISCUSSION

#### 5.1. State of the Art Comparison

The comparison of our baseline with state-of-the-art lyrics alignment systems is listed in Tab. 1. Both GC [11] and VHM [14] are trained on DALI v1, while VHM takes an end-to-end approach on separated vocals and GC uses a standard ASR framework trained on polyphonic audio. SDE2 [6] is a wave-U-net model trained on an internal dataset consisting 44,232 songs. It is also trained on separated vocals.

The results show that our baseline performs similarly to the current state-of-the-art on both Jamendo and Mauch. Among the E2E models trained on separated vocals, our baseline outperforms SDE2 and VHM on all metrics except PCO on Mauch. Besides the network architecture, the key difference is the alignment unit. In our baseline, the CTC loss and the alignment are computed on phoneme sequences, while SDE2 and VHM are computed on characters. This further verifies that using phonemes over characters for alignment has better performance [14].

#### 5.2. Boundary Detection and Pitch Detection

The boundary detection results are listed in Tab. 3. An AUC of 89.9% indicates it is a decent boundary detector. However, it is hard to provide comparison with existing systems because most of them detect structural boundaries (segmentation).

The pitch detection results of the MTL model are listed in Tab. 2. For comparison, we also list the pYIN [31] (note mode) results. Our model is trained on DALI, which is mostly Western music, while 80% of the songs in the testing set are in Japanese. We argue that there is a large difference in data distribution between the training and testing sets, leading to a limited performance.

The predicted pitch results and the ground truth on a short clip from Jamendo are visualized in Fig. 4. It can be observed that our pitch tracker generally follows the singing voice, but produces some short notes that should be merged.

#### 5.3. MTL Evaluations

Results of different combinations of Baseline / MTL with BDR are listed in Tab. 4. Comparing with the baseline, the improvement is significant in AAE on Jamendo for the MTL model, but limited in the other metrics. As can be observed in Tab. 1, results on Jamendo are worse than those on Mauch. This is probably due to more slurred pronunciation in Jamendo [6]. We argue that our MTL model alleviates this problem by estimating the pitch at the same time. Since pitch and phoneme often share onsets, a change in pitch can be a good indicator of a change in phoneme as well. The lyrics alignment results on the same clip are presented in Fig. 4. Comparing to the baseline, MTL is able to place the word “close” at the right time with the help of changes detected in pitch (within the purple frame).

Though the benefit from adding boundary information is marginal in word-level metrics, it is clear in line-level. Both metrics on Jamendo and Mauch are better with BDR.

### 6. CONCLUSION

In this work, we propose a multi-task learning approach for lyrics-to-audio alignment by learning a joint representation for pitch and phoneme, and add boundary information to enhance the alignment. The proposed approach is built upon a phoneme-based end-to-end acoustic model as the baseline, which outperforms state-of-the-art end-to-end systems for lyrics alignment. The proposed model also outperforms the baseline in both word-level and line-level metrics.

Meanwhile, we recognize some limitations of our system. By introducing the additional boundary model, the performance is slightly improved at the cost of efficiency ($\times1.3$ computation time). Besides, the pitch concept might not apply well to speech and rap in music. One possible solution is to add one pitch class for such voice. For future work, we plan to evaluate the acoustic model on lyrics transcription as well. To further extend the application scenario, we plan to align the pitched notes to the lyrics with the learned representation $D$. In this way, we can achieve melody and lyrics transcription of singing voice in one pass.
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