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Abstract - Heart disease kills more people around the world than any other disease, and it is one of the leading 

causes of death in the UK, triggering up to 74,000 deaths per year. An essential part in the prevention of deaths 

by heart disease and thus heart disease itself is the analysis of biomedical markers to determine the risk of a person 

developing heart disease. Lots of research has been conducted to assess the accuracy of detecting heart disease by 

analyzing biomedical markers. However, no previous study has attempted to identify the biomedical markers 

which are most important in this identification. To solve this problem, we proposed a machine learning-based 

intelligent heart disease prediction system called BioLearner for the determination of vital biomedical markers. 

This study aims to improve upon the accuracy of predicting heart disease and identify the most essential biological 

markers. This is done with the intention of composing a set of markers that impacts the development of heart 

disease the most. Multiple factors determine whether or not a person develops heart disease. These factors are 

thought to include Age, history of chest pain (of different types), fasting blood sugar of different types, heart rate, 

smoking, and other essential factors. The dataset is analyzed, and the different aspects are compared. Various 

machine learning models such as K Nearest Neighbours, Neural Networks, Support Vector Machine (SVM) are 

trained and used to determine the accuracy of our prediction for future heart disease development. BioLearner is 

able to predict the risk of heart disease with an accuracy of 95%, much higher than the baseline methods. 
 

Index Terms—Artificial Intelligence, Machine Learning, Heart Disease, Disease Detection, Biomedical Markers 

I. INTRODUCTION  

Heart Diseases is an umbrella term covering a range of cardiovascular diseases such as heart attacks, heart defects, 

heart failure, and more. The patient suffering from these diseases may exhibit certain symptoms such as chest 

pain. Additional testing may show other biomedical markers outside of the range of expected values.  These 

biomedical markers can thus be used as features in determining the risk a person faces of developing heart disease 

and the individual weight and impact of each feature on the development of heart disease. Heart disease is the 

most significant cause of death globally and Britain [1]. The incidents of heart disease have increased with more 

and more people adopting modern lifestyles, with changes in diet and physical activity. The most critical factors 

behind heart disease are thought to be obesity, diabetes, blood cholesterol levels and smoking [2]. These factors 

have seen a marked shift as societies have adopted more sedentary lifestyles and a diet rich in carbohydrates. This 

has led to an increased risk of heart disease and death. The rapid adoption of Artificial Intelligence and Machine 

Learning for prediction and detection in healthcare has made it possible to detect diseases before they occur with 
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the efficiency that is not possible without them [3]. Heart disease has traditionally been considered a very tricky 

disease to detect and known to act as a silent killer, with patients unaware that they were affected [4]. The use of 

machine learning and artificial intelligence has made it possible to calculate a risk of patient developing heart 

disease with a reasonable degree of accuracy [5]. This significant aid in detection could lead to proper early 

diagnosis of heart disease and, therefore, adequate treatment before the patient reaches a critical stage or death—

deficiencies in the correct detection of heart disease cost health services millions [6]. With the correct 

determination of the risk of developing heart disease, healthcare providers could look out for specific biomedical 

markers and tailor treatment accordingly [7].  

 

Recent campaigns to limit obesity and a better understanding of the risks behind heart disease have led to a fall in 

heart disease rates in the last decades, but it seems to be rising again [8]. Multiple treatments such as Bariatric 

surgery and Gastric Bypass surgery and Liposuction, are available for the treatment of the factors that cause heart 

disease. However, the impetus to perform these procedures is not apparent in all but the most extreme cases [9]. 

Previous work has been done in trying to determine the risk of heart disease using Machine Learning and Artificial 

Intelligence. However, it does not focus on identifying the most essential biomedical markers in making that 

prediction. This study uses new and improved algorithms and techniques to further improve that accuracy and 

attempts to create a set of biomedical markers ranked by their importance. Numerous features are considered in 

the data provided to the machine learning algorithms, but the value of individual features is never the same. 

 

An example is considering the colour of the car while trying to determine the average speed of the car. The colour 

is simply a happenstance and has no impact on the rate the driver drives. Any influences in factors such as these 

can be discarded as circumstantial. Other factors may indeed impact the variable that is being determined. 

However, the impact may be so minute that the effects of including that feature without properly weighing it may 

instead lead to misleading conclusions [10].  In this case, care must be taken to either pay special attention to 

outliers or ignore them completely while trying to minimize overfitting. 

 

A thorough analysis of the features in the dataset shows that not all features are equal in the determination of heart 

disease. Powerful machine learning techniques including k-Nearest Neighbor, Neural Networks, Support Vector 

Classifiers (SVC), Random Forest Classifiers and Logistic Regression have been used to get the highest accuracy 

for determining the risk of heart disease, with the Random Forest algorithm giving the highest accuracy of 95%. 

It is not possible to determine the risk for individual heart diseases such as heart attacks or cardiac arrest 

themselves, as a much larger and more comprehensive dataset would be needed than is currently available. The 

general risk for developing heart disease, however, can be calculated. Following this, the biomedical markers are 

listed in descending order of importance, with chest pain, Thallium tests, sex, and age being the most important 

markers. 

 

1.1 Motivation and Our Contributions 

 

The economic impact of this system if used by health services like the NHS, can be significant. Deficiencies in 

detecting heart disease cost millions (avoidable shortcomings in heart failure prediction cost the NHS £21m in 

2019) [11]. This can potentially be significantly reduced through the wide-scale deployment of prediction systems. 

Socially, the patients with heart disease will receive an earlier diagnosis and timely medical attention, resulting in 

better treatment and facefewer adverse effects such as pain and severe complications that could result in death. 

Heart disease currently has notoriously low rates of detection and diagnosis, especially in women. This system 

depends upon an extensive, and accurate dataset of medical information. Legal requirements mean that patient 

information must be protected, and efforts must be made to ensure that no patient is identifiable from the data to 

avoid issues such as privacy [26]. The key contributions of this work are: 

 

 We propose a machine learning-based intelligent heart disease prediction system for risk determination using 

biomedical markers called BioLearner.  

 We develop multiple models for the detection of heart disease and indicate the model with the highest 

accuracy. This also involves analysis of the dataset regarding the features and the corresponding occurrence 

of heart disease.  

 We determine which biomedical markers serve as useful features in assessing the risk of heart disease, useful 

for medical practitioners in future. 

Further research can be carried out to determine why the chosen features provide a higher risk assessment than 

the set of all biomedical markers while studying their impact in more detail. This information can then be used to 

diagnose at-risk patients and help them to manage their situation, saving lives and public funds. This study has 

not been conducted to develop a tool that serves as an alternative to trained medical practitioners but as a 
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complementary tool to assist them in determining which patients are more in need of swift and appropriate medical 

attention. The rest of the paper is structured as follows. Section 2 presents the related work. Section 3 describes 

the methodology. Section 4 presents performance evaluation and experimental results. Section 5 presents 

conclusions and highlights future directions. 

II. RELATED WORK 

There has recently been a push to try to get an accurate risk assessment for heart disease using machine learning 

and artificial intelligence. All but one study mentioned ahead involves use of the same UCI Heart Disease dataset 

[12]. The techniques range from using algorithms such as k-means clustering, DNA based learning, Ensemble 

learning, Fuzzy logic, and more. A short comparison shows that ensemble learning using Decision Trees gives a 

high accuracy for risk prediction. Neural Networks also give a high accuracy [8]. Latest and relevant related works 

have been discussed in this section. 

 

Algorithm to assign different weights to different features in order to improve accuracy. The highest accuracy 

they achieved was 89% [8]. However, the basic algorithms seem to be from a code library with little tailoring for 

the situation. This study [13] looks at the possibility of detecting Heart Disease using a dataset similar to UCI 

dataset in conjunction with a custom-built system (MAPO) to calculate heart rate by video imagery. This data 

represents a sample from the North Indian patients. We call this data as UCII. The algorithms used are Logistic 

Regression, Naïve Bayes, and Artificial Neural Networks. They achieved a maximum accuracy of 89% using 

Naïve Bayes. A study on a dataset from a South African heart disease dataset using conventional techniques to 

identify risk of Coronary Heart Disease reported relatively high accuracies for risk detection [14]. This is the only 

study mentioned that does not use the UCI dataset, but is important so that the generality of our predictions can 

be ascertained. Some works have attempted to form a hybrid of different techniques to give the highest accuracy 

of risk detection for heart disease. An example of this is a system that is a simple combination of all well-known 

algorithms to prove that this is a viable method of using Data Mining techniques for detection of heart disease 

[15]. Another study in this direction has used Optimal Multi-nominal Logistic Regression (OMLR) to detect if 

the condition of the heart is severe [16]. This has yielded an accuracy of 92%. A study using a fuzzy based system 

and genetic algorithms [17] made a hybrid system that is very fast and identifies heart disease fairly accurately. A 

recent study makes a hybrid system by combining genetic algorithms (to assign suitable weights in the hidden 

layers), fuzzy logic, PCA (Principle Component Analysis) used to reduce feature dimensions and increase speed 

along with open source tools WEKA and KEEL to diagnose and predict heart disease using the UCI dataset [18].  

 

All of the previously mentioned studies have had the objective of predicting heart disease, and the accuracies have 

shown a general trend of improving. However, none of these studies have even had the objective determining the 

most important biomedical markers, a significant step if Heart Disease is to be caught and treated earlier on. This 

study intends to both improve the accuracy of prediction and identify the most Biomedical markers in the dataset 

used. It is known that all features in a dataset ate never equally important. Redundant features may cause 

overfitting, decrease accuracy and increase processing time due to increased volume of data. In addition, most of 

the studies mentioned use implementations of machine learning algorithms as they are in existing code libraries, 

or use existing software such as RapidMiner for machine learning tasks, with very little customizing for this 

specific situation. Little work has been done on actually selecting the ideal set of features for the detection of heart 

disease. A number of features present in the UCI dataset could be considered to be irrelevant or redundant when 

performing machine learning. A very recent study looks into this a bit [19]. Their efforts involve using a chi-

squared feature evaluator to identify certain features and use them for predicting heart disease. In another study 

[30], authors used genetic algorithm based trained recurrent fuzzy neural networks for the diagnosis of heart 

disease without considering biomedical markers. 

 

However, different sets of features sometimes give contradictory results. Khourdifi and Bahaj [20] attempted to 

use fast feature selection to remove redundant features before performing machine learning techniques such as 

KNN, Decision Trees, Multi-layered perceptrons, Random Forests, and SVMs. While they do manage to increase 

their accuracy, they do not have a way of identifying the most valuable features for further study. An early attempt 

at utilizing machine learning techniques to datasets for feature selection by Polat and Güneş [21] involves 

converting the feature space into kernel space using Linear or Radial Basis Functions. The F-score values of 

medical datasets with a large number of features is calculated. A mean F-score value is used to filter the datasets. 

They call this the Kernel F-score Feature Selection (KFFS) and it is used to remove the irrelevant or redundant 

features so that they can no longer adversely impact the accuracy if the results. While it is possible to use PCA 

(Principle Component Analysis) to speed up the task of classification and to reduce the number of features while 

retaining relative accuracy, it is very difficult to tell which features were found to be more useful than others. 

Table 1 presents the comparison of proposed work with existing works based on important parameters. This is the 
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first work which identifies the important biomedical markers using ensemble learning and able to predict the risk 

of heart disease with an accuracy of 95%, much higher than the baseline methods on the same set of data. 
 

Table 1: Comparison of proposed work (BioLearner) with related works 

 

Work Neural 
Networks 

Ensemble 
Learning 

Heart Disease Risk 
Estimation 

Identification of Important 
Biomedical Markers 

Reducing features to 
increase accuracy 

Polat and Güneş [21]    ✓ ✓ 

Spencer, Thabtah, 

Abdelhamid and Thompson 
[19] 

✓  ✓ 

 ✓ 

Khourdifi and Bahaj [20] ✓  ✓  ✓ 

Satyanandam, N. and 

Satyanarayana, C [16] 
  ✓ 

  

Tarawneh and Embarak [15] ✓  ✓   

Fida, Nazir, Naveed and 

Akram [11] 
✓ ✓ ✓ 

  

Abdeldjouad, Brahami and 

Matta [18] 
✓  ✓ 

 ✓ 

BioLearner (this work) ✓ ✓ ✓ ✓ ✓ 

 

III. METHODOLOGY 

 

This Section presents the system architecture for determination of key biomedical markers using machine learning 

and architecture is shown in Figure 1. The objectives are to use and develop machine learning models to get a 

percentage as a measure of the risk an individual faces of developing heart disease, and to identify the most 

important biological markers that correlate with heart disease. 

A. Dataset 

The dataset used for this study is similar to the UCI Heart Disease dataset (UCII). It represents a sample from the 

anonymized Northern Indian patients received from health authorities. It is similar to UCI dataset in all aspects 

but is useful to develop the model for a different population sample. This dataset was chosen because a majority 

of the studies which have already been conducted and all the studies mentioned previously (as discussed in Section 

2), have been conducted using same dataset, so comparison of accuracy would be far easier and more useful than 

if a completely different dataset were chosen, with different features and different variation between the values of 

each Biomedical marker. This dataset provides valuable biomedical markers which are already known to be 

significant in the development of heart disease. The dataset is described in Table 2 and the sample of the dataset 

is given in Table 3. The Data is trained for the ‘Target’ attribute which denotes whether the patient developed 

heart disease or not. It can only take two values: 1 represents heart disease, and 0 represents a lack of heart disease. 

The ‘Target’ attribute is thus the classification attribute. 

 

 
Fig. 1. System Architecture of BioLearner 

B. System Architecture 

Figure 1 shows the system architecture of BioLearner. Our system inputs heart disease data from a CSV file. This 

data is then pre-processed to clean it and to make it suitable for feature extraction. The data is analyzed and 

compared to each other using analytical tools such as Pandas in conjunction with Jupyter Notebook (iPython) to 
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give a visual representation of the data so that any obvious correlations may be immediately recognized. The 

features are compared to the ‘Target’ attribute to see how the ‘Target’ attribute varies as the other features take 

their range of values. In this analysis, the features are the Independent variables and the ‘Target’ attribute is the 

Dependent variable.  
 

Table 2: Explanation of Dataset features. 

 

Feature 

Number 

 

Attribute Description 

Type of Values 

1 Age: Age of the person Multiple values 

2 Sex: The gender of the person [‘0’ means female, ‘1’ means male’] 0 and 1 

3 CP: The level of chest pain the patient is suffering. 0, 1, 2, 3 

4 RestBP: The value of the patients resting Blood Pressure Multiple Values 

5 Chol: The cholesterol levels of the person Multiple Values 

6 FBS: The Fasting Blood Sugar level of the person. Two values check if it is greater or lower 
than 120mg/dl 

0 and 1 

7 restECG: Three different levels to show the waveforms as shown by an ECG machine 0,1, 2 

8 HeartBeat: The maximum heart rate Multiple Values 

9 Exang: Exercise induced Angina 0 and 1 

10 OldPeak: Depression included by exercise relative to rest. Between 0 and 6.2 Multiple Values 

11 Slope: The condition of the person during the peak exercise segment. Represents the gradient of 
the tangent to the slope (increasing, decreasing, flat). 

0, 1, 2 

12 CA: The number of blood vessels colored by fluoroscopy 0,1,2,3,4 

13 Thal: four different values as results of Thalium tests 0,1,2,3 

14 Target: The label attribute, signifies whether a person had heart disease or not 0 and 1 

 

Table 3. Sample of the dataset (using pandas and Scikit Learn). 

 

Machine Learning algorithms are then applied on the dataset independently of each other. The results for each are 

retained. The machine learning methods used in this study are Naïve Bayes, Logistic Regression, SVM (Support 

Vector Machines), Random Forest, K Nearest Neighbor, and Neural Networks. These are all explained in more 

detail below. As mentioned before, the ‘Target’ attribute is the classification or label attribute. This means that 

this is the label for which all of the different machine learning models in this study are trained. The data is split in 

a 4:1 ratio for Training and testing data. The classifiers are trained using 80% of the data and 20% of the data is 

held back. After the classifiers have been trained, the ‘Target’ attribute is removed, and the 20% of which was 

held out is tested. The classifiers determine whether or not the records belong to ‘Target’ category 1 with an 

estimation that can range from between 0 to 100. An accuracy closer to 0 means that the record is less likely to 

signify heart disease. An accuracy closer to 100 means that the record is more likely to signify heart disease. K-

fold cross validation is also performed as it provides a less biased model than other cross validation methods. Our 

dataset is also relatively small, so this cross validation is a resampling procedure to give a less biased result. 

 

The results from this machine learning process is then given as the prediction.  The features are updated with a 

running dictionary using the Algorithm 1. Algorithm 1 works by assigning each feature a score. The initial score 

of each feature is set to zero. Each feature is then sequentially dropped from the dataset (as it is acted upon by all 

the machine learning algorithm). If the accuracy of the algorithm increases form dropping a feature, that feature 

is assigned a negative score, and if dropping the feature results in a decrease in accuracy, that feature is assigned 

a positive score. If dropping the feature has no effect, that feature is assigned a score of 0. These scores are added 

to each other and the features given in descending order by score. The features correspond to the biomedical 

markers in the initial data, and their position and score signifies their relative importance in determining whether 

the patient has risk of developing heart disease. An overview of the machine learning algorithms is given as 

follows: 

 

age sex cp trtbps chol fbs restecg thalachh exng oldpeak slp caa thall output 

63 1 3 145 233 1 0 150 0 2.3 0 0 1 1 

37 1 2 130 250 0 1 187 0 3.5 0 0 2 1 

41 0 1 130 204 0 0 172 0 1.4 2 0 2 1 

56 1 1 120 236 0 1 178 0 0.8 2 0 2 1 

57 0 0 120 354 0 1 163 1 0.6 2 0 2 1 

57 1 0 140 192 0 1 148 0 0.4 1 0 1 1 

56 0 1 140 294 0 0 153 0 1.3 1 0 2 1 

44 1 1 120 263 0 1 173 0 0 2 0 3 1 

52 1 2 172 199 1 1 162 0 0.5 2 0 3 1 
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 The Naïve Bayes technique is based upon the Bayes Theorem, which supposes that the components are 

independent of each other. Naïve Bayes assumes that the features are completely independent from each other 

and are unrelated. It is used for supervised classification learning models. As has been mentioned before, 

Naïve Byes is a commonly used algorithm for problems such as these. 

 Logistic Regression is a classification technique used for predicting outcomes in a scenario where only two 

outcomes are possible. It does so by performing regression analysis. In our case, the two outcomes correspond 

to the ‘Target’ attribute, which can take value of 0 or 1. 

 Random Forests are an ensemble learning method for classification [22]. It can also be used for other forms 

of estimation, but as we have a binary classification problem, we used the RandomForestClassifier library 

from Sci-kit Learn. Random Forests choose an N (random) number of records and build Decision Trees for 

those, thus making a Forest. Each tree in the forest gives a prediction of the category to which an unseen 

record belongs. The mode of these is the class label assigned to the new and unseen record. The Random 

Forest method do not allow for overfitting like in Decision Trees, and reduce bias. However, they are complex 

and take more time and resources. 

ALGORITHM 1: ALGORITHM FOR EXTRACTING BEST FEATURES   

1 BEGİN 

2 Calculate Initial Accuracy Of All Algorithms; 

3    for all algorithms do 

4  for all features do 

5   Drop feature; 

6   Make prediction without feature; 

7   if new prediction is Greater Than original prediction then 

8    feature score decreases; 

9   else      

10   end     

11   if new prediction is Less Than original prediction then 

12    feature score increases; 

13   else 

14   end   

15  end   

16 end   

17 Features Presented by Score; 

18 END 

 

 SVM or Support Vector Machine is a classification algorithm that needs a labelled dataset. This algorithm 

creates hyperplanes and then attempts to separate the records into different classes. We are dealing with two 

well defined classes in our study. No heart disease (‘Target’ = 0) and positive heart disease (‘Target’ = 1). 

Thus, we use a linear kernel for our SVM. 

 K-Nearest Neighbour (KNN) is a supervised machine learning algorithm widely used for classification 

problems like the one we have. KNN works by finding the distance between a new record and the records 

already in the dataset. It then choses from between the K examples closest to the new record and votes for 

the most frequent label. The number K is defined by the user. Determination of the ideal value for K is done 

by repeating the algorithm several times with different values of K. In our case, the value of K that yielded 

the highest accuracy was K = 8. 
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 Neural Networks are a very powerful machine learning algorithm that assign weights to different edges and 

try to determine the correct outcome. The amount of forward propagation depends on the weights, which can 

be changed during back propagation. Forward and backwards propagation are done iteratively on a training 

dataset to train the Neural Network. The larger the training dataset, the better the accuracy for any predictions 

should be. There can be a number of layers between the input and output layer. These are called hidden layers. 

The classifiers used in this study are sourced from the Scikit Learn and Keras libraries, but their implementation 

has been tailored to ensure maximum accuracy. For example, the Neural Network contains a variable number of 

hidden layers depending on the features provided to the model. The Random Forest Classifier also calculates the 

mode of a variable number of Decision Trees and is implemented to give the highest accuracy possible. The 

Logistic Regression and Naïve Bayes classifiers however are implemented as given in the code libraries due to 

their relative simplicity as compared to the others. 

IV. PERFORMANCE EVALUATION 

 

The details of software and hardware tools used for performance evaluation are given in this section.  We used a 
dataset similar to the Cleveland heart disease dataset distributed by the University of California Irvine (UCI) 
representative of the Northern Indian population [12]. We used various software tools such as Keras, Python 3, 
Scikit Learn, Jupyter Notebook, Numpy, Pandas, Matplotlib and Seaborne to conduct this study. The machine 
learning was performed using Google Colab as well as using Windows 10 running on a Core i7 8550U with 32GB 
RAM, and 1 TB Solid State Drive. 

 

a) Data Analysis: Figure 2 shows the data analysis of different variables and features. Our analysis of the ‘Target’ 

variable shows that there are 165 records with the value of ‘Target’ being 1 and 138 records with the value of 

‘Target’ being 0. To analyze the features that we have, we create bar plots with the features as the independent 

variable, and the proportion of ‘Target’ attributes as the dependent variable. Our analysis of the ‘sex’ attribute 

shows that the data we have, heart disease is more common in women than in men. This seems to contradictory 

to established research which is widely agreed on the position that heart disease is much more common in men 

than women, sometimes by a ratio of two to one [23]. This shows the dataset is not very representative with regard 

to the genders of the patients. The limited size of the dataset is made apparent by this as well. Analysis of the 

‘restecg’ attribute shows that the majority of patients were suffering from mild pain (restecg = 1). These and the 

patients with restecg = 0 form a larger proportion of the patients who have heart disease. Patients with restecg = 

2 normally do not have heart disease.  Analysis of the attribute ‘ca’ shows that patients with ‘ca’ = 0 and ‘ca’ = 4 

were much more likely to have a positive diagnosis of heart disease. Analysis of the ‘cp’ attribute shows that the 

patients with non-typical anginal pain are much more probable to have heart disease than those suffering from 

typical anginal pain (‘cp’ = 0).  Analysis of the ‘exang’ attribute suggests that the patients who do not test positive 

for exercise induced angina ‘exang’ = 0) are more likely to have heart disease. Analysis of the ‘fsb’ attribute 

shows that those with fasting blood sugar greater than 120mg/dl (‘fsb’ = 0) are slightly more likely to have heart 

disease, but not by much. Analysis of the ‘slope’ attribute reveals that the patients with ‘slope’ = 2 have a much 

higher probability of having heart disease. Analysis of the ‘thal’ attribute shows that patients with positive thalium 

test type ‘thal’ = 2 have the highest probability of heart disease. 

 

b) Machine Learning based Performance Analysis: A comparison of the accuracy of predicting heart disease 

after adjusting the features for the most important biomedical markers is given in Figure 3. The following finding 

have been observed: 

 

 Dropping the attribute ‘Age’ reduces the accuracies of K-NN, Random Forests, and Neural Networks, while 

not producing a change in the accuracies of the other algorithms. Age is thought to be a critical factor in the 

occurrence of heart disease as mentioned previously, and this result was expected.  

 Dropping the attribute ‘sex’ attribute reduces the accuracy for the Naïve Bayes and Logistic Regression 

algorithms. It improves the accuracy of the K-NN algorithm. It has no effect in the other algorithms. Heart 

disease is far more common in males, but rates for diagnosis in females is low even though they may suffer 

from it. Thus, this outcome was expected. 

 Dropping the ‘cp’ algorithm reduces the accuracy in all algorithms substantially. That chest pain is important 

in determining heart disease comes as no surprise. Different types of heart disease effect all cause chest pain. 

A reduced accuracy was expected. 

 Dropping the ‘trestbps’ attribute reduces the accuracy of the Naïve Bayes, K-NN, and Neural Network. The 

resting blood pressure seems to be an important marker in the set of features. 
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 Dropping the ‘chol’ attribute decreases the accuracy of the neural network, while increasing the accuracy of 

the K-NN algorithm. The rest of the algorithms give the same accuracy. According to this, the cholesterol 

levels do not appear to be significant in the occurrence of heart disease. This seems to against conventional 

wisdom but is in agreement with another study conducted in the USA and Japan in 2016 [24]. 

 

 

a) Analysis of ‘ca’ 
 

b) Analysis of ‘cp’ 

 
c) Analysis of ‘exang’  

d) Analysis of ‘fbs’ 

 
e) Analysis of ‘sex’ 

 
f) Analysis of ‘restecg’ 

 

g) Analysis of ‘slope’ 

 

h) Analysis of ‘thal’ 

Figure 2: Data Analysis of Different Variables and Features 
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 Dropping the ‘FSB’ attribute resulted in an increase in accuracy with the SVM, but decreases in accuracy 

with Naïve Bayes, K-NN, and the neural network. So fasting blood sugar seems to be an important biomedical 

marker. It is known that diabetes and heart disease are co-morbid to some degree. 

 Dropping the ‘RestECG’ attribute causes the accuracy of the SVM and the neural network to decrease, while 

the rest stay the same. ECG tells about damage to the heart and it seems this information is useful prediction 

of heart disease. 

 Dropping the ‘thalach’ (peak heart rate) attribute causes the accuracy of the SVM to increase while causing 

the accuracy of the K-NN and neural network to decrease. The rest remained constant. So this feature seems 

to be somewhat important. The peak heart rate would also normally be assumed to give an indication of 

cardiac health.  

 Dropping the ‘exang’ attribute (exercise induced angina) causes the accuracy of logistic regression to increase 

while the rest remains constant. This would seem to indicate that pain due to exercise is not related to heart 

disease, but may involve some other factors. 

 Dropping the ‘oldpeak’ attribute (depression induced by exercise relative to rest) causes the accuracy of the 

logistic regression and the SVM to increase, while causing the accuracy of the Naïve Bayes algorithm, the 

K-NN, and the neural network to decrease. 

 Dropping the ‘slope’ (condition during peak exercise) attribute causes the accuracies of the Naïve Bayes 

algorithm to decrease. It also causes a significant decrease in the accuracy of the K-NN algorithm. The rest 

remains the same. Both this and ‘oldpeak’ would seem to indicate that though exercise induced chest pain is 

not an indicator of heart disease, the depression and gradient of a person’s condition does play a role. 

 The ‘CA’ attribute (number of coloured vessels in fluoroscopy) causes the accuracies of the Logistic 

Regression and the SVM to increase when it is dropped. This does not have any effect on the other algorithms. 

This indicates that the determination of heart disease based upon the identification of different coloured 

vessels in this non-invasive diagnosis method is not very useful. 

 And finally, dropping the ‘thal’ attribute (thalium test) causes the accuracies of the all the algorithms to 

decrease. This shows that it is a very important biomedical marker in the determination of heart disease. The 

Thalium test involves high powered nuclear imaging and is very thorough. It is no surprise that it play a large 

part in the determination of heart disease. 

The most important biomedical markers identified by the algorithm for predicting heart disease are in ascending 

order: Chest Pain, Thalium Tests, Sex, Age, Resting Blood Pressure, Fasting Blood Sugar, Resting ECG, condition 

during peak exercise, peak heart rate, depression induced by exercise relative to rest, cholesterol, exercise induced 

angina, and the number of colored vessels during fluoroscopy. Figure 3 shows the performance comparison of 

machine learning algorithms. The best result was given by the Random Forest Classifier, which identified heart 

disease with an accuracy of 95%. This is higher than the study conducted by Haq et al. [25] on the same dataset.  

It is also higher than this study [16], also conducted on the same dataset. 

 

 
 

Figure 3: Comparison of Machine Learning Algorithms based on accuracy  
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V. CONLCLUSIONS AND FUTURE WORK 

 

This paper proposed a machine learning-based smart heart disease prediction system for risk determination using 

biomedical markers called BioLearner. This study manages to improve further the task of being able to detect 

heart disease using the UCII dataset. The results are marginally better than those from other studies. The Random 

Forest algorithm shows particular improvement. This specific algorithm was not used in most previous studies 

and accounts for bias and overfitting. Perhaps the Random Forest was not used by earlier studies due to its long 

time to execute. The Logistic Regression and SVM algorithms give the same accuracy, even though SVM tries to 

find the best line to divide the categories, while Logistic Regression uses different criteria for the weights of the 

features. Perhaps some of the rounding off built into the algorithms has obscured the differences in accuracy. But 

by and large, the results of the algorithms are in line with previous studies. However, the neural network shows a 

marked improvement in accuracy compared to other studies done using Neural Networks or multilayer 

perceptrons. The number of hidden layers and the weights assigned is specific to every study, and the combination 

used in this study has produced better results. The study also ranks the biomedical markers in the dataset by their 

importance in heart disease. The ranking of these factors confirms some apparent preconceptions such as ‘chest 

pain’. A point to particularly note is that the cholesterol level has been ranked as a minor factor by the algorithm 

used in this study. That study has faced a lot of criticism over it, concluding that cholesterol is not essential to 

heart disease. However, no anomalies were found in its conduct. Or it may be that the Cleveland dataset is simply 

too small to account for all the factors that affect heart disease precisely. The more data we have, the more we can 

correctly train our machine learning models, and our predictions will be more accurate. 

 

In future, BioLearner can be extended in many ways. The principal problem in detecting heart disease is that the 

biomedical markers used as features in datasets used to train machine learning models do not have the same real-

life impact on the development of heart disease [27]. This research can help in the assigning of more accurate 

weights. This may be done by weighing more heavily on the factors identified by this study. The number of 

features can also be increased to include those a category for those who smoke. It has previously been mentioned 

that smoking has a high impact on heart disease. Exactly how much in relation to other factors is a study that can 

be pursued by collecting the above data from people smoke and from those who do not smoke. Further, the 

relationship between non-smoking and smoking people can be identified based on the some important factors such 

as frequency of smoking. The same approach can be taken by having data about diet and exercise to increase the 

number of features and be able to arrive at a correct conclusion. The accurate weighting of these factors is vital to 

correctly identifying heart disease in a patient [28]. Biomedical markers identified by this study can be further 

studies to see how they vary from typical values and how they can be improved to ensure fewer people suffer 

from and are at risk of heart disease [29]. Finally, the machine learning models proposed in this study can be run 

in an ensemble fashion in real Serverless computing environments using frameworks such as iFaaSBus [31]. 

SOFTWARE AVAILABILITY 

 

BioLearner has been released as open-source software. The implementation code with experiment scripts and 

results can be found at the GitHub repository: https://github.com/iamssgill/BioLearner. Any further information 

can be availed from the corresponding author on reasonable request. 
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