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Abstract

Many-body forces play a prominent role in structure and dynamics of matter, but their role is not well understood in
many cases due to experimental challenges. Here, we demonstrate that a novel experimental system based on rotating
electric fields can be utilised to deliver unprecedented degree of control over many-body interactions between colloidal
silica particles in water. We further show that we can decompose interparticle interactions explicitly into the leading
terms and study their specific effects on phase behaviour. We found that three-body interactions exert critical influence
over the phase diagram domain boundaries, including liquid-gas binodal, critical and triple points. Phase transitions
are shown to be reversible and fully controlled by the magnitude of external rotating electric field governing the tunable
interactions. Our results demonstrate that colloidal systems in rotating electric fields are a unique laboratory to study
the role of many-body interactions in physics of phase transitions and in applications, such as self-assembly, offering
exciting opportunities for studying generic phenomena inherent to liquids and solids, from atomic to protein and colloidal
systems.
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1. Introduction

Understanding relationships between interparticle in-
teractions across length scales, from atoms to colloids,
their collective dynamics, and emerging collective prop-
erties is a challenging problem in fields as diverse as con-
densed and soft matter, physical chemistry, and materials
science. Many-body forces, in particular, widely feature
in nature and are known to affect the structure and prop-
erties of strongly-coupled atomic [1], molecular [2, 3], col-
loidal and protein systems [4–8]. Unfortunately, collective
phenomena cannot be easily visualised in situ on atomic
or molecular scale. Molecular dynamics (MD) simulations
can offer a viable alternative for examination of relation-
ships between structure, dynamics, transport and thermo-
dynamic properties, and potentials. However, in many
cases, simulations are guided and are limited by the in-
teractions derived from the real-life systems, with all the
problems [9, 10] of inferring interatomic potentials from
the experimental data (e.g. due to the selection of metrics
used: pair distribution functions, bulk elastic and dynamic
properties etc.). At the same time, exotic potentials can,
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of course, be used in simulations, but questions arise about
their practical implementation (e.g. for the purpose of self-
assembly). In this context, an experimental platform ca-
pable of delivering systematic control over the many-body
(and over the pairwise and three-body parts in particu-
lar) interactions, while providing particle-resolved visual-
isation can offer an opportunity to move beyond widely
employed structural metrics, while providing access to ob-
servation and control of novel phenomena.

One such platform are colloids that have been known
for a long time as model systems exhibiting a wide range of
“molecular-like” phenomena [8, 11–14], including crystalli-
sation and melting [15–21], reentrant and solid-solid phase
transitions [22–24], condensation and critical phenomena
[25–27], molecular-like interactions [28, 29], sublimation
[30], gelation and slow dynamics in glasses [31–34]. Fur-
thermore, self-assembly of colloidal materials is attractive
for broad range of applications in photonics [35, 36] and
3D printing [37–39]. Naturally, a some efforts have already
been made to study colloids with long-range interactions,
mostly on the account of their suitability as model systems
to investigate phase transitions [27, 40]. However, the sys-
tematic effects of many-body interactions in colloids are
not well studied as yet. Indeed, a recent study reported in
Ref. [41] has suggested that many-body interactions should
result in a number of unique and promising structural and
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dynamic properties. Furthermore, in many such systems
the means to control interactions are limited (e.g. by the
selection of the host medium and nature of the particles).
In cases where sophisticated control can be implemented
[42–45], the effect of many body forces have not been in-
vestigated and the corresponding theoretical framework to
inform the choice of parameters (of for example AC elec-
tric fields) is currently lacking. However, it is clear that
rotating electric fields provide a way to induce and control
long-range and many-body tunable interactions in colloidal
systems, whereas collective dynamics can be visualised in
real-time with the spatial resolution of individual particles.

In rotating fields, the following mechanism governs the
tunable interactions in a monolayer colloidal system [46–
49]: The external field polarises colloidal particles resulting
in anisotropic interactions, but if the field is rotated fast
(compared to the time of particle diffusion) in the plane
of the system, the interaction attains an isotropic tunable
dipolar attraction at large distances [47, 49]. As a con-
sequence, the energy of the colloidal system is completely
determined by its instantaneous spatial configuration (i.e.,
the states become averaged over the fast variables), and
can be described by an effective interaction potential [50,
51]. Thus, the states of colloidal system in rotating electric
field can be compared to equilibrium phases in a system of
particles with equivalent pairwise and three-body interac-
tions, whereas the many-body forces of higher orders are
negligible [50]. Crucially, the interaction strength is con-
trolled with the magnitude of the applied field and can be
tuned in situ. A similar approach can, of course, be imple-
mented with rotating magnetic fields [52–59]. Assuming
that electric field rotates with frequency that is high com-
pared to the Maxwell relaxation time of the solvent, one
can neglect electrokinetic effects and the effects of ionic
cloud deformation in the solvent (the Debye-Falkenhagen
effect) [11]. Under this assumption, electric and magnetic
problems can be described within the static approximation
[51].

In recent theoretical studies [50, 51, 60], the tunable in-
teractions in rotating fields were found to be critically de-
pendent on the sign of the dielectric (magnetic) contrast
between the particles and the solvent, described by the
small parameter λ = (εP − εS) /8 (εP + 2εS) (here, εP,S is
the electric (magnetic) permittivity of the particles and the
solvent) [51]. At λ < 0 (silica particles in deionised water
in electric fields), the tunable interactions were shown to
have (i) a long-range dipolar attraction, (ii) a short-range
tunable repulsion, and (iii) expressed three-body interac-
tions in dense clusters [50]. On the other hand, at λ > 0
(iron oxide particles in water in magnetic fields), there is
no short-range tunable repulsion, and three-body interac-
tions are weak. Dependence of the interactions on the λ-
sign is a nontrivial effect, caused by a complicated mutual
polarisation of particles in rotating fields, while the abso-
lute λ-value is a measure of strength of three-body forces
compared to pairwise ones [51]: The magnitude of tunable
pairwise interactions is ∝ λ2, since the particle electric

dipole moment is proportional to the Clausius-Mossotti
factor (and dielectric contrast). Three-body interactions
arise from the change in interaction energy due to addi-
tional polarisation of interacting particles by a third par-
ticle. This effect is proportional to the dipole of the third
particle, ∝ λ, and, hence, the magnitude of three-body
forces is ∝ λ3 in the first order of perturbation theory [51].
As a result, the magnitude of three-body interactions with
respect to the pairwise ones can be approximately charac-
terised as ∝ λ. For instance, in the case of silica vs iron
oxide particles in water |λSiO2/λFe3O4 | ' 2.2 (see Materi-
als and Methods) the three-body forces are enhanced by
more than a factor or two, suggesting that the tunable in-
teractions between the colloids in rotating electric fields
can provide unprecedentedly strong three-body part, un-
available in other model systems (including magnetic ones
[53–58, 61–64]). However, neither the tunable interactions
nor phase transitions in colloids in rotating electric fields
have ever been studied.

The pronounced long-range character of tunable inter-
actions in colloids, governed in real time by rotating elec-
tric fields, makes these systems a unique tool to study a
number of key problems, such as kinetics of condensation
and crystallisation, routes of self-assembly of functional
materials, diffusion in liquids, formation and roughening of
gels, and recrystallisation of polydomain structures. Since
the works by Axilrod and Teller [65] and by Barker and
Henderson [66], it is known that a correct description of
liquids or solids must take into account three-body inter-
actions. However, the specific role of three-body forces in
structural and transport phenomena remains unclear for
atomic, molecular, colloidal, and crowded protein systems.
Another fundamental problem is related to the poorly un-
derstood effect of attraction range of interparticle forces,
which is known to affect phase diagrams and critical be-
haviour [67, 68], but remains virtually unstudied exper-
imentally. The tunable dipolar attraction is much more
long-range compared to the depletion attraction [25–27].
Due to this, particle-resolved studies with the tunable col-
loids should allow to understand the role of three-body
forces and of the attraction range in phase transitions,
thermodynamics, transport, and elastic properties of clas-
sical liquids and solids.

In the present paper, we turn to practical implemen-
tation of an experimental platform for many-body inter-
actions based on the ideas outlined above. We explicitly
decompose many-body (long-range) interactions into two-
and three-body leading terms to investigate their corre-
sponding effects. With a novel and original approach, we
study the interactions and phase transitions in a monolayer
(2D) colloidal system with in situ tunable interactions in-
duced by in-plane rotating electric field. Using experi-
ments and MD simulations, we demonstrate that the sys-
tem constitutes a unique platform for studying the effects
of long-range interactions on phase transitions in liquids
and solids. Detailed analysis shows sensitivity of interac-
tions to the internal structure of colloidal particles paving
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the way towards engineering and tuning their interactions
further by altering the structure. For the first time, we
measured directly tunable pairwise interactions between
particles in rotating electric field, visualised phase transi-
tions, and found that the observed three-body interactions
provide a clear analogy with those in charged colloids, serv-
ing as a model of globular proteins. The phase diagram is
found to be consisting of gaseous, crystalline, fluid, and su-
percritical domains, resembling that in typical bulk mate-
rials. We found that the phase states are strongly affected
by three-body forces, especially in the fluid region, wherein
the significant change in binodal liquid-gas and the shift
of critical point due to three-body forces is revealed for
the first time. The results of present paper establish a
groundbreaking methodology for future studies by provid-
ing a novel experimental platform to study a wide range
of fundamental physical phenomena and for application
development.

2. Materials and methods

2.1. Details of experiments
To study the interactions and phase diagram of a mono-

layer colloidal system in rotating electric fields, we per-
formed experiments using methodology and setup devel-
oped in Ref. [49]. The setup allows us to tune the inter-
actions between colloidal particles elicited by the in-plane
rotating electric field, to study their collective behaviour,
phase transitions, and many-body phenomena.

The electrodes were fabricated with two photolithogra-
phy steps. First, the 2” quartz wafers were cleaned in Pi-
ranha solution. For electrode formation, we used a bilayer
lift-off process, consisting of 1.0 µm positive photoresist
(SPR955-cm 1.4) and 0.5 µm thick coating (LOR 5B) with
high dissolution rate in TMAH-based photoresist devel-
oper (MF-CD 26), that ensured the bilayer profile under-
cut. In this case, the sidewall was less coated during metal
deposition step. We used direct laser writing for photore-
sist exposure step. After development, we oxygenised the
residual thin resist layer, to achieve good metal adhesion
to the substrate. We deposited a 100-nm-layer using high-
vacuum electron-beam evaporation method. Further lift-
off in hot (NMP-based) solvents removed the bilayer stack
along with the material deposited thereon. A similar pro-
cess we used for lifting-off a 200-nm-thick protective di-
electric layer of Al2O3.

We used colloidal suspensions of monodisperse silica
particles with diameter of σ = 2.12 ± 0.06 µm (SiO2,
Microparticles GmbH, Germany) dispersed in deionised
water with resistivity of 18.2 MΩ× cm (conductivity of
0.055 µS× cm−1), produced by purification of distilled wa-
ter with ion-exchanging resins. Due to weak conductivity,
the experiments in the field rotating with the frequency
30 kHz can be performed without the direct contact be-
tween the chromium lithographic electrodes and the sol-
vent (contactless scheme) [49]. Technical details of our

experiments are similar to those reported in Ref. [49], the
scheme of experimental cell we used is shown in Fig. S1 [69].

The surfaces of the glass cell were treated with ethanol
and deionised water, and dried at temperature of 150◦C
for 30 minutes. To form a hydrophobic coating, the optical
interfaces were then treated by deposition of 3% solution
of polymethylsiloxane oil (PMS-200) in cyclohexane and
annealed at 250◦C for 120 minutes. Then, the suspen-
sion was placed into the cell and a colloidal monolayer was
sedimented.

Tunable pairwise interactions in rotating electric fields
were studied with a dilute suspension of microparticles
with a bulk concentration of ∼ 0.1 wt%. After the par-
ticles were sedimented in the cell, the rotating field was
applied. Voltages at the electrodes were oscillating with
phase shift to produce electric field rotating in the plane
of self-assembly [49]. The field strength was tuned with
the magnitude of voltage oscillations at the electrodes in
the range E = (2 . . . 3.5) V/mm (that corresponds to
200 − 350 V at electrodes): in our setup, 100 V at elec-
trodes corresponds to E0 ' 1.025 V/mm electric field
in the colloidal suspension [49]. The experiments were
performed at different, relatively high E-values, to pre-
vent breakdown of particle pairs. We observed a lot of
isolated pairs, the distances between them were approxi-
mately (20 . . . 25) µm, the motion of particles was recorded
with video microscopy and tracked with standard meth-
ods. About 300 particles in the dilute suspensions were
studied, and 20 experiments were performed at each volt-
age, providing 104 frames to obtain the statistics of dis-
tances between the particles.

The phase transitions of the monolayer system were
studied experimentally using a dense suspension (bulk con-
centration was about 1 wt%) with the initial areal density
close to the critical one. After the monolayer was sedi-
mented, the field was gradually increased until the parti-
cles started to form colloidal drops, followed by their crys-
tallisation. Then, the system was kept for about 15 min,
so that the small crystallites began to coalescence. To ob-
tain a monocrystalline cluster, the polycrystals were “an-
nealed”: The field magnitude was decreased, and the crys-
tallites were kept for some time so that the defects (dislo-
cations and vacancies) would have moved towards the free
surface. Then the field strength was increased to assemble
a large crystallite. The measurements were performed dur-
ing stepwise decrease in the field strength, from 7.5E0 to
1.5E0. This methodology was used to obtain the domain
boundaries on the phase diagram. At each field magnitude,
we recorded the videos of clusters, after holding them for
5−30 minutes (depending on E), to equilibrate the system.
Clusters of about 103 particles were studied (starting from
about 400 particles, bulk phase behaviour is reproduced),
10 experiments were performed at each voltage, and 50
frames were used, to obtain the statistics of Voronoi cells.

The images of the assembled clusters were processed
with the method based on the analysis of the distances
between the particles in the neighboring Voronoi cells [70]:
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The Voronoi cells of particles in condensed clusters have a
more regular shape than those corresponding to gas or sur-
face particles. Therefore, the standard deviation of the dis-
tances between the particles in neighboring Voronoi cells
normalised to their area can be used as an order parame-
ter. Particles with the local order parameter less than the
threshold are considered as condensate, surface particles
are identified at the interface “gas-condensate” (see [70]
for details of the method). As a result, the particles be-
longing to condensed (liquid or solid) phase, to gas, and at
interface were identified, and the gas-condensate binodal
was obtained.

Despite using high-frequency fields, a weak rotation of
small clusters (duplets and triplets) was observed at the
stages of preparation for the experiment. This rotation is
assumed to be elicited by rotation of individual particles
in the clusters due to a delay between particle polarisation
and the external polarising field. However, this effect did
not affect the results for dense systems: The experimental
measurements were started, once the clusters were large
enough to suppress the rotation. The observed rotation of
particles, their hydrodynamic interactions, and dynamics
of small colloidal clusters are extremely interesting, but
stand beyond the scope of present paper and will be con-
sidered in a future manuscript.

2.2. Details of MD simulations
To compliment our experiments and to reveal the role

of three-body forces versus purely pairwise interactions,
we performed molecular dynamic (MD) simulations of a
monolayer system of particles with the interaction energy

U = U0 + εUtun, U0 =
∑
α<β

ϕ0(rαβ),

Utun =
∑
α<β

ϕtun(rαβ) +
∑

α<β<γ

F (rα, rβ , rγ),
(1)

where U0 and Utun are the basic (without the external
rotating field) and tunable parts of the interaction, ε is
the tunable interaction magnitude, and rαβ = rβ − rα.

Similarly to Ref. [71], the ϕ0(r) was assumed to be
hard sphere with short-range Yukawa repulsion

βϕ0(r) =

 ∞, r/σ < 1;

βεY
exp [−κσ(r/σ − 1)]

r/σ
, r/σ > 1,

(2)

where σ is the hard-sphere particle diameter, κ = 1/λD is
the inverse screening (Debye) length, and we used βεY =
1. For silica particles in deionised water, under the same
experimental conditions as we had, κσ = σ/λD ≈ 25.8, as
was obtained in Ref. [72].

The magnitude ε of the tunable interaction for bulk
particles was shown in Ref. [51] to be

ε = λ2(1− 8λ)σ3
pE

2, λ =
1

8

εP − εS
εP + 2εS

, (3)

where εP and εS are the relative dielectric permittivities of
particle and the solvent, E is the magnitude of a uniform
rotating electric field in the solvent, and σp is the effective
polarisation diameter of the particle – the only free pa-
rameter of theory, which is unknown a priori, but can be
obtained from experiment (see Eq. (12) and discussion).

The tunable interaction Utun consists of pairwise and
three-body terms, whereas the higher order effects were
shown in Ref. [50] to be negligible. We used the pairwise
potential [60]

ϕtun(r) = − 1

(r/σp)3

(
1 +

15λp
(2)
1

2(r/σp)3
+

14λ2p
(2)
2

(r/σp)6

)
(4)

with parameters p(2)1 = 0.945 and p(2)2 = −10.49 calculated
in Ref. [60]. One can see that, in addition to the dipolar
term, the pairwise interactions include the terms of higher
orders, caused by mutual repolarisation of particles and
corresponding multipoles of higher orders [51, 60].

The fit for three-body energy of the interactions Fαβγ ≡
F (rα, rβ , rγ) was used in the form [51, 60]

Fαβγ = F
(3)
αβγ + F

(4,1)
αβγ + F

(4,2)
αβγ , (5)

with the terms

F
(3)
αβγ = −6λσ6

p

(
C3(φα)

r3αβr
3
αγ

+
C3(φβ)

r3αβr
3
βγ

+
C3(φγ)

r3αγr
3
βγ

)
,

F
(4,1)
αβγ = −6λ2σ9

p

[
C4,1(φα)

r3αβr
3
αγ

(
1

r3αβ
+

1

r3αγ

)
+

+
C4,1(φβ)

r3αβr
3
βγ

(
1

r3αβ
+

1

r3βγ

)
+
C4,1(φγ)

r3αγr
3
βγ

(
1

r3αγ
+

1

r3βγ

)]
,

F
(4,2)
αβγ = −24λ2σ9

p

C4,2(φα, φβ , φγ)

r3αβr
3
βγr

3
αγ

,

(6)

where cosφα = (rαβ · rαγ)/(rαβrαγ). The amplitude func-
tions C3, C4,1, and C4,2 are:

C3 =
1

2
(p

(3)
1 + 9p

(3)
2 cos 2φ),

C4,1 =
1

2
(5p

(3)
3 + 9p

(3)
4 cos 2φ),

C4,2 = −(2p
(3)
5 + 9p

(3)
6 cosφα cosφβ cosφγ),

(7)

where we used the parameters p(3)1 = 0.1447, p(3)2 = 0.4058,
p
(3)
3 = 12.641, p(3)4 = 4.3541, p(3)5 = 17.246, p(3)6 = −19.705.

The parameters were calculated with fitting the data from
Ref. [50] by Eqs. (4)-(7), as reported in Refs. [51, 60]. The
superscript indices in Eq. (13) are related to different po-
larisation mechanisms contributing to the tunable three-
body potential [60]: F (3)

αβγ is the interaction between a cou-

ple of particles mediated by a third particle; F (4,1)
αβγ is due

to a more complicated process related to re-polarisation
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of a particle; the last term in (5), F (4,2)
αβγ is provided by

three-particle interactions with mutual polarisation, simi-
lar to Axilrod-Teller energy in theory of molecular forces
[51, 59, 60, 65]. Comparing Eqs. (4)-(6), we see that the
particular value of λ characterises the relative contribu-
tion provided by three-body interactions regarding to the
pairwise ones.

The small parameter λ is related to the Clausius-Mossotti
factor: in our case its value is λSiO2

= −5.91 × 10−2,
since we assume that εP = 2.97 for silicon dioxide with
75% porocity, εS = 80.1 for deionised water. For com-
parison, in magnetic suspensions of iron oxide particles
in deionised water, λFe3O4 = 2.68 × 10−2 (µP = 1.82 for
iron oxide and µS = 1 for water). Therefore, we obtain
|λSiO2

/λFe3O4
| ' 2.2

With MD simulations, we considered a 2D system con-
sisting of N = 931 particles with unity mass m = 1 in
a square simulation domain with the sizes 57σ × 57σ and
periodic boundary conditions in Langevin thermostat with
temperature T = 1 (in energy units). We used the cut-
off radius of 15σ and 5σ for the pairwise and three-body
terms, respectively. The initial state of the system was set
as a round cluster with a hexagonal lattice and distance
σ between the neighboring particles. Large magnitude ε
was chosen at the simulation onset, to stabilise the initial
configuration. Then, ε was gradually decreased to zero, to
reproduce our experimental manipulations.

To reveal the role of three-body interactions in phase
states of the system, we performed equivalent MD sim-
ulations for three-body and pairwise interacting system,
processed the results in the same manner, and compared
them. All simulations were performed for 1.6×106 simula-
tion steps with timestep ∆t = 2.5× 10−3

√
mσ2/βεY with

LAMMPS. The obtained data describing evolution of the
cluster were analysed with the phase identification method
proposed in Ref. [70], to calculate gas-condensate binodal.
The phase identification method was shown in Ref. [70] to
provide the same results as the previously-known meth-
ods [73]. Furthermore, it allows to obtain binodal “gas-
condensate” using cluster analysis, in the same manner for
both experiments and MD simulations.

3. Results and discussions

3.1. The pairwise tunable interactions
To recover the pairwise tunable interaction potential,

we analysed the experimental pair distributions of the dis-
tances between particles in dilute suspension of silica par-
ticles in deionised water at different magnitudes E of ro-
tating electric field (see details in Materials and Meth-
ods). A typical example of an isolated colloidal pair and
the corresponding distribution of the distances w(r) at
E = 3E0 ' 3 V/mm (E0 is the field corresponding to
100 V at the electrodes) are shown in Figs. 1(a) and 1(b),
respectively. With processing of experimental videos, we
obtained analogous distributions w(r, E) at different E.

The distribution w(r) for a pair of colloidal particles is
related to the pairwise potential as

w(r) = A exp

(
−ϕ(r)

kBT

)
, ϕ(r) = ϕ0(r) + εϕtun(r), (8)

where ϕ(r) is the total pairwise potential, ϕ0(r) and ϕtun(r)
are the basic (without the external field) and tunable parts
of the interactions, respectively, ε is the magnitude of tun-
able interaction, kB and T are the Boltzmann constant and
solvent temperature, and A is the normalising constant.
With analysis of the distributions w(r, E), the basic and
tunable parts of the interactions were reconstructed in two
steps as follows.

First of all, since the basic interactions are negligi-
ble at large distances, where only the dipolar attraction
ϕtun(r) ∝ −(σ/r)3 operates [51], we can rewrite (8) at
different E as

lnw(r, E) = −U∞(E)

kBT
·
(σ
r

)3
+ lnA(E), (9)

where we have introduced the normalised magnitude U∞(E)/kBT
of the long-range dipolar attraction. Fitting the experi-
mental data for w(r, E) within 2 < r/σ < 3.8 with Eq. (9),
we obtainedA(E) and U∞(E)/kBT . The results for U∞/kBT
are shown in the inset in Fig. 1(c). We see that U∞ is in-
deed proportional to the field squared (see the solid red line
in Fig. 1(c)) with U∞(E)/kBT = α(E/E0)2 and α ' 0.73.
The total pairwise potentials at different E were calculated
as

ϕ(r, E)/U∞(E) = − ln(w(r, E)/A(E))× kBT/U∞(E),

and the results are shown in Fig. 1(c) with symbols, whereas
the solid black line is the (long-range) dipolar attraction.
One can see that the attraction is indeed dipolar for r/σ >
2, but deviates at small distances.

As the second step, we should accurately separate the
(as yet unknown) basic and tunable parts of the interac-
tions, using the known dependenciesA(E) and U∞(E)/kBT .
Considering that U∞(E) ∝ E2, we may rewrite the to-
tal potential as ϕ(r) = ϕ0(r) + (E/E0)

2
ϕtun(r), where

we renormalised ϕtun(r), writing (E/E0)2 instead of ε, to
present the results in the experimentally-convenient terms:

− ln

(
w(r, E)

A(E)

)
=
ϕ0(r)

kBT
+
ϕtun(r)

kBT

(
E

E0

)2

. (10)

Now, the kBT -normalised potentials ϕ0(r)/kBT and ϕtun(r)/kBT
at different distances r play the role of parameters in the
linear dependence (10) of obtained experimentally
ln (w(r, E)/A(E)) as a function of (E/E0)2. Consequently,
we obtained the normalised potentials with the linear fit-
ting of the experimental data, and the results are shown
by the symbols in Figs. 1(d) and 1(e). The blue gradient
zones in Figs. 1(c)-1(e) correspond to the range of non-
linear screening (a few Debye lengths λD ' 80 nm, at
σ/λD ' 25.8 inherent to our experiment [72], the errors
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Figure 1: Tunable pairwise interactions in colloids in rotating electric fields: (a) an example of a particle couple snapshot (b)
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solid black line is the long-range 1/r3-attraction, whereas the magnitude U∞(E)/kBT is shown in the inset. The symbols are coloured in
accordance to the field magnitude E, the solid red line is U∞(E)/kBT = α(E/E0)2 with α ' 0.73. (d) and (e) the tunable and basic parts of
the pairwise potential, symbols are experimentally-obtained values, whereas the lines in (d) are theoretical potential (11) (solid red), dipolar
asymptotic (solid black), and the interaction given by the self-consistent dipole model (dashed gray) [50].

of particle tracking are also more pronounced at small dis-
tances).

Now, we can compare the experimental results for ϕtun(r)/kBT
shown in Fig. 1(d) with theoretical potential calculated
for silica particles in deionised water in rotating electric
field [51, 60]:

ϕtun(r)

kBT
= − Γ

(r/σp)3

(
1 +

15λp
(2)
1

2(r/σp)3
+

14λ2p
(2)
2

(r/σp)6

)
, (11)

where λ = 5.91 × 10−2, p(2)1 = 0.945, p(2)2 = −10.49 [60],
and Γ = λ2(1 − 8λ)σ3

pE
2
0/kBT is the magnitude of inter-

action between particles.
Here, one should make a note regarding the mapping

of real particles onto bulk spheres via the tunable interac-
tions in rotating electric field. This problem is similar to
the mapping of hard-sphere interactions to the real ones,
known for a long time, and is strongly dependent on the
particular way of measurement of particle diameter [74]:
Different methods provide different effective “hard-sphere”
diameters. In our case, the tunable interactions are pro-
vided by the bulk polarisation of the particles and there-
fore the interactions are sensitive to the internal structure
of particles [75]. The real particles can be porous and
partially filled with the solvent, providing an inhomoge-
neous spatial distribution of the electrostatic properties
inside the particle. Therefore, when we speak about the
effective polarisation diameter σp, we mean the diameter
of homogeneous particles providing a tunable interaction
equivalent to that between the real particles. Thus, being
determined by the (actually unknown in details) internal
structure of the interacting particle, the effective polari-
sation diameter does not have to be the same as the ge-
ometric (“hard-sphere”) one, σ. Therefore, equating the
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Figure 2: Tunable pairwise potentials at different effective
polarisation diameters of particles: The curves demonstrate the
potential (11) at σ/σp = 1.0, 1.1, and 1.2. The dashed grey line is
given by self-consistent dipole model, whereas the solid black line is
the long-range dipolar asymptotic.

asymptotic dipolar behaviour (9) to that of (11) and tak-
ing into account the results for U∞(E)/kBT , we derive the
polarisation diameter

σp =

(
ασ3kBT

λ2(1− 8λ)E2
0

)1/6

, (12)

from where we obtain σ/σp = 1.1 for our system.
Theoretical potential (11) with σ/σp = 1.1 is shown in

Fig. 1(d) by the solid red line, demonstrating an excellent
agreement with experiments. Here, the solid black line is
dipolar asymptotic, whereas the dashed grey line is given
by the self-consistent dipole model [50]. To further illus-
trate the evolution of tunable interactions with the change
in σp, we presented the potential (11) at different ratios
σ/σp = 1.0, 1.1, and 1.2 in Fig. 2. The solid red, solid
black, and dashed grey lines here are the same as those in
Fig. 1(d). One can see that, with decrease in σp, the in-
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t = 0 s t = 120 st = 80 s

t = 480 st = 320 st = 160 s

50 μm

Figure 3: Spinodal decomposition of colloidal suspension induced by external rotating electric field: (a)-(f) the shapshots of the
suspension at different time moments shown in bottom right corners of the panels. The initially homogeneous state (a) is being decomposed,
that is accompanied by formation of “liquid” droplets as shown in (b) and (c) followed by their crystallisation and consequent coarsening
illustrated in panels (d)-(f). See Supplemental Movie 1 [69].

teractions become more point-dipolar-like, and the short-
range repulsive part vanishes. However, we discovered that
the interactions at the given λ are determined only by the
parameter α (related to σp), which can be measured sim-
ply with analysis of the long-range dipolar asymptotic (9)
in experiments. Moreover, σp turns out to be the only free
parameter of the theory, determining completely the tun-
able pairwise (and three-body) forces. The significance of
this result is that we can reconstruct the tunable interac-
tion potential with simple experimental observations, and
without study of internal structure of particles (that is
typically difficult or even impossible in experiments).

Since tunable interactions are realised through particle
bulk polarisation, an important role is played by the con-
trast in dielectric permittivities of the particle and solvent,
or, equivalently, by the sign of λ-parameter [51]. The po-
tential (11) represents a power expansion in λ-series, where
the term ∝ 1/r9 is positive, providing the tunable repulsion
at short distances, clearly seen in Fig. 1(d). We see that
the tunable interactions are essentially more long-range,
compared to those provided by depletion forces: We have
the dipolar attraction ϕ ∝ −1/r3 versus ϕ ∝ −1/r9 re-
ported in Ref. [27], and the energy change at r/σ ' 3.5 in
our case corresponds to r/σ ' 1.4 observed in Ref. [27].
Due to this, the coexistence line of liquid and gas is sta-
ble [67], and mean-field critical behaviour is expected in
vicinity of the critical point “gas-liquid” [68, 70]. The men-
tioned short-range repulsive term observed in our case (re-
lated to the positive 1/r9-term) stands in drastic contrast
to the tunable magnetic interactions [54, 57, 58], where
the attraction increases monotonously with the drop in
the distance between particles [50, 51].

The largest difference between the self-consistent dipo-
lar behaviour and the real tunable interactions in Fig. 1(d)
is observed at small distances, where the effects of mutual
particle polarisation are especially pronounced [51]. Ac-
tually, the same polarisation mechanism is responsible for
three-body interactions, leading to the strongest effects of
three-body forces in our system, that are also inherent
to the long-range interactions in dense (liquid and solid)
states.

3.2. Phase states and strong tunable three-body forces
Having obtained the pairwise potential, we can now

visualise phase transitions and compare the phase states
observed experimentally and with MD simulations. To do
this, we used dense colloidal suspensions of silica particles
in deionised water (see details in Materials and Methods).
The rotating electric field was applied to the system, to in-
duce attraction between particles and their “condensation”
into colloidal clusters.

A visualisation of how a homogeneous “fluid” colloidal
monolayer with near-critical areal density undergoes spin-
odal decomposition under strong tunable attraction is pro-
vided in Fig. 3. Under the applied rotating electric field,
the initially homogeneous suspension shown in Fig. 3(a)
is being decomposed into “condensed” colloidal clusters
and rare (“gaseous”) particles, as illustrated in Figs. 3(b)
and 3(c). The worm-like structure of solidified clusters
with developed boundaries and their coarsening are high-
lighted in Figs. 3(d)-3(f). Moreover, coexisting liquid and
gaseous clusters, typically difficult to observe in systems
with short-range attraction, are easily obtained in our ex-
periments.
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Figure 4: A colloidal cluster in crystalline and liquid states: (a) the snapshot of a crystalline cluster consisted of about 1500 particles,
(b) an example of particle identification, (c) the distribution of the density (inverse area of Voronoi cells) in the system, histograms are
experimental results, red line is the gaussian fit (13), (d)-(f) results for the same cluster in liquid state.

A large colloidal cluster consisting of about 1500 par-
ticles in crystalline and liquid states is shown in Figs. 4(a)
and 4(d). Particles in gas and condensed state, illus-
trated in Figs. 4(b) and 4(e), were identified with the
method based on the analysis of the distances between par-
ticles in neighboring Voronoi cells [70]. Note that one can
clearly see a few dislocations inside the crystallite shown
in Fig. 4(b), that opens a way, e.g., for future study of
their mobility depending on the magnitude of attraction.
We note that these rare defects did not affect the overall
density distribution in the clusters we studied.

The statistics of the inverse areas (densities) of Voronoi
cells for particles in condensate is illustrated in Figs. 4(c)
and 4(f). Here, the histograms are experimental results,
whereas the red lines are the Gaussian fits (near the dis-
tribution maxima)

P ∝ exp
[
−K(ρ− ρc)2/2

]
, (13)

where ρc is the average density of the condensate, and
parameter K characterises density fluctuations of Voronoi
cells.

Following analysis of all experimental videos at differ-
ent magnitudes of tunable interactions, we constructed
the phase diagram in the effective temperature-density
coordinates. We normalised the effective temperatures
T̃ = kBT/U∞(E) to their values T̃TP at the triple points
(TP). We found the triple points in the experiment and
simulations using clearly seen drop in the condensed clus-
ter density and parameter K, as shown in Figs. 5(a) and
5(b). The critical point (CP) position was obtained by
fitting the gas-liquid binodal with the following parabolic

fit near the vertex [70]:

ρl − ρg ' B
(
T̃CP − T̃

)1/2
,

ρl + ρg
2

' ρCP + b
(
T̃CP − T̃

)
,

(14)

where ρl and ρg are the densities of the liquid and gaseous
phase, T̃CP and ρCP are the effective temperature and den-
sity at the critical point, B and b are free parameters. The
critical exponent 1/2 is used here, because of, in the case of
the long-range attraction ∝ −1/r3, the 2D system exhibits
classical critical behaviour [68]. For MD simulations, we
used theoretical pairwise potential with the effective po-
larisation diameter (σ/σp = 1.1) (see details of simulations
in Materials and Methods).

The results are shown in Fig. 5(a), where experimental
points are shown with red symbols (see Fig. S3 in [69] for
experimental points with error-bars). Grey triangles and
lines in Fig. 5(a) depict the phase diagram of hard discs
with isotropic dipolar attraction, reported in Ref. [71].
The results for parameter K of the fit (13) observed on
the crystalline and liquid branches of the gas-condensate
line of coexistence are shown in Fig. 5(b). Here, we see
that K expectedly drops with increase in effective temper-
ature T̃ , due to the growth of the density fluctuations. The
snapshots of the system in crystalline, fluid, and gaseous
states, marked by the stars A-F in Fig. 5(a), are presented
in Fig. 5(c). The binodal (14) is shown in Fig. 5(a) with
the solid red line. Note that this stands in contrast to
the depletion attraction used in Ref. [27], which behaves
as ∝ −1/r9, and, thus, should exhibit 2D Ising class of
universality [68]. The unexpected results here is that the
line (14) of liquid-gas coexistence is discovered to work
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Figure 6: The mapping of three-body tunable interactions
to three-body energy in charged colloidal particles: The
solid red line is the profile of tunable three-body energy of trian-
gular triplet (shown sketchily) in our system at σ/σp = 1.1. The
dashed orange line is the fit of the three-body interaction in rotat-
ing electric field by the energy of triplet calculated within nonlinear
Poisson-Boltzmann (PB) theory [4], at γσ ' 1.8 corresponding to
the screening σ/λD ' 2.5).

excellently, from triple to critical point. Note that the dis-
crepancies between experimental and MD results on the
gas binodal in Fig. 5(a) are related to the slow relaxation
of the gas state in experiment due to Brownian dynamics
of individual particles. However, overall, the most strik-
ing observation in Fig. 5(a) is a clear discrepancy between
the experimental data (red circles) and the MD simula-
tions (orange squares) based on the pair interactions only
extracted by the methodology described in Sec. 3.1.

The correspondence between experimental data and
MD simulations is increased drastically and becomes excel-
lent once the three-body interactions are included in sim-

ulations (blue diamonds). The results shown in Fig. 5(a)
shed light onto the role of many-body forces in our system
and resolve a paradoxical situation: If we use only the
pairwise potential (11), derived from the experiment in
Fig. 1(d), we obtain wrong phase states (see the difference
between the orange and red squares in Fig. 5(a)). Thus,
we conclude that interactions and phase states can be ex-
plained in consistent manner only by taking into account
many-body forces (whose profile is determined with the
already known σp). Ultimately, the excellent agreement
between experiments and theoretical results in Figs. 1(d)
and 5(a) reveals that three-body forces play a crucial role
in the tunable interactions and in phase states in our sys-
tem.

Another surprising finding is that the liquid-gas bin-
odal can be mapped onto the phase diagram of hard disks
with pairwise dipolar attraction [71], as shown in Fig. 5(a)
by grey symbols. The observed mapping of our experi-
mental phase diagram to that of hard disks with dipolar
attraction [71] along the liquid-gas binodal is likely caused
by the following reasons: (i) the three-body interaction
contributes to the attraction between particles in clusters
[51]; (ii) the particles in a large cluster being “compressed”
by the long-range attraction and move close to each other,
with their behaviour determined by the hard-sphere repul-
sion. In small clusters, one may expect that this compres-
sion will be weak, thus, providing the basis for size effects
in melting and dislocation dynamics, as well as the change
in scenario of 2D melting, deserving a separate study in
future. Moreover, there is no any proofs that the similarity
in phase behaviour provides a similarity, e.g., in diffusion
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or elastic properties, and we leave these problem for future
investigations.

As we mentioned previously, many-body interactions
are inherent to real materials, molecular, colloidal, and
protein systems, but their role, e.g., in transport and elas-
tic properties, remains largely unclear. The effects of three-
body interactions, studied primarily in charged colloidal
(Yukawa) systems with the large screening length, were
shown to be significant already at σ/λD . 4 [4–6]. That
condition has restricted the particle size and solvents in
suspensions suitable for analysis of the effects of many-
body interactions. In our experiments σ/λD ' 25.8, but
the characteristic scale of three-body forces is always de-
termined by the effective polarisation diameter σp rather
than the screening length in the solvent. By examining
behaviour of our system, we discovered that we can map
the three-body interactions in our system onto those in
charged colloids (playing a role of model system for glob-
ular proteins [8]). To illustrate it, we present in Fig. 6
the normalised three-body energy U (3)(r)/U (3)(σ) for col-
loidal triplets in our system (at σ/σp = 1.1, solid red line,
U (3)(r) = F (rα, rβ , rγ) is three-body energy of a regu-
lar triangle) and in a charged colloidal system (dashed
orange line). The latter was obtained within nonlinear
Poission-Boltzmann (PB) theory in Ref. [4], and behaves
as U (3)(r) ∝ exp(−3γr)/r. Both potentials are negative
(that means that three-body forces facilitate compression
of a cluster in our case and in the case of charged colloids),
and agree remarkably at γσ ' 1.8, as seen in Fig. 6. In
charged colloids, this would correspond to the screening
parameter σ/λD ' 2.5 [4]. This fruitful analogy offers
rich opportunities for studies of fundamental properties of,
e.g., globular proteins, with our model system, wherein the
forces can be designed with the particle internal structure
and tuned in real time with rotating electric field, offering
unparalleled flexibility.

4. Conclusions

In this Article, we presented an experimental colloidal
model system we have developed, with rich capabilities for
in situ particle-resolved studies and visualisation of collec-
tive behaviour, while offering unprecedentedly strong tun-
able three-body interactions. We show that taking into
account strong three-body forces is crucial for understand-
ing the colloidal systems in rotating electric fields, whereas
only pairwise interactions do not explain the experimentally-
measured interactions or the phase states.

We studied tunable interactions and phase states in
monolayer colloidal suspensions affected by in-plane ro-
tating electric fields. With dilute suspensions of silica par-
ticles in deionised water, we measured directly the tun-
able pairwise interactions experimentally and compared
them to theoretical predictions: The results show excellent
agreement, whereas the mapping of the interactions allows
to obtain the effective polarisation diameter of particle,

determining completely the tunable pairwise and three-
body interactions. With dense suspensions, we visualised
spinodal decomposition, formation of liquid droplets, and
their crystallisation, and obtained the boundaries of differ-
ent phase states of colloidal clusters. To unravel the role
of three-body forces, we compared experimental and MD
results for boundaries of gaseous, liquid, and crystalline
domains, and discovered that the strong three-body inter-
actions affect significantly the phase states, whereas the
phase diagram resembles its 3D counterpart and includes
critical and triple points. The tunable electrically-induced
pairwise and three-body interactions, as well as contri-
butions of higher orders, can be measured directly with
optical tweezers. Corresponding studies are technically
more difficult (compared to the methods we used here),
but should be performed in the future work to reveal and
measure the tunable forces in clusters of different configu-
rations.

Phase diagrams, in particular, reflect possible routes
for self-assembly, taking a central place in physics of phase
transitions, development of novel materials, and under-
standing technological processes: The significant change
of phase boundaries means that three-body forces should
affect kinetics, and mechanisms of phase transitions, as
well as transport properties. These problems are largely
unstudied on particle-resolved scale and, in particular, in
melting scenario. Therefore, one of the key points is that
the described system (including the associated experimen-
tal methodology and data analysis) constitutes a “labora-
tory” of three-body interactions allowing to reveal their
role in structure, kinetics of phase transitions, and generic
behaviour inherent to liquids and solids.

We observed mapping of the phase states in our system
onto those of hard disks with dipolar attraction [71] (that
is similar to recent magnetic experiments [58]), whereas
the pure dipolar attraction contradicts the experiments.
This seeming paradox is related to the similarity in phase
behavior and is completely governed by the effect of three-
body forces. This allows us to formulate a problem for
future study: How the similarity in phase behaviour is
related with transport and elastic properties of matter in
different states?

We show that the tunable three-body potential in our
system can also be mapped onto that in charged colloids,
known as a model system for globular proteins [8], while
offering unparalleled flexibility in interaction tuning. In-
deed, tunable interactions in our system originate from
the bulk polarisation of particles and, thus, are sensitive
to their internal structure [75]. Due to this, in addition
to the analogy of three-body forces in charged colloids,
our approach with rotating electric fields can be gener-
alised to construct anisotropic tunable patchy-colloid-like
interactions between the particles with anisotropic internal
structure, to reproduce sophisticated behaviour of crowded
proteins, important for understanding of cellular mecha-
nisms and protein drugs [7, 8]. The same principles could
be used for design and self-assembly of novel materials and
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colloidal field-assisted 3D printing.
Comparing the system we studied here to previous works

on magnetic colloids [52–59], one should note that, in the
quasi-static limit, the magnetic and electric systems are
described in the same manner. The difference between
tunable interactions in electric and magnetic systems arises
due to the change in the sign of dielectric or magnetic con-
trast, respectively [51]: εP < εS and λ < 0 in our case,
whereas for a system of superparamagnetic particles in
nonmagnetic solvent (typically used in previous studies,
[53–59]) the permittivity of particles is higher than that
of the solvent, µP > µS and λ > 0. On the contrary, at
εP > εS and λ > 0 (e.g., polymethylmethacrylate particles
in cyclohexane [75]), we expect to observe the interaction,
similar to that in Refs. [52–59]. In the case of magnetic
solvent and nonmagnetic particles (in particular, bubbles
in magnetic liquids), we expect to observe the results simi-
lar to reported here, and the corresponding studies should
be performed in future.

In a similar manner, the tunable interactions in both
electric and magnetic fields can be engineered with com-
posite structure of colloidal particles [75] and using spa-
tial hodographs of the rotating fields [60]. However, in
low-frequency electric fields, the Debey-Falkenhagen effect
related to the deformation of ionic clouds in the solvent
should arise: In this case, the tunable interactions still
remain insufficiently understood, and we leave the corre-
sponding analysis for a future work.

Monolayer systems are inherent to a broad range of
functional materials, protein membranes, confined proteins
and colloidal particles, epitaxial monolayers, and nanocrys-
tals on graphite. The same framework, as we proposed it
here, is also suitable for studies of 3D systems. However,
gravitationally-compensated colloidal systems [72] and the
spatial hodographs of rotating electric field [60] should
be used instead of the in-plane rotating field, to create
isotropic tunable interactions. The system should be im-
aged in bulk, and the same methodology as we propose
here, can be applied. However, this case, important for
the comparison with bulk liquids and solids, as well as
bulk solutions of proteins, stands beyond the scope of our
present paper and deserves a separate study.

Overall, results of this work pave the way to reveal the
role of strong three-body forces in dislocation dynamics,
melting, domain dynamics in polycrystallites, diffusion,
gelation and coarsening of gels, interfacial phenomena, ki-
netics of phase transitions. Therefore, we believe that the
present work will stimulate theoretical and experimental
studies in related areas of chemical physics, materials sci-
ence, condensed and soft matter.
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