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Scalable Deep Learning Architecture Design

Wei Li

Abstract

The past decade has witnessed a rapid development in deep learning research which has enabled
remarkable progress on a wide spectrum of computer vision tasks, such as object recognition,
segmentation, and detection. One generic mechanism for deep learning on computer vision is
to design optimal deep neural architectures for given tasks, so as to learn compact, rich and ex-
pressive features for data collected by artificial visual sensors. Nonetheless, deep artificial neural
architecture design for computer vision tasks remains challenging due to the inherent visual task
complexity and uncertainty. One can not guarantee that a specific network designed for one task
assumably works well for new tasks, especially when it comes to considering scalability (the
model size, learning capacity and efficiency, and domain adaptation to new data). Unfortunately,
there are no theoretical principles towards guiding deep neural architecture design, which makes
researchers having to rely on their own expertise and experience ad hoc. This thesis investigates
approaches to designing deep neural architectures for several tasks by considering the underlying
task characteristics for more efficient and powerful deep models. More specifically, this thesis
develops new methods for addressing four different problems as follows:

Chapter 3 The first problem is harmonious attention network design for scalable person re-
identification (re-id). Existing person re-identification (re-id) deep learning methods rely heavily
on the utilisation of large and computationally expensive convolutional neural networks. They
are therefore not scalable to large scale re-id deployment scenarios with the need of processing a
large amount of surveillance video data, due to the lengthy inference process with high comput-
ing costs. in this chapter, we address this limitation via jointly learning re-id attention selection.
Specifically, we formulate a novel Harmonious Attention Network (HAN) framework to jointly
learn soft pixel attention and hard regional attention alongside simultaneous deep feature repre-
sentation learning, particularly enabling more discriminative re-id matching by efficient networks
with more scalable inference. Extensive evaluations validate the cost-effectiveness superiority of
the proposed HAN approach for person re-id against a wide variety of state-of-the-art methods
on large benchmark datasets.

Chapter 4 The second problem is hierarchical distillation network design for scalable per-
son search. Existing person search methods typically focus on improving person detection accu-
racy. This ignores the model inference efficiency, which however is fundamentally significant for
real-world applications. in this chapter, we address this limitation by investigating the scalability
problem of person search involving both model accuracy and inference efficiency simultane-
ously. Specifically, we formulate a Hierarchical Distillation Learning (HDL) approach. With
HDL, we aim to comprehensively distil the knowledge of a strong teacher model with strong
learning capability to a lightweight student model with weak learning capability. To facilitate
the HDL process, we design a simple and powerful teacher model for joint learning of person
detection and person re-identification matching in unconstrained scene images. Extensive ex-
periments show the modelling advantages and cost-effectiveness superiority of HDL over the
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state-of-the-art person search methods on large person search benchmarks.
Chapter 5 The third problem is neural graph embedding for scalable neural architecture

search. Existing neural architecture search (NAS) methods often operate in discrete or continu-
ous spaces directly, which ignores the graphical topology knowledge of neural networks. This
leads to suboptimal search performance and efficiency, given that neural networks are essentially
directed acyclic graphs (DAG). in this chapter, we address this limitation by introducing a novel
idea of neural graph embedding (NGE). Specifically, we represent the building block (i.e. the
cell) of neural networks with a neural DAG, and learn it by leveraging a Graph Convolutional
Network to propagate and model the intrinsic topology information of network architectures.
This results in a generic neural network representation integrable with different existing NAS
frameworks. Extensive experiments show the superiority of NGE over the state-of-the-art meth-
ods on image classification and semantic segmentation.

Chapter 6 The last problem is scalable neural operator search. Existing neural architecture
search (NAS) methods explore a limited feature-transformation-only search space, ignoring other
advanced feature operations such as feature self-calibration by attention and dynamic convolu-
tions. This disables the NAS algorithms from discovering more optimal network architectures.
We address this limitation by additionally exploiting feature self-calibration operations, resulting
in a heterogeneous search space. To overcome the challenges of operation heterogeneity and
significantly larger search space, we formulate a neural operator search (NOS) method. NOS
presents a novel heterogeneous residual block for integrating the heterogeneous operations in a
unified structure, and an attention guided search strategy for facilitating the search process over a
vast space. Extensive experiments show that NOS can search novel cell architectures with highly
competitive performance on the CIFAR and ImageNet benchmarks.

Chapter 6 includes concluding remarks and discusses potential areas for future research and
extensions.
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Chapter 1

Introduction

Scientists in the computer vision community have long dreamed of developing computers that

have the like of the human eyes’ abilities to interpret the surrounding environment. Towards this

goal, a fundamental task is to extract compact, rich and expressive features for data collected

by artificial visual sensors. Over the past decade, this desire has been advanced notably by the

breakthrough in deep learning, making significant progress on a wide spectrum of computer

vision tasks, such as object recognition, segmentation, and detection. It leads to a major shift

of research focus in computer vision from conventional hand-crafted feature engineering to deep

representation learning. Apart from the critical process of model training, as shown in Figure 1.1,

one fundamental procedure is to design appropriate deep neural architectures to learn optimal

representations for different computer vision tasks.

1.1 Deep Learning Architecture Design in Computer Vision

For most of current computer vision research, the deep neural network has become a fundamen-

tal functionality which exacts expressive representations for numerous high level and complex

Figure 1.1: Deep learning for Visual Recognition Tasks.
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visual applications. Among the various applications that deep neural networks can bring im-

provements, the most significant application is the large scale image recognition. Thanks to the

hardware innovations and the availability of cheaper and highly efficient computational devices

(e.g. GPUs), the performance in Large Scale Visual Recognition Challenge (ILSVRC) 1 every

year has been fast-climbing since the birth of the groundbreaking AlexNet [1] (see Figure 1.2).

One might be impressed by the human-level recognition performance achieved by a deep neural

network on ImageNet [2] benchmark. However, designing a specific deep neural network that

could perform well on a given task is non-trivial that normally needs a lot of trial and error, with

high demand for a researcher’s expertise and experience. Substantial efforts have been made

towards finding good practices for designing state-of-the-art deep neural networks. Taking the

ResNet [3] as an example, it is an enormous architecture with skip connections all over, which is

the winner of ILSVRC 2015 and MS COCO 2015 2 in image classification, detection, and seg-

mentation. The success of ResNet was achieved by standing on the shoulders of pioneers (e.g.

AlexNet [1], VGGNet [4], and GoogleNet [5]). As shown in Figure 1.2, it took almost half a

decade (2010-2015) to realise this evolution from the seminal AlexNet to the exceptional ResNet

that greatly surpassed human-level performance on ImageNet classification.

Figure 1.2: The statistics of performance in Large Scale Visual Recognition Challenges.

In order to alleviate the demands for human knowledge and interventions, recently there is an

ongoing research trend—Neural Architecture Search (NAS)—that aims to automate the tedious

process of designing neural network architectures optimal for target tasks. By far, recent attempts

1http://www.image-net.org/
2http://image-net.org/challenges/ilsvrc+mscoco2015
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in NAS have achieved enormous success in various challenging tasks, e.g. image classification

[6], object detection [7], and semantic segmentation [8, 9]. Existing NAS methods usually fall

into three categories: reinforcement learning (RL) based methods, evolutionary algorithm (EA)

based methods, and gradient differentiable (GD) methods. For example, the policy networks in

[10, 11] guide the selection of the architecture component sequentially. Some EA-based methods

[12, 13] evolve a population of initialised architectures with the corresponding validation accu-

racies as fitness. Instead of searching in a discrete search space, DARTS [14] provides a gradient

optimisation NAS framework, in which the search space is relaxed to be continuous. Several

works [15, 12] attempt to reduce the search cost by exploring the search space progressively.

1.1.1 Definition of Deep Learning Architecture Design

Figure 1.3: An abstract illustration of deep neural architecture design.

Due to lacking fundamental theoretical principles, researchers have to rely on their expertise

and experience ad hoc to design a proper architecture through trial and error. Abstractly, the

process of designing a deep neural architecture for given tasks contains three main steps: a) un-

derstanding task properties; b) manual or automatic design strategy; c) performance evaluation.

As conceptually illustrated in Figure 1.3, this is not a one-way procedure but requires multiple

iterations of refinement and optimisation. Specifically, a manual or automatic strategy proposes

an architecture by understanding task properties. The architecture is passed to a performance

evaluation step, which returns the performance to the design strategy for a new architecture. The

whole process will end until such an optimal architecture that meets the need of the given task is

found.

Understanding Task Properties. Each vision task has its intrinsic properties that would greatly

determine what might be the optimal architecture of the deep network to build. Before go-
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ing down to detailed network architecture design, one should make a thorough consideration

of the given task properties, which includes but not limited to datasets size, data modalities,

task objectives, and so on. For example, one can easily build a neural network for a standard im-

agery task by borrowing deep architectures that perform well on ImageNet benchmark. However,

such a naive design might not be optimal if the size of datasets is quite smaller than ImageNet,

which could potentially lead to over-fitting. These non-fitting defects could be even worse if re-

searchers directly apply an ImageNet-scale deep architecture to new domains or modalities (e.g.

fine-grained datasets, depth images, point clouds, and so on). Moreover, for some tasks with spe-

cific requirements of model efficiency in real-time deployment (e.g. high inference speed, low

memory cost), some innovations of specific neural architectures are in desperate needed.

Manual or Automatic Design Strategy. Only by fully understanding given task properties, a

proper design strategy could then be proposed. For a manual design strategy, it is greatly based

on human expertise and experience. There are no clear principles towards guiding what exact

strategy to choose or perform. Specifically, it starts with proposing hypotheses or ideas about

addressing some particular needs in given tasks. These ideas or hypotheses are further concreted

in newly designed candidate architectures.

One the other hand, the initial step of automatic design strategy is proposing a search space

that allows candidate architectures can be selected properly. Such a search space with consid-

eration of given task properties is often exponentially large or even unbounded. Then, a search

strategy is introduced to explore the space of neural architectures, including random search,

Bayesian optimisation, evolutionary methods, reinforcement learning (RL), and gradient-based

methods.

Performance Evaluation. To find architectures that achieve high predictive performance on

unseen data, the process of evaluating the performance for candidate architectures is essential.

This process for manual designed architectures is quite conventional, which performs a standard

training and validation of architecture on given datasets. The evaluated performance is returned

to the design strategy for the next round of manual design with some modifications. However, for

automatic design strategies, it is unfortunately computationally expensive and limits the number

of architectures that can be explored. The solution is to estimate the performance with much

lower computational demands. Thus, some practical methods would be needed, such as weight

sharing, lower fidelity estimation, learning curve extrapolation, and network morphisms.
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1.1.2 Challenges in Scalable Deep Learning Architecture Design

Complexity Uncertainty

Expertise 
Requirement

Dataset size: big data

Modality:  color, depth, point cloud, …

Task objective: type, single or multiple, …

Train/ Validation/ Test 

Unseen ? 

Domain ? 

Task ? 

…. ? 

Professional practice,
thorough understanding,
sufficient context knowledge, 
…

Figure 1.4: An abstract illustration of challenges in deep neural architecture design.

Despite such rapid progress in both manual and automatic paradigms, deep artificial neural

architecture design for computer vision tasks remains challenging, when it comes considering

scalability (the model size, learning capacity and efficiency, and domain adaptation to new data).

Specifically, the challenges in scalable deep neural architecture design are summarised as fol-

lows:

Complexity. As described in Section 1.1.1, the initial procedure in designing deep learning ar-

chitectures is understanding given task properties, which are inherent that greatly determines the

potential form of the optimal architecture. However, these task properties—datasets size, data

modalities, task objectives, and so on—are different from task to task. It is almost impossible to

cover every aspect of a given task. Due to the complexity of these task properties, researchers

have to go over through the design iterations, again and again, to gradually improve their under-

standing. This, in the end, results in a much tedious and laborious process of designing scalable

neural network architectures.

Uncertainty. Generally, there are two types of uncertainty that bring difficulties to scalable deep

learning architecture design: data uncertainty and task uncertainty. Due to data uncertainty, one

fundamental objective of scalable deep learning architecture design is to find architectures that

achieve high predictive performance on unseen data. However, we usually evaluate on a fixed

set of training/validation data. It is intrinsically hard to prevent designed architectures would
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be overfitting. In term of task uncertainty, it is hard to guarantee that a network architecture

specifically designed for a given task (e.g. ImageNet recognition) would be well-performed on a

similar task (e.g. face recognition), not to mention a different task such as scene segmentation.

Expertise Requirement. The human expertise required by scalable deep learning architecture

design is substantially high. It usually requires professional practices for a researcher to design

a new deep learning architecture that meets the scalability requirements. More specifically, to

propose a proper design strategy, a designer needs to be capable of thoroughly understand the

inherent task properties for a given task. Furthermore, the designer should have sufficient con-

text knowledge, i.e. being familiar with existing state-of-the-art networks in various challenging

computer vision tasks, e.g. image classification, object detection and semantic segmentation, so

as to bring some useful inspirations or atomic network units for a current design.

Overall, as illustrated in Figure 1.4, these three challenges in scalable deep learning archi-

tecture design are dependent. For instance, the complexity of dataset modality would scale the

factor of data uncertainty, and vice versa, which would further require more expertise knowledge

to tackle these challenges.

1.2 Contributions

The research of this thesis attempts to move steps further towards deep learning architecture de-

sign with consideration of scalability, studying approaches to designing deep neural architectures

for several tasks by considering the underlying task characteristics for more efficient and pow-

erful deep models. The contributions of this thesis to scalable deep learning architecture design

research are summarised below:

1. Chapter 3: The under-studied model cost-effectiveness and scalability issue in deep learn-

ing person re-id is investigated, including model accuracy, inference cost, and matching

efficiency. This differs substantially from the existing methods usually ignoring the model

efficiency problem whilst only focusing on improving re-id accuracy rates. Through study-

ing this problem, we aim for addressing large scale person re-id deployments typical in

practical applications. A novel idea of jointly learning multi-granularity attention selec-

tion and feature representation is formulated for optimising person re-id cost-effectiveness

in deep learning. This is the first attempt at jointly deep learning multiple complemen-

tary attention for solving the person re-id scalability problem. The proposed approach is
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technically orthogonal to existing designs of efficient neural networks therefore allowing

for implementing complementary strengths by concurrent integration in a hybrid archi-

tecture. Furthermore, a Harmonious Attention Network (HAN) framework is proposed to

simultaneously learn hard region-level and soft pixel-level along with re-id feature rep-

resentations for maximising the correlated complementary information between attention

selection and feature discrimination in a compact architecture. This is achieved by devising

an efficient Harmonious Attention module capable of efficiently and effectively learning

different types of attention from the re-id feature representation hierarchy in a multi-task

and end-to-end learning fashion.

2. Chapter 4: We investigate for the first time the scalability problem involved in person

search. This is a fundamentally significant problem to be solved for scaling up the deep

learning solutions to person search in the real-world applications. A Hierarchical Distilla-

tion Learning (HDL) approach is formulated for more discriminating knowledge transfer

from a stronger teacher model into an efficient student model. A simple and effective

teacher model is designed for joint learning of person search, which largely facilitates

the knowledge distillation by avoiding knowledge transfer between structure inconsistent

teacher and student models. Extensive experiments show the model cost-effectiveness and

performance advantages of the HDL over the state-of-the-art alternative approaches on

three person search benchmarks.

3. Chapter 5: A novel notion of Neural Graph Embedding (NGE) is proposed for NAS,

characterised by jointly modelling the graphical topology of a network architecture and

performing the network search in a continuous representation space. Introducing a neu-

ral graph concept and making a principled exploitation of Graph Convolutional Network,

NGE addresses the limitation of the state-of-the-art methods in mining network topology

knowledge, providing a generic neural architecture representation solution specially tai-

lored for NAS. The proposed NGE method not only achieves highly competitive accuracy

performance on CIFAR-10, CIFAR-100 and ImageNet, but also significantly reduces the

architecture search process (taking only 0.1 GPU day for cell search). Moreover, the neu-

ral architecture discovered on CIFAR-10 by NGE can be readily transferred to the more

challenging semantic segmentation task. The test with DeepLab-v3 on PASCAL VOC

2012 is performed and achieved 75.96% mIOU without the stronger COCO pretraining,



24 Chapter 1. Introduction

consistently outperforming the state-of-the-art network architectures.

4. Chapter 6: A novel heterogeneous search space for NAS is presented characterised by

richer primitive operations including both conventional feature transformations and newly

introduced feature self-calibration. This breaks the conventional selection limit of candi-

date neural networks and enables the NAS process to find stronger architectures, many of

which are impossible to be discovered in the conventional space. This opens new territories

for supporting stronger NAS algorithms and new possibilities for most expressive archi-

tectures ever to be revealed. A novel Neural Operator Search (NOS) method dedicated

for NAS is formulated in the proposed heterogeneous search space, with a couple of key

designs – heterogeneous residual block for fusing different types of tensor operations syn-

ergistically and attention guided search for facilitating the search process over a vast search

space more efficiently and more effectively. With extensive comparisons to the state-of-

the-art NAS methods, the experiments show that our approach is highly competitive on

both CIFAR and ImageNet-mobile image classification tests.

1.3 Thesis Outline

The remaining chapters of this thesis are organised as follows:

Chapter 2 provides a review of existing research relevant to the main components of this thesis.

Chapter 3 proposes a harmonious attention network design for scalable person re- identification

(re-id), enabling more discriminative re-id matching by efficient networks with more scalable

inference in large scale re-id deployment scenarios with the need of processing a large amount

of surveillance video data.

Chapter 4 proposes a hierarchical distillation network design for scalable per-son search, inves-

tigating the scalability problem of person search involving both model accuracy and inference

efficiency simultaneously. It is fundamentally significant for real-world applications of person

detection and person re-identification matching in unconstrained scene images.

Chapter 5 presents a neural graph embedding method for scalable neural architecture search,

which leverages a Graph Convolutional Network to propagate and model the intrinsic topology

information of network architectures. It is a generic neural network representation integrable

with different existing NAS frameworks.

Chapter 6 presents a scalable neural operator search paradigm which unlocks existing limited
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feature-transformation-only search spaces, considering other advanced feature operations such

as feature self-calibration by attention and dynamic convolutions. This new paradigm can search

novel cell architectures with highly competitive performance.

Chapter 7 includes concluding remarks and discusses potential areas for future research and

extensions.



26



27

Chapter 2

Literature Review

2.1 Handcrafted or Manually-Designed Deep Architectures

Substantial efforts have been made towards improving the performance on ImageNet benchmark

by manually designing deep learning architectures. For example, Alex et al. propose a prototype

of deep convolutional architecture (AlexNet) contains 5 convolutional layers, which outperforms

the traditional classifiers trained on Fisher Vectors (FVs) computed from densely-sampled SIFT

features [16]. ZFNet [17] improves the AlexNet by giving insight into the function of inter-

mediate feature layers and the operation of the classifier using a novel visualization technique.

VGGNet [4], on the other hand, investigates the effect of the convolutional network depth using

an architecture with very small (3× 3) convolution filters, demonstrating that a significant im-

provement can be achieved by pushing the depth to 16–19 weight layers. Based on the Hebbian

principle and the intuition of multi-scale processing, GoogleNet [5] is composed of carefully

crafted design inception modules, which allows for increasing the depth and width of the net-

work while saving the computational budget. To resolve the degradation problem of deep mod-

els, ResNet [3] explicitly reformulates the layers as learning residual functions with reference to

the layer inputs, instead of learning unreferenced functions. This residual learning framework

permits very deep networks with a depth of up to 152 layers—8× deeper than VGGNets but

still having lower complexity. As shown in Figure 2.1, the evolution from AlexNet to ResNet

involves introducing more layers and complicated structures. In general, these efforts were made

with great demands for human knowledge and interventions.
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§ 8 layers
§ first breakthrough

§ 16,19 layers
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Handcrafted or Manually-Designed Deep Architectures Features

AlexNet
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GoogleNet
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Figure 2.1: Some examples of handcrafted or manually-designed deep architectures.

2.2 Neural Architecture Search (NAS)

Neural Architecture Search (NAS) is able to automate the tedious process of designing neural

network architectures optimal for target tasks, bypassing the demand for rich domain knowledge

and experiences. Recent attempts in NAS have achieved enormous success in various challenging

tasks, e.g. image classification [6], object detection [7], and semantic segmentation [8, 9].

Categories in NAS. Since the seminal work by [6], neural architecture search has gained a

surge of interest, effectively replacing laborious human designs by the computational process.

From the strategy point of view, NAS methods can be categorised into two types: (1) proxy-

based [6, 10, 11, 14] and (2) proxy-less [18, 19, 20] NAS. Specifically, to alleviate the com-

putational cost during search, the proxy-based NAS methods search for building cells on proxy

tasks, with one or more of following compromised strategies: starting with fewer cells; using

a smaller dataset (e.g. CIFAR-10); learning with fewer epochs. Then, to transfer to the large-

scale target task, one can build a network by stacking searched cells without further exploration.

However, searched cells by proxy-based NAS methods are not guaranteed to be optimal on the
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target task. This is due to these search processes are normally not conducted on whole target

datasets directly. In contrast, proxy-less NAS methods directly learns architectures on a target

task by starting with an over-parameterised network (supernet) that contains all possible network

connections, in which the redundant network connections are pruned to derive the optimised ar-

chitecture. Notwithstanding significant better results than proxy-based approaches, proxy-less

NAS methods require massive computational cost and GPU memory assumption, due to learning

with the vast-size supernet. From the optimisation point of view, existing NAS methods usually

fall into three groups: reinforcement learning (RL) based methods, evolutionary algorithm (EA)

based methods, and gradient differentiable (GD) methods. In particular, RL-based NAS methods

[6, 11, 19] control the selection of architecture component in a sequential order with policy net-

works. EA-based NAS methods [13, 12] employ the validation accuracies to guide the evolution

of a population of initialised architectures. RL- an EA-based NAS methods usually suffer from

low efficiency and high computational resource demand, due to the fundamental searching chal-

lenge in a discrete space. For instance, to search a state-of-the-art architecture for CIFAR-10 and

ImageNet, it takes 2000 GPU days for RL [6] and 3150 GPU days for EA [13]. Several recent

attempts have been made to improve, e.g. structural search space designing [12, 15], architec-

ture weights sharing and inheritance [11, 21, 22]. Due to the fundamental searching challenge

in a discrete space, RL and EA remain inefficient for NAS. In contrast, GD-based NAS methods

[14, 23, 24] conduct searching over a continuous space by relaxation or mapping, substantially

reducing the search cost to a few GPU days. For example, DARTS [14] simply relaxes the search

space to be continuous by introducing a mixture of weights for all the candidate operations. NAO

[24] maps a neural architecture into a continuous representation via an encoder model. Notwith-

standing significantly lower search cost by further using weight sharing [11], both DARTS and

NAO run the risk of being easily stuck around inferior local minimums as observed in [25].

SNAS [23] adopts the same continuity relaxation scheme as DARTS and probably shares the

same limitation. Whilst varying in the algorithmic aspects, all these works commonly explore

the feature-transformation-only search spaces without more diverse and advanced operations as

investigated here. To show the NAS potential of the proposed richer search space with self-

calibration learning operations, the efficient proxy-based GD optimisation is taken due to the

resource constraint.

Operations in NAS. One common scheme for the standard proxy-based neural architecture
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search methods [11, 10, 14] is to factorise the search space via repeatedly stacking the same

cell structure, within which a computing block generates an output tensor F k by combining the

transformations of two input feature tensors F i and F j as follows:

F k = o(i,k) (F i)⊕o( j,k) (F j) s.t. i < k & j < k, (2.1)

where o(i,k) and o( j,k) are the i-th and j-th primitive operations for feature transformation, selected

from a candidate operation setO, and⊕ is the element-wise addition. Existing NAS methods use

only the standard feature learning/transformation operations (convolution, pooling and identity

mapping) as the building components.

Besides, extensive studies [26, 27, 28, 29, 30, 31] have proven that other advanced operations

for feature self-calibration, such as attention learning and dynamic convolutions, can bring great

benefits for representation learning. For example, Hu et al. [26] proposes Squeeze-and-Excitation

Networks to explicitly model inter-dependencies between channels by learning channel-wise

self-attention. Jia et al. [29] presents Dynamic Filter Networks to generate context-aware fil-

ters for increasing the flexibility and adaptiveness of networks. However, these useful feature

calibration elements have never been well exploited in NAS, significantly limiting the poten-

tials of NAS which aims for automatically discovering more sophisticated and advanced network

architectures without human engineering.

Architecture Space in NAS. Instead of an entire network architecture, a more feasible strategy

is to search a repeatable structure [10], which factorises the search space via cells and blocks.

A cell consists of a set of N ordered feature (tensor) nodes {F k|,1<=k<=N}. F 1 & F 2 are

two input nodes, i.e. the outputs from the previous two cells. {F k}N−1
k=3 denotes the inner nodes

that perform computation. The cell output is the N-th node F N , formed as the concatenation of

all the inner nodes, i.e. F N =concat({F k}N−1
k=3 ). There are two types of cells: normal cell (with

stride of 1) and reduction cell (with stride of 2).

A block is defined as a computational node that outputs a feature node F k (Fig. 2.2(a)) by

transforming two input feature nodes F i and F j as:

F k = o(i,k) (F i)+o( j,k) (F j) s.t. i < k & j < k, (2.2)

where o(i,k) and o( j,k) are the i-th and j-th operations. Following DARTS [14], each operation is
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taken from the candidate set O with O=7 primitive operations: (1) identity, (2) 3×3 max pool-

ing, (3) 3×3 average pooling, (4) 3×3 separable convolution, (5) 5×5 separable convolution,

(6) 3×3 dilated separable convolution, (7) 5×5 dilated separable convolution.

Generally, the architecture search space A is determined by the compositions of blocks, since

the structure design of the input and output nodes in a cell is fixed. For a cell with N=7 nodes, we

only need to specify the inputs and operations for 4 inner computational nodes (blocks), resulting

in a total number of ∏
N−3
n=1

(n+1)n
2 ×O2 ≈ 109 possible design choices.

Based on the definitions of cell and block above, one can construct a network in two steps:

(i) Design a cell structure that contains (N−3) ordered blocks; (ii) Stack multiple cells together.

As shown in Fig. 2.2 (b), after the cell search is finished, M normal cells are stacked repeatedly

for 3 times, interpolated with 2 reduction cells for downsampling the feature maps.

Figure 2.2: (a) The structure of the k-th block: taking two input feature tensors {F i,F j}, applying
two separate operations {o(i,k),o( j,k)}, and then combining them via element-wise addition as the
output F k. (b) Overview of building the network by stacking M×3 normal cells and 2 reduction
cells. (c) The head architectures used for CIFAR and ImageNet.
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Figure 2.3: Person re-identification (re-id) is about (a) matching people across non-overlapping
surveillance camera views which requires (b) capturing discriminative (attentional) parts and
distinguishing foreground and background regions in person images.

2.3 The Person Re-Identification Problem

Person re-identification (re-id) aims to search people across non-overlapping surveillance camera

views deployed at different locations by matching auto-detected person bounding box images

(Figure 2.3).

Feature extractionPerson detection Person matching

deep model rankingvideo

Figure 2.4: The pipeline of a person re-identification system.

Person Re-id System. As shown in Figure 2.4, a standard pipeline of a person re-identification

system consists of three steps: person detection, person feature extraction, and person matching.

Specifically, in the first step, a large pool of person images are generated by applying state-

of-the-art person detectors [32, 33] on the raw video frames collected by surveillance cameras.

Then, to extract discriminative visual features to describe individual appearances for each person

image, the typical way is using deep models [4, 5, 3]. After feature extraction, matching the
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imagery features of the query (or interchangeably termed as probe) images against a gallery of

persons is performed by measuring the similarity between features, such as euclidien, l1 and

cosine distance. Given that the research community treats the person detection as independent

research areas, in this thesis, we focus on studying the deep re-id feature extraction.

Scalability. With the 24/7 operating nature of surveillance cameras, person re-id is intrinsically a

large scale search problem with a fundamental requirement for developing systems with both fast

data throughput (i.e. low inference cost) and high matching accuracy. This is because, model

accuracy and inference efficiency both are key enabling factors for affordable real-world person

re-id applications. In this thesis, we define this cost-effectiveness measure as the scalability

of a person re-id system, taking into account model accuracy and computational cost jointly,

rather than optimising either alone. Earlier person re-id methods in the literature rely on slow-

to-compute high-dimensional hand crafted features with inferior model performance, yielding

unsatisfactory solutions [34, 35, 36, 37, 38].

The recent introduction of large scale person re-id datasets [39, 40, 41, 42] allows for a natu-

ral utilisation of increasingly powerful deep neural networks [3, 43, 44], substantially improving

person re-id accuracy in a single system pipeline. However, typical existing deep learning re-

id methods remain large sized and computationally expensive therefore unfavourable for real

deployments in scalability. This is due to the adoption of deep and wide neural network architec-

tures with a huge number of parameters and exhaustive multiply-add operations. For example,

the often-selected CNN architecture ResNet50 [3] consists of 25.1 million parameters consum-

ing 3.80×109 FLoating-point OPerations (FLOPs) in forwarding a single person image through

the network. While the offline training of large neural networks can be reasonably afforded us-

ing industrial-sized or cloud computing clusters with rich high-performance graphics processing

units (GPUs), deploying them to process big video data suffers from low inference efficiency

and expensive energy consumption. There is an intrinsic need for designing cost-effective deep

learning re-id methods, which is currently less investigated with insufficient research efforts and

attempts.

Re-id Feature Learning. The state-of-the-art person re-id deep methods are typically concerned

with supervised learning of identity-discriminative representations [45, 46, 47, 48, 49, 50, 51, 52,

53, 39]. Although unsupervised learning and transfer learning based techniques are progressively

advancing [54, 55, 56, 57, 58, 59, 60], their re-id performances are significantly inferior therefore
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less satisfactory and reliable in practical use. With the emergence of large benchmark datasets

[41, 40, 61, 39], more powerful and computationally expensive neural networks like ResNet50

[3], originally designed for object image classification, have been increasingly adopted in build-

ing person re-id model architectures. The use of stronger and heavier networks yields significant

gains in performance, but simultaneously sacrifices largely the deployment efficiency due to the

need for high memory and computing consumption apart from lengthy model inference. Such

inefficient systems suffer from low data throughput, therefore limiting the possible application

scenarios (undesired in processing a large pool of surveillance videos). One intuitive approach

to large scale person re-id is to train efficient small neural network models. This is made more

attractive by the development of lightweight architectures, e.g. MobileNet [62], ShuffleNet [63],

and CondenseNet [64]. These methods are based on the observation that there exist highly re-

dundant weights in large neural networks [65]. However, such networks, originally designed for

generic object classification and detection, are less effective for visually fine-grained and subtle

person re-id matching. It is non-trivial to simultaneously achieve both generalisation performance

and inference efficiency by a single deep learning person re-id model.

Model Efficiency. In the literature, model efficiency is an under-studied and critical problem in

person re-id. Zheng et al. [40] employed a KD-tree based approximate nearest neighbour (ANN)

method to expedite the re-id matching process. As another ANN strategy, the learning-to-hash

idea has been explored with hand-crafted [66] and deep learning [67, 68] models. These meth-

ods quantise the feature representations so that the hamming distance metric can be applied to

rapidly compute matching scores at the cost of significant performance degradation due to lim-

ited expressive capacity. Recently, Wang et al. [69] proposed to conduct re-id matching subject

to given computation budgets. The hypothesis is that feature representations of easy samples can

be computed at lower costs which makes room for computation reduction. However, it is in-

trinsically difficult and ambiguous to measure the sample easiness degree given the poor-quality

surveillance data and the nature of pairwise matching (not per-sample inference).

Unlike all these existing strategies, we explore differently the potential of person attention

learning for model efficiency and cost-effectiveness. Conceptually, our method is complementary

to the prior techniques with extra possible performance benefits.

Attention Learning. There exist learning-to-attend algorithms developed for improving re-

id particularly in misaligned person bounding boxes, e.g. those generated by automatic detec-



2.4. The Person Search Problem 35

tion. Earlier approaches are based on localised patch matching [70, 71] and saliency weight-

ing [72, 73]. These solutions are mostly ineffective to cope with poorly aligned person images,

due to the stringent requirement of tight bounding boxes around the whole person and high depen-

dence on weak hand-crafted features. Besides, such algorithms are usually more computationally

expensive with a need for explicit and complex patch processing.

To overcome the aforementioned limitation, more advanced re-id attention deep learning

methods have been recently proposed [74, 75, 76, 77, 78, 79, 80, 81]. A common strategy taken

by these methods is to incorporate a regional attention (i.e. hard attention) selection sub-network

into a deep re-id model. For example, Su et al. [76] integrated a pose detection model separately

learned from auxiliary pose ground-truth into a part-based re-id model. Li et al. [74] designed

an end-to-end trainable part-aligning CNN for extracting latent discriminative regions and ex-

ploiting these regional features to perform re-id. Zhao et al. [75] exploited a Spatial Transformer

Network [82] as a hard attention module to search re-id discriminative parts given a pre-defined

spatial constraint. Lan et al.[77] formulated a reinforcement attention selection model for salient

region refinement under identity discriminative constraints. Qian et al. [80] rotated persons to

canonical poses through pose-specific image synthesising.

A common weakness of these above models is the lack of handling noisy pixel information

within selected regions, i.e. no soft attention modelling. This issue was considered in [83].

However, this model assumes tight person bounding boxes therefore not suitable for processing

poor detections. In parallel to this thesis, Xu et al. [78] considered a joint end-to-end learning of

both body parts and regional saliency. Along with continuously improved matching performance,

all the attention learning re-id methods come with significantly increased model complexity and

inference costs for realising strong model generalisation capability. This dramatically limits their

scalability and usability in large scale re-id deployments.

2.4 The Person Search Problem

Person search considers the problems of person detection and person re-identification (re-id)

simultaneously [84, 85]. It is valid and necessary due to that the practical application of person

re-id relies heavily on person detection. The detection quality of persons on the surveillance

scene images affects the re-id performance largely. For example, missing detection causes the

inability of person re-id on the corresponding person instance, and misalignment introduces noise
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Figure 2.5: The significance of scalability in person search. Both sets of query persons and scene
imagery are of large scale.

or information loss to person re-id.

In addition to person matching accuracy, this task joining by person search also expands

the scope for model efficiency considerations. Conventionally, person search efficiency is mostly

considered in person re-id model design, since person bounding boxes are assumed already avail-

able. This breaks the connection between person re-id and person detection, therefore, losing

their joint computing opportunity for improving model efficiency. This issue is naturally solved

in the person search problem setting.

Model efficiency is fundamentally crucial for scalable person search, due to the intrinsic

large scale search requirement in real-world deployment (Figure 2.5). The efficiency problem

was initially investigated in the introduction of person search [84], followed by a few followup

joint learning model designs [86, 87, 88]. However, all these existing methods are significantly

outperformed by independent learning competitors [89, 90].

Moreover, some of the joint learning methods [86, 88, 91] are even not necessarily more

efficient than independent learning, because of their query-specific search design nature. That

is, the model needs to conduct an independent search process in every whole scene image for

every query person, with the search cost proportional to the quadratic pairwise combination (i.e.

multiplication) of the query and gallery samples. This implies potentially even more inefficient

solutions than simpler independent learning [86, 88], totally opposite to their original efficiency

objective.

In the literature, only the OIM method [84] makes an initial attempt for efficient person

search. The key idea is that person detection and person re-id can share a large proportion of
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computing cost by jointly using the low-level feature network layers. This is analogous to the core

idea of Faster R-CNN [32]. After the OIM model is trained, person detection and re-id feature

extraction can be conducted jointly on the gallery data by a single network. It is a one-off process,

independent to the size of query images therefore much more scalable than query-specific search

models. However, the main focus of OIM is on how to exploit unlabelled person instances for

improving re-id matching. This method does not fully investigate the significant model efficiency

problem. This is partly due to that its performance is somewhat weak, e.g. significantly inferior

to the current state-of-the-art methods [89, 90]. Overall, the scalability problem including both

model accuracy and inference efficiency for person search remains largely under-studied, despite

its significant practical importance.

Due to a more comprehensive problem formulation, person search has gained increasingly

more attention and research efforts [89, 90, 86, 88, 87] since its establishment [84, 85]. Existing

methods are generally fallen into two groups: (1) independent learning (IL) [89, 90] and (2) joint

learning (JL) [84, 86, 88, 87, 91, 92] based models.

Thus far, the independent learning based person search methods achieve the state-of-the-

art performance [85, 89, 90]. They separate person detection and re-id matching by designing

independent network models. Strong and computationally expensive CNN models [3] are often

selected in such designs for maximising the search accuracy. One of the major disadvantages

for these methods is costly deployment and slow execution. The model inference efficiency can

be further reduced due to the addition of auxiliary components such as foreground segmentation

and multi-branch fusion [90]. Although reaching good performance, this group of methods are

less scalable computationally therefore unsuitable for large scale deployments typically required

in real applications.

The joint learning based person search methods have been developed with one of the main

objectives as solving the above efficiency limitation [84, 86, 88, 87, 91, 92]. The methods in

[84, 87] improve the model inference speed by taking advantages of the Faster R-CNN design.

The key idea is to make person detection and re-id tasks share the low-level feature computa-

tion. NPSM [88], RCAA [86] and QEEPS [91] suggest query-specific person search strategies.

CGPS [92] learns contextual graph representations via coupling the targets and the background

contexts. Opposite to their design objectives for efficiency gain, these existing models all suffer

from another scalability limitation: every query-gallery pair needs to be processed independently.
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This means that the detection cost is proportional to the combination of query and gallery sam-

ples. Instead, person detection on all gallery images is conducted one-off in [84, 87], therefore

independent and scalable to any sizes of query tasks. The efficiency of NPSM [88] is also signif-

icantly limited by the need of generating region proposals, e.g. EdgeBox [93]. Besides, all these

models are often less powerful than the counterparts.

2.5 Knowledge Distillation

Knowledge

Teacher model

Student model

Data

distill

transfer

Figure 2.6: A generic teacher-student framework for knowledge distillation.

There are recent works that apply knowledge distillation for computer vision and natural lan-

guage processing (NLP) problems. The core idea is that small student models learn the knowl-

edge in big teacher models to achieve a competitive or even superior performance. A general

teacher-student framework for knowledge distillation is shown in Figure 2.6. Normally, different

types of knowledge are usually considered for distillation. Specifically, the predictions (log-

its) of a large deep model [94] are vanilla knowledge to guide the learning of the student model.

Also, features (i.e. activations or neurons) of intermediate layers [95] contain the rich information

learned by teacher model that can be used as the typical knowledge. Other forms of intermediates

such as attentions [96] can further enrich the categories in knowledge distillation.

In contrast to all the existing person search methods, we consider the scalability and cost-

effectiveness problem of person search including both model accuracy and inference efficiency.

None of the previous methods are designed to address this problem, lacking sufficient model

generalisation and/or inference efficiency. To this end, we develop a simple and strong joint

learning model that reaches the performance of the state-of-the-art independent learning method.
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This layouts a very competitive baseline method and inspires novel ideas to the future works.

In a NAS setting, we use knowledge distillation for closing the performance gap between a

proxy network and a full network on target task for the proxy-based NAS. In particular, we aim

to incorporate self-calibration learning in the context of NAS, which motivates us to leverage

attention transfer [96] to mimic the hidden attention maps in a pre-trained model.
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Chapter 3

Scalable Attention Network Design

3.1 Overview

In this chapter, we investigate the under-studied scalability and cost-effectiveness problem in

deep learning person re-identification. To this end, we explore the potential of person attention

selection learning in a single neural network architecture. The rationale is that detecting the

fine-grained salient parts of person images not only allows to preserve the model matching per-

formance, but also favourably simplifies the re-id matching due to noise suppression, therefore

rendering small networks sufficient to induce this simplified target matching function. It is this

re-id attention selection learning strategy that distinguishes our method from existing purpose-

generic network compression techniques [62, 63, 64], enabling uniquely a simultaneous realisa-

tion of model efficiency and generalisation performance. Owing to the conceptual orthogonality,

existing network compression techniques can be naturally integrated as complementary designs

into our approach to achieve further model efficiency and scalability.

There have been a number of existing attempts at learning re-id attention selection. Never-

theless, their primary purpose is to address the person misalignment issue for higher model gen-

eralisation capability. This is because in practical re-id scenarios, person images are usually au-

tomatically detected with arbitrary cropping errors for scaling up to large video data [40, 41, 42].

Additionally, people are often captured in various poses across open space and time. There is

consequently an inevitable need for attention selection within arbitrarily-aligned bounding boxes

as an integral part of model learning for re-id.
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A common earlier strategy for re-id attention selection is local patch calibration and saliency

weighting in pairwise image matching [73, 70, 71, 72]. This approach relies on pre-fixed hand-

crafted features without deep learning jointly more expressive representations and a matching

metric in an end-to-end manner. A number of more advanced attention deep learning models

for person re-id have been recently developed [74, 75, 76, 77, 78, 79, 80, 81]. Most of these

methods consider only coarse region-level attention whilst ignoring the fine-grained pixel-level

saliency. Moreover, such methods depend on heavy network architectures therefore suffering the

drawbacks of high computational complexity and low model inference efficiency. This thesis

addresses the weaknesses and limitations of these existing methods for scalable person re-id with

both superior matching accuracy and inference efficiency.

Beyond the conventional advantage from the attentional weighing for more discriminative

person matching, the proposed approach is specially designed to simultaneously address the ef-

ficiency weaknesses of existing re-id attention methods. This is achieved by formulating a novel

attention module that enables a efficient joint learning of both soft and hard attention in com-

pact CNN architectures harmoniously whilst preserving the model generalisation capability. The

results of this design are a class of cost-effective harmonious attention networks dedicated for

scalable re-id matching with state-of-the-art accuracy performance. This is the first attempt of

modelling multi-level correlated attention in deep learning for person re-id to our knowledge. In

addition, we introduce cross-attention interaction learning for further enhancing the complemen-

tary effect between different levels of attention subject to re-id discriminative constraints. This

is impossible to do for most existing methods due to their inherent single level attention mod-

elling design. We show the benefits of joint modelling multi-level attention in person re-id in our

experiments.

3.2 Scalable Person Re-Identification

Problem Definition. Suppose there are n training bounding box images I = {IIIi}n
i=1 from nid

distinct people not being seen in more than one view simultaneously together with the corre-

sponding identity class labels Y = {yi}n
i=1 where yi ∈ [1, · · · ,nid]. We aim to learn a deep fea-

ture representation model optimal for person re-id matching under significant viewing condition

variations with high computational efficiency. To that end, we formulate a lightweight (less pa-

rameters and multiplication-addition operations) Harmonious Attention Network (HAN). This
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Figure 3.1: Schematic architecture of the proposed Harmonious Attention Network (HAN). The
design of HAN is characterised by high cost-effectiveness for maximising the model scalability.
This is enabled by the introduction of a lightweight but effective Harmonious Attention (HA)
module (see Fig. 3.2 and Fig. 3.3) and a computationally efficient depthwise separable convolu-
tion based building block (see Fig. 3.4 and Table 3.1). The symbol dl (l∈{1,2,3}) denotes the
number of convolutional filter in the corresponding l-th block.

takes a principle of attention learning particularly for achieving cost-effective person re-id. The

objective of HAN is to concurrently learn a set of harmonious attention along with both global

and local feature representations for maximising their complementary benefit and compatibil-

ity between the model components in terms of both the discriminative capability and inference

efficiency.

Formulation Rationale. The HAN model design is based on two motivating considerations:

(1) The human visual system that leverages both global contextual and local saliency informa-

tion concurrently in conjunction with the evolution attention search capability [97, 98]; (2) The

divide-and-conquer algorithm design principle [99] that decomposes the re-id feature learning

task at different levels of granularity (global & local) and significance (salient or not), simpli-

fying the target problem formulation and enabling efficient small networks suffice to model the

desired representations. Intuitively, joint learning of global-local feature representations with

attention extracts correlated complementary information in different context, hence efficiently

achieving more reliable recognition due to such selective discrimination learning. For bounding

box image based re-id, we consider the entire person in the image as a global scene context and

body parts of the person as local information sources, both subject to the surrounding background

clutter, potentially also misalignment and partial occlusion due to poor detections. Typically, the

location information of body parts is not provided in person re-id image annotation, i.e. only

weakly labelled without fine-grained part labels. Therefore, the person attention learning is a

weakly supervised learning task in the context of optimising the re-id performance. Under the



44 Chapter 3. Scalable Attention Network Design

global-local concurrent design, we consider a multi-branch network architecture. The overall

objective of this multi-branch scheme and the architecture composition is to minimise the tar-

get function modelling complexity in a divide-and-conquer manner. This enables reducing the

network parameter size whilst still maintaining the model representation learning capacity.

HAN Overview. The overall design of our HAN architecture is depicted in Fig. 3.1. In particu-

lar, the attention model contains two branches with hierarchically distributed attention modules:

(1) One local branch consisting of T streams with an identical structure: Each stream aims to

learn the most discriminative visual features for one of T local regions of a person bounding

box image. To reduce the model parameter size, we share the layer parameters among all local

streams. (2) One global branch: This aims to learn the optimal global level features from the

entire person images. (3) Hierarchical harmonious attention learning: This aims to discover

and exploit re-id discriminant saliency regions (hard attention) and pixels (soft attention) concur-

rently in a synergistic interaction with global and local feature representations in an end-to-end

learning manner. Next, the main designs of the proposed HAN model is described.

3.2.1 Global-Local Feature Learning

The HAN model is designed to perform global-local representation learning subject to the same

identity label constraints by allocating each branch with a separate objective loss function derived

from the per-batch training person classes. As a consequence, the learning behaviour of each

branch is conditioned respectively on their own feature representations.

Loss Function. For model training, we use the softmax cross-entropy loss function. Formally,

we start by predicting the class posterior probability ỹi of a person image IIIi over the ground-truth

identity class label yi:

p(ỹi = yi|IIIi) =
exp(www>yi

xxxi)

∑
|nid|
k=1 exp(www>k xxxi)

(3.1)

where xxxi refers to the feature vector of IIIi from the corresponding branch, and wwwk the prediction

function parameter of training identity class k. The cross-entropy loss for a mini-batch of nbs

training images is then defined as:

Lce =−
1

nbs

nbs

∑
i=1

log
(

p(ỹi = yi|IIIi)
)

(3.2)

Sharing Low-Level Feature Learning. In a HAN model, we construct the global and local
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branches on a common low-level conv layer, in particular the first conv layer. This is for facil-

itating the purpose of inter-branch common representation learning (Fig. 3.1). The intuition is

that, the bottom conv layer captures elementary features such as edges and corners shared by

both global and local patterns of person images. This design is in spirit to multi-task learning

[100], where the local and global feature learning branches are viewed as two correlated learning

tasks. Besides, sharing the low-level layer reduces the model parameter size, not only mitigating

the model overfitting risk but also improving the model inference efficiency. This is critical in

learning person re-id models especially when the labelled training data is limited.

Attention in Hierarchy. We take a block-wise attention module design, that is, each attention

module is specifically optimised to attend the input feature representations at its own level alone.

In the CNN hierarchical framework, this naturally allows for hierarchical multi-level attention

learning to progressively refine the attention maps, again in a spirit of the divide-and-conquer

design [99]. As a result, we can significantly reduce the attention search space (i.e. the model

optimisation complexity) whilst allowing multi-scale selectiveness of hierarchical features to

enrich the final feature representations.

Such progressive and holistic attention modelling is intuitive and essential for re-id due to that

(1) the surveillance person images often have cluttered background and uncontrolled appearance

variations therefore the optimal attention patterns of different images can be highly varying, and

(2) a re-id model typically needs robust (generalisable) model learning given very limited training

data (significantly less than common image classification tasks).

Unlike most existing attention selection based person re-id works that simply adopt a standard

CNN network with a large number of model parameters and high computational cost in model

deployment [1, 5, 3, 78], our HAN design is more efficient (faster inference in deployment) whilst

still having deep CNN architectures to maintain strong discriminative power. This is particularly

critical for re-id where the label data is often sparse (large models are more likely to overfit in

training) and the deployment efficiency is important for practical applications at scales (slow

feature extraction is not scalable to large surveillance video data).

Remarks. The HAN model aims to learn concurrently multiple re-id discriminative feature

representations for different local image regions and the entire image. All these representations

are optimised by maximising the same identity classification tasks individually and collectively

at the same time. Concurrent multi-task learning in a multi-loss design enables to preserve both
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local saliency in feature selection and global coverage in image representation.

In terms of loss function design, while many existing person re-id methods [101, 52, 69,

102, 103, 104, 105, 106, 41] suggest the importance of using pairwise comparison based loss

objectives, e.g. the triplet and contrastive functions, we empirically found that the simpler cross-

entropy loss suffices to achieve satisfied discriminative learning without any extra complexity

introduced from hard sample mining. We partly attribute this to the strong capability of the HAN

model in automatically attending re-id discriminative information, simplifying the loss design

complexity.

Importantly, using only the classification loss formulation brings about a couple of practi-

cal benefits: (i) This significantly simplifies the training mini-batch data construction, e.g. only

random sampling without any tricks required. This makes our HAN model more scalable to sit-

uations when very large training population is available. (ii) This also eliminates the undesirable

need for carefully forming pairs and/or triplets in preparing re-id training samples, as in these

existing methods, due to the inherent imbalanced negative and positive pair size distributions.

We consider that the key to person re-id is about model generalisation to unseen test identity

classes given the training data from independent seen classes. This loss choice is supported by

previous visual psychophysical findings that representations optimised for classification tasks

generalise well to novel categories [107]. We exploit this general classification learning principle

beyond the stringent pairwise relative verification loss designs.

3.2.2 Harmonious Attention Learning

To perform attention selection within person bounding box images with unknown misalignment,

we formulate a harmonious attention learning scheme. This is the core module component of

the proposed model. Specifically, this scheme jointly learns a collection of complementary at-

tention maps, including hard (regional) attention for the local branch and soft (spatial/pixel-level

and channel/scale-level) attention for the global branch. Besides, we introduce a cross-attention

interaction learning scheme between the local and global branches for further enhancing the

harmony and compatibility degree whilst simultaneously optimising per-branch discriminative

feature representations. Next, we describe the design details of the Harmonious Attention Mod-

ule.

(I) Soft Spatial-Channel Attention. The input to a Harmonious Attention module is a 3-D ten-

sor XXX l ∈Rh×w×c where h, w, and c denote the number of pixel in the height, width, and channel
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Figure 3.2: Structure of a Harmonious Attention module consists of (a) Soft Attention which
includes (b) Spatial Attention (pixel-wise) and (c) Channel Attention (scale-wise), and (d) Hard
Regional Attention (part-wise). Layer type is indicated by background colour: grey for convolu-
tional (conv), brown for global average pooling, and blue for fully-connected layers. The three
items in the bracket of a conv layer are: filter number, filter shape, and stride. ReLU [1] and
Batch Normalisation [108] (applied to each conv layer) are not shown for brevity.

dimensions respectively; and l indicates the level of this module in the entire network (multiple

such modules). Soft spatial-channel attention learning aims to produce a saliency weight map

AAAl ∈Rh×w×c of the same size as XXX .

Given the largely independent nature between spatial (inter-pixel) and channel (inter-scale)

attention, we propose to learn them in a joint but factorised way as:

AAAl = SSSl×CCCl (3.3)

where SSSl ∈Rh×w×1 and CCCl ∈R1×1×c represent the spatial and channel attention maps, respec-

tively.

We perform the attention tensor factorisation by designing a two-branches unit (Fig. 3.2(a)):

One branch to model the spatial attention SSSl (shared across the channel dimension), and another

branch to model the channel attention CCCl (shared across both height and width dimensions). By
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this design, we can compute efficiently the full soft attention AAAl from CCCl and SSSl with a tensor

multiplication. Our design is more efficient than common tensor factorisation algorithms [109]

since heavy matrix operations are eliminated.

(i) Spatial Attention. We model the spatial attention by a tiny (10 parameters) 4-layers sub-

network (Fig. 3.2(b)). It consists of a global cross-channel averaging pooling layer (0 parameter),

a conv layer of 3× 3 filter with stride 2 (9 parameters), a resizing bilinear layer (0 parameter),

and a scaling conv layer (1 parameter). In particular, the global average pooling, formulated as

Sl
input =

1
c

c

∑
i=1

XXX l
1:h,1:w,i (3.4)

is designed especially to compress the input size of the subsequent conv layer with merely 1
c

times of parameters needed. This cross-channel pooling is reasonable because in our design all

channels share the identical spatial attention map. We finally add a scaling layer for automatically

learning an adaptive fusion scale in order to optimally combining the channel attention described

next.

(ii) Channel Attention. We model the channel attention by a small 4-layers squeeze-and-

excitation component (Fig. 3.2(c)). We first perform a squeeze operation via an averaging pooling

layer (0 parameters) to aggregate the feature information distributed across the spatial space into

a channel signature as

Cl
input =

1
h ·w

h

∑
i=1

w

∑
j=1

XXX l
i, j,1:c (3.5)

This signature conveys the per-channel filter response from the whole image, therefore providing

the complete information for the inter-channel dependency modelling in the subsequent excita-

tion operation, formulated as

Cl
excitation = ReLU

(
WWW ca

2 ×ReLU(WWW ca
1 Cl

input)
)

(3.6)

where WWW ca
1 ∈R

c
r×c ( c2

r parameters) and WWW ca
2 ∈Rc× c

r ( c2

r parameters) denote the parameter matrix

of 2 conv layers in order respectively, and r (16 in our implementation) represents the bottleneck

reduction rate. This bottleneck design reduces the model parameter number from c2 (using 1

conv layer) to ( c2

r +
c2

r ), e.g. only need 1
8 parameters when r=16.

For facilitating the combination of the spatial attention and channel attention, we further de-

ploy a 1×1× c conv (c2 parameters) layer to compute blended full soft attention after tensor
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multiplication. This is because the spatial and channel attention are not mutually exclusive but

with a co-occurring complementary relationship. Finally, we use a sigmoid operation (0 param-

eter) to normalise the full soft attention into the range between 0.5 and 1.

Remarks. Our model is similar to Residual Attention (RA) [28] and Squeeze-and-Excitation

(SE) [110] concepts but with a number of essential differences: (1) The RA requires to learn a

much more complex soft attention sub-network which is not only computationally expensive but

also less discriminative when the training data size is small typical in person re-id. (2) The SE

considers only the channel attention and implicitly assumes non-cluttered background, therefore

significantly restricting its suitability to re-id tasks under cluttered surveillance viewing con-

ditions. (3) Both RA and SE consider no hard regional attention modelling, hence lacking the

ability to discover the correlated complementary benefit between soft and hard attention learning.

(II) Hard Regional Attention. The hard attention learning aims to locate latent (weakly super-

vised) discriminative T regions (e.g. human body parts) in each input image at the l-th level. We

model this regional attention by learning a transformation matrix as:

AAAl =

sh 0 tx

0 sw ty

 (3.7)

which enables image cropping, translation, and isotropic scaling operations by varying two scale

factors (sh, sw) and the 2-D spatial position (tx, ty). We pre-define the region size by fixing sh and

sw for limiting the model complexity. Therefore, the effective modelling part of AAAl is only tx and

ty, with the output dimension as 2×T (T the region number).

To perform this learning, we introduce a simple 2-layers (2×T×c parameters) sub-network

(Fig. 3.2(d)). We exploit the first layer output (a c-D vector) of the channel attention (Eq. equa-

tion 3.5) as the first FC layer (2×T×c parameters) input for further reducing the parameter size

while sharing the available knowledge in spirit of multi-task learning [111]. The second layer

(0 parameter) performs a tanh scaling (the range of [−1,1]) to convert the region position pa-

rameters into the percentage so as to allow for positioning individual regions outside of the input

image boundary. This specially takes into account the cases that only partial person is detected

sometimes.

Note that, unlike the soft attention maps applied to the input feature representation XXX l , the

hard regional attention is enforced on that of the corresponding network block to generate T
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Figure 3.3: Schematic comparison between (a) Spatial Transformer Network (STN) [82] and (b)
HAN Hard Attention. Global feature and hard attention are jointly learned in a multi-task design.
“HHH”: Hard attention module; “FFFggg”: Global feature module; “FFF lll”: Local feature module.

different parts which are subsequently fed into the corresponding streams of the local branch

(see the dashed arrow on the top of Fig 3.1).

Remarks. The proposed hard attention modelling is conceptually similar to the Spatial Trans-

former Network (STN) [82] because both are designed to learn a transformation matrix for dis-

criminative region identification and alignment. However, they differ significantly in design: (1)

The STN attention is network-wise (one level of attention learning) whilst our HA is module-

wise (multiple levels of attention learning). The latter not only eases the attention modelling

complexity (divide-and-conquer design), but also provides additional attention refinement in a

sequential manner. (2) The STN utilises a separate large sub-network for attention modelling

whilst the HAN exploits a much smaller sub-network by sharing the majority model learning

with the target-task network using a multi-task learning design (Fig. 3.3), therefore superior

in both higher efficiency and lower overfitting risk. (3) The STN considers only hard attention

whilst HAN models both soft and hard attention in an end-to-end fashion so that additional com-

plementary benefits are exploited.

(III) Cross-Attention Interaction Learning. Given the joint learning of soft and hard attention

as above, we further consider a cross-attention interaction mechanism for enriching their joint

learning harmony by interacting the attended local and global features across branches. Specifi-

cally, at the l-th level, we utilise the global-branch feature XXX (l,k)
G of the k-th region to enrich the

corresponding local-branch feature XXX (l,k)
L by tensor addition as

X̃XX (l,k)
L = XXX (l,k)

L +XXX (l,k)
G (3.8)

where XXX (l,k)
G is computed by applying the hard regional attention of the (l+1)-th level’s HA

attention module (see the dashed arrow in Fig. 3.1). By doing so, we can simultaneously reduce
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the complexity of the local branch (fewer layers) since the learning capability of the global branch

can be partially shared. During model training by back-propagation, the global branch takes

gradients from both the global and local branches as

∆WWW (l)
G =

∂LG

∂XXX (l)
G

∂XXX (l)
G

∂WWW (l)
G

+
T

∑
k=1

∂LL

∂ X̃XX
(l,k)
L

∂ X̃XX
(l,k)
L

∂WWW (l)
G

(3.9)

So, the global LG and local LL loss quantities concurrently function in optimising the parameters

WWW (l)
G of the global branch. As such, the learning of the global branch is interacted with that of the

local branch at multiple levels, whilst both are subject to the same re-id optimisation constraint.

Remarks. By design, cross-attention interaction learning is subsequent to and complementary

with the harmonious attention joint reasoning above. Specifically, the latter learns soft and hard

attention from the same input feature representations to maximise their compatibility (joint atten-

tion generation), whilst the former optimises the correlated complementary information between

attention refined global and local features under the person re-id matching constraint (joint atten-

tion application). Hence, the composition of both forms a complete process of joint optimisation

of attention selection for person re-id.

Conceptually, our Harmonious Attention (HA) is a principled union of hard regional atten-

tion [82], soft spatial [28] and channel attention [110]. This simulates functionally the dorsal

and ventral attention mechanism of human brain [112] in the sense of modelling soft and hard

attention simultaneously. Soft attention learning aims at selecting fine-grained important pix-

els, whilst hard attention learning at searching coarse latent (weakly supervised) discriminative

regions. They are thus largely complementary with high compatibility to each other in functional-

ity. Intuitively, their combination and interaction can relieve the modelling burden of challenging

soft attention learning, resulting in more discriminative and efficient models.

3.2.3 HAN Model Instantiation

To instantiate HAN models, we build up on the state-fo-the-art computationally efficient depth-

wise separable conv units [113] in the main implementation1. In particular, we use 9 depthwise

separable conv units to build the global branch, and 3 for each local stream. We set T = 4 re-

gions for hard attention, e.g. a total of 4 local streams. We consider a 3-level attention hierarchy

design (Fig. 3.1). The global branch network ends with a global average pooling layer and a

1Besides, we also consider other building block designs to evaluate the generalisation of the proposed
method in our experiments (Table 3.7).
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Figure 3.4: Structure of (a) local block and (b) global block. Each block (c) consists of two
conv layers. Layer type is indicated by background colour: grey for normal conv, and green for
depthwise separable conv layers. The three items in the bracket of a conv layer are: filter number,
filter shape, and stride.

fully-connected (FC) feature layer with 512 outputs. For the local branch, we also use a 512-D

FC feature layer which fuses the global average pooling outputs of all local streams.

To provide diverse options in model efficiency, we explore three HAN models with different

inference computational costs. We realise this through varying the stride parameter s of the

building block units in the relatively heavier global branch (Fig. 3.4(b)). More specifically, the

computational cost (FLOPs) of a HAN model is largely determined by the size of input feature

maps per conv layer in each block unit. The stride parameter controls the shifting step size the

conv filters travel across the input feature maps, therefore the size of output feature maps and the

computational cost of subsequent conv layers. Given the context of hierarchical CNN structure,

larger stride values at earlier layer lead to smaller feature maps and lower FLOPs. In our designs,

we adopt two strides {1,2} and manage the overall computational complexity of HAN models

by positioning the larger stride “2” to different layers. That is, placing the stride “2” to earlier

layers yields HANs with higher computational costs, and vice verse. The configurations of the

three stride parameters in a global black are summarised in Table 3.1. We will evaluate all these

HAN models in our experiments.

3.2.4 Scalable Person Re-ID by HAN

Given a trained HAN model, we obtain a 1,024-D joint feature vector (deep feature represen-

tation) by concatenating the local (512-D) and the global (512-D) branch feature vectors. For
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Model s1 s2 s3 FLOPs
HAN(Small) 2 1 1 3.68×108

HAN(Medium) 1 2 1 5.33×108

HAN(Large) 1 1 2 7.01×108

Table 3.1: The stride configuration for the building block units in the global branch of three
varying-efficient HAN models.

person re-id, we deploy this 1,024-D deep feature representation using only a generic distance

metric without any camera-pair specific distance metric learning, e.g. the L2 distance.

Specifically, given a test probe image IIIp from one camera view and a set of test gallery images

{IIIg
i } from other non-overlapping camera views: (1) We first compute the corresponding 1,024-D

feature representation vectors by forward-feeding the images to a trained HAN model, denoted

as xxxp = [xxxp
g ;xxxp

l ] and {xxxg
i = [xxxg

g;xxxg
l ]}. (2) We then apply L2 normalisation on the global and local

features, respectively. (3) Lastly, we compute the cross-camera matching distances between xxxp

and xxxg
i by the L2 distance. We rank all gallery images in ascendant order by the L2 distances

against the probe image. The percentage of true matches of the probe person image in top ranks

indicate the goodness of the learned HAN deep features for person re-id matching.

3.3 Experiments

(a) CUHK03 (b) Market-1501 (c) DukeMTMC (d) MSMT17

Figure 3.5: Example cross-view matched person image pairs randomly selected from four person
re-id benchmark datasets.

Datasets and Evaluation Protocol. For evaluation, we selected four large-scale re-id bench-

mark datasets: Market-1501 [40], DukeMTMC [42], CUHK03 [41], and MSMT17 [39]. Figure

4.4 shows example person bounding box images. To make a fair comparison against existing

methods, we adopted the standard person re-id evaluation setting including the training and test-

ing ID split as summarised in Table 4.1. For DukeMTMC, we followed the person re-id eval-



54 Chapter 3. Scalable Attention Network Design

uation setup as [61]. These datasets present diverse re-id test scenarios with varying training

and testing scales under realistic viewing conditions exposed to large variations in human pose

and strong similarities among different people, therefore enabling extensive model evaluations in

both model learning and generalisation capabilities. We also considered the model performance

with re-ranking [114] as a post-processing. To measure re-id accuracy performance, we used

the cumulative matching characteristic (CMC) and mean Average Precision (mAP) metrics. For

model efficiency measure, we used the FLoating-point OPerations (FLOPs), i.e. the number of

multiply-adds, consumed in forwarding a person image through the testing network.

Dataset # ID # Train # Test # Image # Cam
CUHK03 1,467 767 700 28,192 2
Market-1501 1,501 751 750 32,668 6
DukeMTMC 1,404 702 702 36,411 8
MSMT17 4,101 1,041 3,060 126,441 15

Table 3.2: Data statistics of person re-id datasets.

Implementation Details. We implemented our HAN model in the Tensorflow framework [115].

All person images were resized to 160×64, unless stated otherwise. For all HAN models, we

set the width of building block units at the 1st/2nd/3rd levels as: d1=128, d2=256 and d3=384

(Fig. 3.1). In each stream, we fixed the size of three levels of hard attention as 24×28, 12×14

and 6×7. For model training, we used SGD algorithm at the initial learning rate 3×10−2 with

momentum of 0.9, learning rate decay of 0.1, and weight decay of 0.0005. We set the batch size

to 32 and the epoch number to 300 with learning rate decayed at epochs of 100, 200, and 250.

To enable efficient and scalable model training, we did not adopt any data argumentation meth-

ods (e.g. scaling, rotation, flipping, and colour distortion), neither ImageNet model pre-training.

Existing deep re-id methods typically benefit significantly from these operations, suffering much

higher computational cost, notoriously difficult and time-consuming model tuning, and the im-

plicit undesired dependence on the source data.

3.3.1 Further Analysis and Discussions

To provide more detailed examinations and insights, we conducted a sequence of component

analysis using HAN (Large) on Market-1501 and DukeMTMC in the Single-Query setting.

Joint Local and Global Features. We evaluated the effect of joint local and global features by

comparing their individual re-id performances against that of the joint feature. Table 3.3 shows
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Dataset Market-1501 DukeMTMC
Metric (%) R1 mAP R1 mAP
Global 88.9 72.2 77.9 59.8
Local 89.3 73.0 77.8 59.8
Global+Local 91.6 76.7 80.6 64.1

Table 3.3: Evaluating the global and local-level features.

that: (1) Either feature representation alone is already very discriminative for person re-id. (2)

A further performance gain is obtained by joining the two representations, yielding 2.7%(91.6-

88.9) in Rank-1 boost and 4.5%(76.7-72.2) in mAP increase on Market-1501. Similar trends

are observed on DukeMTMC (Table 3.9). These validate the complementary effect of jointly

learning local and global features in the harmonious attention context by our HAN model.

Dataset Market-1501 DukeMTMC
Metric (%) R1 mAP R1 mAP
No Attention 85.2 64.2 72.8 50.7
SSA 86.3 65.3 74.6 51.2
SCA 87.2 67.7 74.8 53.0
SSA+SCA 88.9 69.9 77.2 56.1
HRA 87.9 70.3 77.1 60.0
SSA+HRA 89.5 72.1 77.5 60.1
SCA+HRA 90.1 74.9 78.9 62.9
HAN(All) 91.6 76.7 80.6 64.1

Table 3.4: Comparative evaluation of individual types of attention in our HA model. SSA: Soft
Spatial Attention; SCA: Soft Channel Attention; HRA: Hard Regional Attention.

Different Types of Attention. We tested the effect of individual attention components in the

HAN model: Soft Spatial Attention (SSA), Soft Channel Attention (SCA), and Hard Regional

Attention (HRA). Table 3.4 shows that: (1) Each type of attention in isolation brings person re-id

performance gain; (2) SSA+SCA gives a further accuracy boost, suggesting the complementary

information between the two soft attention discovered by our model; (3) When combining the

hard and soft attention (SSA, SCA, or both), the model performance can be further improved.

This indicates that our method is effective in identifying and exploiting the complementary ben-

efits between coarse-grained hard attention and fine-grained soft attention.

Cross-Attention Interaction Learning. We evaluated the benefit of cross-attention interaction

learning (CAIL) between the global and local branches. Table 3.5 shows three observations:

(1) CAIL benefits clearly the learning of global feature, local feature and their combination.

(2) The local branch obtains substantially more performance gain, which is expected since its
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Dataset Market-1501 DukeMTMC
Metric (%) R1 mAP R1 mAP
Global (w/o CAIL) 84.1 64.0 73.2 53.3
Global (w/ CAIL) 88.9 72.2 77.9 59.8
Local (w/o CAIL) 17.1 7.6 24.3 14.3
Local (w/ CAIL) 89.3 73.0 77.8 59.8
Global+Local w/o CAIL 72.1 50.9 56.7 40.1
Global+Local (w/ CAIL) 91.6 76.7 80.6 64.1

Table 3.5: Evaluating the Cross-Attention Interaction Learning (CAIL) component.

design is of super-lightweight with insufficient learning capacity on its own; With CAIL, it also

simultaneously borrows the representation learning capacity from the global branch. This overall

design aims for minimising the model parameter redundancy. (3) Without CAIL, the combined

feature is even inferior to the global feature alone, due to the negative impact from the very weak

and incompatible local feature. This suggests that CAIL also plays a significant bridging role

between the two branches in our model formulation.

Figure 3.6: Evaluating a set of feature dimensions {128,256,320,448,512,640,720,832,928,1024}
w.r.t. the re-id performance on Market-1501 and DukeMTMC.

Objective Loss Function. We evaluated the choice of objective loss function in HAN. In

particular, we additionally tested the common triplet ranking loss. To more effectively and ef-

ficiently impose useful triplet constraints, we exploited the online triplet selection strategy in a

hard sample mining principle [116, 117].
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Dataset Market-1501 DukeMTMC
Metric (%) R1 mAP R1 mAP
Cross-Entropy 91.6 76.7 80.6 64.1
Triplet 63.7 41.7 57.8 37.6
Cross-Entropy + Triplet 91.5 76.3 79.9 61.5

Table 3.6: Evaluating different types of objective functions.

Dataset Market-1501 DukeMTMC
FLOPs

Metric (%) R1 mAP R1 mAP
Depthwise 91.6 76.7 80.6 64.1 7.01×108

Inception 91.2 75.7 80.5 63.8 1.09×109

Residual 91.0 75.0 78.5 62.1 1.34×109

Table 3.7: Evaluating different types of building blocks.

Specifically, for each mini-batch training we identify on-the-fly and use only those hard

triplets yielding positive loss values while throwing away the remaining ones that fulfil the triplet

constraints with zero loss values.

We have some interesting observations in Table 3.6: (1) Using the triplet loss alone in the

tiny HAN model gives significantly inferior re-id performance. The plausible reason is that such

pairwise comparison based objective has an unnoticed need for large (less efficient though more

expressive) neural network models. (2) Combining the triplet and cross-entropy loss functions

can only achieve similar results as using the latter alone. This suggests that the triplet ranking loss

is hardly able to provide complementary supervision information, due to the strong capability of

identifying re-id attention by the HAN. This favourably eliminates the need of detecting subtle

discrepancy between visually similar different persons through exhuastive (a quadratic number

of identity pairs) pairwise contrasts in the triplet loss. (3) With a strong attention model like

HAN, it is likely that the simpler cross-entropy loss suffices to induce a discriminative person

re-id model.

Network Building Blocks. We examined the generalisation capability of HAN in the incor-

poration of three state-of-the-art CNN building block designs: (1) Inception-A/B unit [47, 43],

(2) Residual bottleneck unit [3], and (3) Depthwise separable conv unit used in our main mod-

els [113]. Table 3.7 shows that HAN is able to effectively accommodate varying types of conv

building blocks. Among the three designs, it is interestingly found that the depthwise one is the

most cost-effective unit, yielding both the best accuracy and efficiency. This provides an unusual

example that the lightweight depthwise conv units are not necessarily inferior in recognition
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Figure 3.7: Visualisation of the harmonious re-id attention. From left to right, (a) the original
image, (b) the 1st-level of hard attention, (c) the 1st-level of soft attention, (d) the 2nd-level of
hard attention, (e) the 2nd-level of soft attention, (f) the 3rd-level of hard attention, (g) the 3rd-level
of soft attention.

performance, contrary to the existing finding in coarse-grained object detection and recognition

tasks [62].

Feature Dimension. In addition to feature extraction cost, feature dimension is another scala-

bility factor in the large scale re-id search process, regarding to data transportation, storage size,

and matching speed. We evaluated this factor by comparing our method with the golden stan-

dard model ResNet50, using a set of feature dimensions ranging from 128 to 1024. As shown in

Fig. 3.6, the HAN(large) model not only delivers consistent performance advantage over all the
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feature dimensions, but also enables the use of lower-dimensional feature vectors whilst simulta-

neously yielding a similar or even better re-id performance. This verifies the superior scalability

of our method in terms of memory usage and matching efficiency, therefore scalable to small

feature vectors for better data transportation and potential deployment in the cloud or at the edge.

The margin gets smaller on the more challenging DukeMTMC dataset when using very low fea-

ture dimensions (e.g. 128) due to too limited feature representation capacity to fully exploit the

learning capability of HAN.

Visualisation of Harmonious Attention. We visualised both learned soft attention and hard

attention discovered by the HAN re-id model at three different network levels. Figure 3.7 shows

that: (1) Hard attention localises four body parts well at all three levels, approximately corre-

sponding to head+shoulder (red), upper-body (blue), upper-leg (green) and lower-leg (violet).

(2) Soft attention focuses on the discriminative pixel-wise selections progressively in spatial lo-

calisation, e.g. attending hierarchically from the global whole body by the 1st-level spatial soft

attention (c) to local salient parts (e.g. object associations) by the 3rd-level spatial soft attention

(g). This shows compellingly the effectiveness and collaboration of soft and hard attention joint

learning.

3.3.2 Comparing State-of-the-Art Re-ID Methods

Evaluation on Market-1501. We evaluated the HAN models in comparison to recent state-of-

the-art methods on the Market-1501 dataset. Table 3.8 shows clear superiority and advantages

of the proposed HAN in model cost-effectiveness. Specifically, in the standard model training

setting, G-SCNN [104] is featured with the best FLOPs, but far inferior to many alternative

methods including all HAN models in terms of re-id performance. HAN(Small) is on par with the

recent art MLFN [126] in re-id matching accuracy whilst simultaneously achieving an efficiency

advantage of 7× cheaper inference.

With a re-ranking based post-processing, re-id models generally can further improve the

accuracy performance. Note, this benefit comes with a higher computational cost, e.g. multiple

times standard search expense. Interestingly, the fastest model HAN(Small) benefits the most,

achieving superior model efficiency and discrimination simultaneously against other existing

alternative methods.

As a training data augmentation strategy, random erasing is shown to be effective for improv-

ing re-id model generalisation. For example, the strong models GCS [102] and SGGNN [130]
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Query Type SQ MQ
FLOPs

Metric (%) R1 mAP R1 mAP
CRAFT [119] 68.7 42.3 77.0 50.3 N/A
CAN [120] 60.3 35.9 72.1 47.9 >1.55×1010

G-SCNN [104] 65.8 39.5 76.0 48.4 ≈1.11×108

HPN [83] 76.9 - - - ≈1.82×1010

SVDNet [121] 82.3 62.1 - - >3.80×109

MSCAN [74] 80.3 57.5 86.8 66.7 1.36×109

DLPA [75] 81.0 63.4 - - >7.29×108

PDC [76] 84.1 63.4 - - �9.82×109

GLAD [122] 89.9 73.9 - - �7.99×109

DPFL [50] 88.9 73.1 92.3 80.7 ≈1.2×1010

AACN [78] 85.9 66.9 89.8 75.1 >1.57×109

DML [123] 89.3 70.5 92.8 79.0 5.69×108

DaRe-D201[69] 86.0 69.9 - - >4.00×109

PT-D169 [124] 87.7 68.9 - - >3.00×109

AOS [125] 86.5 70.4 91.3 78.3 ≈3.80×109

BraidNet [103] 83.7 69.5 - - >2.26×109

MLFN [126] 90.0 74.3 92.3 82.4 ≈2.60×109

CamStyle [127] 88.1 68.7 - - ≈3.80×09

PSE [128] 87.7 69.0 - - >3.80×109

KPM [101] 90.1 75.3 - - >3.80×109

PoseNorm [80] 89.4 72.6 92.9 80.2 >3.80×109

HAP2S [129] 84.6 69.4 90.2 76.8 ≈3.80×109

HAN(Small) (Ours) 89.4 73.2 93.2 80.8 3.68×108

HAN(Medium) (Ours) 90.7 74.5 93.9 81.9 5.33×108

HAN(Large) (Ours) 91.6 76.7 94.2 83.4 7.01×108

AACNRR[78] 88.7 83.0 92.2 87.3 >1.57×109

DaRe-D201RR[69] 88.6 82.2 - - >4.00×109

MGCAMRR[52] 83.8 74.3 - - 3.76×108

AOSRR[125] 88.7 83.3 92.5 88.6 ≈3.80×109

PSERR† [128] 90.3 84.0 - - >3.80×109

HAN(Small)RR 91.2 85.5 93.7 90.1 3.68×108

HAN(Medium)RR 92.0 86.9 94.1 90.8 5.33×108

HAN(Large)RR 92.0 87.5 94.3 90.9 7.01×108

SGGNNRE [130] 92.3 82.8 - - >3.80×109

GCSRE [102] 93.5 81.6 - - >3.80×109

HAN(Small)RE 90.0 75.3 93.2 82.3 3.68×108

HAN(Medium)RE 90.9 77.9 93.7 84.0 5.33×108

HAN(Large)RE 91.1 78.1 94.1 84.7 7.01×108

RWRR†,RE [101] 92.7 82.5 - - >3.80×109

HAN(Small)RR,RE 92.3 87.5 93.8 91.0 3.68×108

HAN(Medium)RR,RE 92.9 88.8 94.5 92.0 5.33×108

HAN(Large)RR,RE 93.1 89.6 94.8 92.5 7.01×108

Table 3.8: Performance evaluation on Market-1501. “RR”: Using the re-ranking method in
[114]. “†”: Using a newly proposed re-ranking method. “RE”: Using random erasing data aug-
mentation [118]. D201: DenseNet201; D169: DenseNet169; R50: ResNet50. SQ: Single-Query;
MQ: Multi-Query.
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benefit significantly, achieving the best re-id matching rates. However, this model is also largely

expensive in the computational cost, e.g. more than 10× cost of HAN(Small).

When applying both random easing and re-ranking, a complementary benefit is likely to be

obtained. In this setting, our HAN(Small) suffices to outperform the competitor RW [101] in

both accuracy performance and inference cost. If more computational budge is allowed, we can

further improve the model performance by deploying HAN(Large).

Evaluation on DukeMTMC. We compared the HAN models with recent state-of-the-art re-

id methods on the DukeMTMC dataset. Compared to Market-1501, this benchmark provides a

similar training and testing data scale, but the person images have more variations in resolution

and background clutter. This is due to wider camera views and more complex scene layout,

therefore presenting a more challenging re-id task.

Table 3.9 shows that all HAN methods again present superior model cost-effectiveness as

compared to alternative state-of-the-art methods. Overall, we have similar comparative observa-

tions as on Market-1501. In the standard training setting, our HAN models are the most efficient

solutions whilst achieving top performances. With re-ranking, PSE [128] slightly outperforms

HAN models with up to 10× more expensive in the computational cost. Similar contrasts be-

tween HAN and the competitors are observed when using random erasing based data augmenta-

tion alone or along with re-ranking.

Evaluation on CUHK03. We evaluated the HAN models on both manually labelled and auto-

detected (more severe misalignment) person bounding boxes on the CUHK03 benchmark. We

adopted the 767/700 identity split rather than 1367/100 since the former defines a more realistic

and challenging re-id task. In the standard setting, the training set is rather small, with only

7,365 training images vs 12,936 and 16,522 on Market-1501 and DukeMTMC. This generally

imposes an extreme challenge to the training of deep models, particularly in case of using no

large auxiliary data (e.g. ImageNet) for model pre-training like our HAN models.

Table 3.10 shows that the HAN models still achieve competitive re-id matching accuracy,

although outperformed by two recent computationally expensive approaches MLFN [126] and

DaRe-R50 [69] which benefit substantially from ImageNet in model pre-training. Among all

competitors, our models are most efficient therefore more scalable to large scale re-id deploy-

ments in practical use. If more computational resource is available, re-ranking can be applied for

all methods to further improve the re-id performance.
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Metric (%) R1 mAP FLOPs
LSRO-R50 [61] 67.7 47.1 >3.80×109

SVDNet-R50 [121] 76.7 56.8 >3.80×109

DPFL [50] 79.2 60.6 ≈1.2×1010

AACN [78] 76.8 59.3 >1.57×109

PT-R50 [124] 78.5 56.9 >3.80×109

DaRe-R50 [69] 75.2 57.4 >3.80×109

BraidNet [103] 76.4 59.5 >2.26×109

MLFN [126] 81.0 62.8 ≈2.60×109

CamStyle [127] 75.3 53.5 ≈3.80×109

AOS [125] 79.2 62.1 ≈3.80×109

PSE [128] 79.8 62.0 >3.80×109

KPM [101] 80.3 63.2 >3.80×109

PoseNorm [80] 73.6 53.2 >3.80×109

HAP2S [129] 75.9 60.6 ≈3.80×109

HAN(Small) 78.9 61.9 3.68×108

HAN(Medium) 80.0 63.4 5.33×108

HAN(Large) 80.6 64.1 7.01×108

DaRe-R50RR[69] 80.4 74.5 >3.80×109

AOSRR [125] 84.1 78.2 ≈3.80×109

PSERR† [128] 85.2 79.8 >3.80×109

HAN(Small)RR 83.2 77.9 3.68×108

HAN(Medium)RR 84.0 78.8 5.33×108

HAN(Large)RR 84.0 79.5 7.01×108

SGGNNRE [130] 81.1 68.2 >3.80×109

GCSRE [102] 84.9 69.5 >3.80×109

HAN(Small)RE 79.4 64.0 3.68×108

HAN(Medium)RE 80.5 64.7 5.33×108

HAN(Large)RE 80.7 65.9 7.01×108

RWRR†,RE [101] 80.7 82.5 >3.80×109

HAN(Small)RR,RE 83.9 79.6 3.68×108

HAN(Medium)RR,RE 84.2 80.2 5.33×108

HAN(Large)RR,RE 84.6 81.3 7.01×108

Table 3.9: Performance evaluation on DukeMTMC. “RR”: Using the re-ranking method in [114].
“†”: Using a newly proposed re-ranking method. “RE”: Using random erasing data augmentation
[118]. R50: ResNet50; D201: DenseNet201.
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Metric (%)
Labelled Detected

FLOPs
R1 mAP R1 mAP

IDE-C [114] 15.6 14.9 15.1 14.2 7.25×108

XQDA-C [114] 21.9 20.0 21.1 19.0 7.25×108

IDE-R50 [114] 22.2 21.0 21.3 19.7 3.80×109

XQDA-R50[114] 32.0 29.6 31.1 28.2 3.80×109

SVDNet-C [121] - - 27.7 24.9 >7.25×108

SVDNet-R50 [121] - - 41.5 37.3 >3.80×109

DPFL [50] 43.0 40.5 40.7 37.0 ≈1.2×1010

PT-R50 [124] 45.1 42.0 41.6 38.7 >3.80×109

AOS [125] - - 47.1 43.3 ≈3.80×109

DaRe-R50 [69] 58.1 53.7 55.1 51.3 >3.80×109

MLFN [126] 54.7 49.2 52.8 47.8 >2.26×109

HAN(Small) 42.7 42.4 40.9 40.0 3.68×108

HAN(Medium) 42.0 42.3 42.8 42.0 5.33×108

HAN(Large) 46.5 46.1 47.5 45.5 7.01×108

AOSRR [125] - - 54.6 56.1 ≈3.80×109

MGCAMRR [52] 50.1 50.2 46.7 46.9 3.76×108

DaRe-R50RR[69] 66.0 66.7 62.8 63.6 >3.80×109

HAN(Small)RR 49.6 54.3 46.9 51.6 3.68×108

HAN(Medium)RR 50.1 55.2 49.7 54.0 5.33×108

HAN(Large)RR 53.6 58.7 54.9 57.9 7.01×108

Table 3.10: Performance evaluation on CUHK03. “RR”: Using the re-ranking method in [114].
C: CaffeNet; R50: ResNet50; D201: DenseNet201.

Metric (%) R1 mAP FLOPs
GoogLeNet[5] 47.6 23.0 1.57×109

PDC [76] 58.0 29.7 �9.82×109

GLAD [122] 61.4 34.0 �7.99×109

ResNet50 [3] 59.7 33.7 3.80×109

HAN(Small) 56.3 29.2 3.68×108

HAN(Medium) 57.1 30.3 5.33×108

HAN(Large) 60.1 32.6 7.01×108

ResNet50RR [3] 64.6 47.6 3.80×109

HAN(Small)RR 61.8 41.8 3.68×108

HAN(Medium)RR 63.8 42.9 5.33×108

HAN(Large)RR 66.2 46.2 7.01×108

Table 3.11: Performance evaluation on MSMT17. “RR”: Using the re-ranking method [114].

Evaluation on MSMT17. We evaluated the HAN models on the new large scale MSMT17

benchmark tested by only a few methods. Having more training data typically benefits larger

neural networks due to a reduced model fitting risk, and lightweight networks may be therefore

less competitive in accuracy due to relatively inferior representative capabilities. This facilitates

a more extensive test on both model learning capacity and generalisation of our lightweight HAN

against existing more elaborative and “heavier” deep re-id models, given the larger training and

testing sets in terms of the number of images, identities, and cameras. This test is not only
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Dataset Market-1501 (SQ) Market-1501 (MQ) DukeMTMC CUHK03 (L) CUHK03 (D) MSMT17
FLOPs

Metric (%) R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP
MobileNet 84.6 64.3 89.3 72.8 72.1 50.9 36.1 35.5 35.0 34.3 53.8 26.4 5.69×108

ShuffleNet 80.6 58.4 86.4 67.0 70.0 48.2 35.6 35.1 33.2 33.3 42.8 18.9 1.40×108

CondenseNet 83.5 62.8 88.2 70.8 72.6 51.3 33.4 33.5 32.1 31.8 54.2 26.5 2.74×108

HAN(Small) 89.4 73.2 93.2 80.8 78.9 61.9 42.7 42.4 40.9 40.0 56.3 29.2 3.68×108

HAN(Medium) 90.7 74.5 93.9 81.9 80.0 63.4 42.0 42.3 42.8 42.0 57.1 30.3 5.33×108

HAN(Large) 91.6 76.7 94.2 83.4 80.6 64.1 46.5 46.1 47.5 45.5 60.1 32.6 7.01×108

Table 3.12: Comparisons with efficient neural networks. SQ: Single-Query; MQ: Multi-Query;
L: Labelled: D: Detected.

complementary to the other re-id benchmark tests, but also a good evaluation on small networks

like HAN models in order to evaluate the models learning capacity when larger training and test

data are given whilst having less parameters.

Table 3.11 shows that the heavy model GLAD [122] achieves the best results in the stan-

dard setting, but only slightly outperforming the HAN models whilst at over 10× more com-

putational costs. Besides, HAN(Large) matches the accuracy performance of ResNet50 with

merely 18% inference cost. These suggest that the cost-effectiveness advantages of our HAN

models remain on larger scale re-id learning and deployments, and importantly the absolute per-

formances of HAN models are still competitive. The advantages of HAN are similar in case of

using re-ranking. This test broadly examines the ability of neural network models in compro-

mising between model complexity (learning capacity) and computational efficiency (processing

speed) often required in large scale re-id deployments.

3.3.3 Comparing State-of-the-Art Efficient Networks

We compared the proposed HAN models with three state-of-the-art compact neural network

models: MobileNet [62], ShuffleNet [63], and CondenseNet [64]. These competitors are general-

purpose lightweight neural networks therefore directly applicable for person re-id although not

evaluated in the original works.

Table 3.12 shows that our HAN models achieve the best performances at competitive infer-

ence computational costs. In particular, HAN(Small) significantly outperforms MobileNet whilst

enjoying more efficient inference. While the CondenseNet and ShuffleNet are more efficient than

HAN, their re-id matching performances are the worst. HAN(Large) further improves the model

generalisation capability by extra 3.33×108 (7.01-3.68) FLOPs per image. These indicate the

cost-effectiveness advantages of the proposed HAN models in person re-id over state-of-the-art

efficient network designs.
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3.4 Summary

In this chapter, we present a cost-effective Harmonious Attention Network (HAN) framework

for joint learning of person re-identification attention selection and feature representations. In

contrast to existing re-id deep learning methods that typically ignore the model efficiency is-

sue, the HAN model is designed to scale up large deployments whilst simultaneously achieving

top re-id matching performances. This is realised by designing a Harmonious Attention mecha-

nism enabling to establish lightweight CNN architectures with sufficient discrimination learning

capability. Moreover, we introduce a cross-attention interaction learning strategy to enhance

the joint optimisation of attention selection and re-id features. Extensive evaluations have been

conducted on four large re-id benchmarks with varying training and test scales to validate the

cost-effectiveness advantages of our HAN model over state-of-the-art re-id methods and scal-

able neural network designs. We also provide a series of detailed model component analysis and

insightful discussions on the HAN model cost-effectiveness superiority.
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Chapter 4

Scalable Distillation Network Design

4.1 Overview

In this chapter, we investigate the scalability problem for person search. We explore the po-

tential of knowledge distillation [94] by developing a Hierarchical Distillation Learning (HDL)

method. The core idea behind the HDL is to transfer the person search knowledge of a heavy

teacher model that can be optimised more discriminatively with stronger learning capability into

a lightweight student model with weaker learning capability. Whilst knowledge distillation has

been previously studied mostly in single label image classification [131, 94, 132, 133], it has not

been explored for the more complex person search problem with two different tasks involved.

To this end, we design a novel approach for distilling comprehensive knowledge in the teacher

network hierarchy including feature representation, attention, and prediction. To facilitate dis-

tillation, we further develop a strong joint learning teacher model for ensuring the knowledge

quality which is lacking in the literature, and a structurally consistent and computationally effi-

cient student model.

4.2 Hierarchical Distillation Learning

For model training, we often collect m training scene images I = {IIIi}m
i=1 captured from multiple

camera views. The annotation includes person bounding boxes Ybox and identity labels Yid =

{yi}n
i=1 on a total of nid training people, i.e. yi ∈ {1, · · · ,nid}. A single unconstrained scene

image may contain multiple (varying) person instances. The objective is to learn an efficient



68 Chapter 4. Scalable Distillation Network Design

𝑐"#

𝑐$#

𝑐"% 𝑐"&

𝑐$% 𝑐$&

𝑐"'

𝑐$'

Block T Block S PDN ROI 
Align 

AD PDARM ID 
Feature

ID 
Loss

Forward FD

Figure 4.1: Overview of the proposed Hierarchical Distillation Learning (HDL) approach. The
HDL process consists of two steps: (1) We first train the heavy teacher model (Sec 4.2.1). See
the details in Sec 4.2.1. (2) We then train the lightweight student model (Sec 4.2.2) by knowledge
distillation from the teacher model. In test, we deploy the efficient student model for scalable
person search. The symbols c j

T and c j
S ( j ∈ {0,1,2,3}) denote channel dimensions in the corre-

sponding j-th block of the teacher and student models. The first layers and standard detection loss
functions in both teacher and student models are omitted for simplicity. T: Teacher; S: Student;
PDN: Person Detection Network; ARM: Attention Residual Module; FD: Feature Distillation;
AD: Attention Distillation; PD: Prediction Distillation.

person search model for simultaneous person detection and re-id matching. To this end, we

formulate a Hierarchical Distillation Learning (HDL) approach featured with comprehensive

knowledge distillation and joint learning of person detection and person re-id (i.e. person search)

in unconstrained surveillance scene imagery data. An architectural overview of the proposed

HDL method is depicted in Figure 6.4. In design, the proposed HDL model takes the advantages

of knowledge distillation [94]. Specifically, HDL consists of three components: (1) A teacher

model with a large size and great learning capability, designed to realise a strong person search

network (Section 4.2.1). (2) A student model with a small size and inferior learning capability,

developed for superior inference efficiency in deployment (Section 4.2.2). (3) A hierarchical

distillation learning strategy, formulated for comprehensive knowledge transfer from the stronger

teacher model to the student model (Section 4.2.3). This addresses the hard-to-learn problem in

training the small student model. By deploying the student network as the final model in test

time, we are able to achieve both superior model generalisation capacity and model inference

speed, i.e. higher cost-effectiveness during deployment.

4.2.1 A Strong Joint Learning Teacher Model

By the means of knowledge distillation, the performance of the final (student) model relies heav-

ily on the strength of the teacher model. That is, weaker teacher, weaker student. It is therefore
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critical and necessary to formulate a strong teacher model. To ease the distillation of person

search knowledge, it is also desired that the teacher model can share a similar structure of the

student model functionally with the ability to jointly conduct both person detection and re-id

matching. This avoids distilling the knowledge from two separate teacher networks (one for per-

son detection, one for person re-id) to a single joint leaning student network, which is much more

difficult.

Nonetheless, the only existing joint learning teacher model, OIM [84], is significantly inferior

to the two-stage followup models [89, 90]. Therefore, using the OIM model as the teacher model

will lead to a similarly weak student model. To address this issue, we formulate a stronger yet

simpler joint learning teacher model.

Teacher Model Architecture. Our teacher model is based on the design idea of Faster R-CNN

[32] with person search specific modification. Specifically, it consists of three parts: (i) feature

subnet, (ii) person detection subnet, and (iii) person re-id subnet. For design flexibility, any

standard deep convolutional networks [134, 44] can be used as the stem network. In the follows,

we detail the three parts.

(I) Feature Subnet. To build the feature subnet, we use the lower part of the stem network

starting from the first layer to the intermediate layer with 1
r down-sampling ratio. This subnet

takes as input the scene image III ∈ RH×W×3 (H and W as image height and width), and outputs

the image-level features XXX f ∈ R
H
r ×

W
r ×c f (c f feature channels). The output features are for both

person detection and re-identification tasks simultaneously. This model structure sharing reduces

the overall computational costs with only a single unified forward pass needed.

(II) Person Detection Subnet. We subsequently build a person detection subnet (e.g. region

proposal net) on top of the output features for detecting candidates in a given scene image. The

details are as follows. With a 512×3×3 conv layer, we first make the features discriminating for

person appearance. The followed is the anchor layer for per-feature-location person detection.

To make it more effective for person class specifically rather than generic object classes, we use

eleven different anchor-box scales and only one aspect ratio ( h
w = 2.44) as [33]. Finally, we

remove the redundant detections by applying a Non-Maximum Suppression process. In training,

the person detection is optimised jointly by a softmax cross-entropy classification loss and a

spatial location regression loss.

(III) Person Re-Id Subnet. We utilise the rest layers of the stem network to build person re-id
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subnet. It is based on the outputs of both feature and detection subnets. Specifically, we first

use RoIAlign [135] at a spatial scale of 7× 7 to crop the detection regions from the output of

the feature subnet. This yields the detection-level features XXX p ∈ R7×7×c f . XXX p is first processed

by batch normalisation, then used as the input of the person re-id subnet to produce the identity

discriminative features XXX
′
p ∈R3×3×cp , where cp is the feature dimensions of the last layer in the

stem network. To obtain the re-id feature xxxp ∈Rcp , we globally pool XXX
′
p followed by batch nor-

malisation. In training, we introduce a softmax cross-entropy identity classification loss function

for re-id discriminative learning defined as:

LID =− 1
Np

Np

∑
i=1

log(p̄ppi), (4.1)

where Np specifies the number of persons detected in the current mini-batch training data. p̄ppi is

the posterior probability of the i-th training person instance on the ground-truth identity class.

Specifically, it is written as:

p̄ppi =
exp(pppi)

∑i∈Yid
exp(pppi)

, (4.2)

where pppi is the identity class logits predicted by the identity classification layer.

In person search on unconstrained scene images, person detection is often imperfect with

inevitable false alarms and misalignment [84]. To mitigate this issue, we further impose a detec-

tion refinement loss same as the person detection subnet, in conjugate with the above re-id loss

function. This refines the person localisation and suppresses the wrong detections.

Remarks. In this study, we aim for a simple but powerful teacher model. This is in contrast to

most existing models that often become more complex making the model analysis and compar-

ison increasingly difficult. For instance, comparison between different models is mostly at the

system level therefore less informative. By this simple teacher model we attempt to discourage

this trend and answer a question that how well a simple person search method can perform in a

proper design, which is unfortunately lacking in the literature. Interestingly, the proposed teacher

model is surprisingly effective although being simple. In comparison, our method has a couple

of significant merits: (1) More training friendly; (2) Potentially inspire new research ideas for

developing novel joint learning person search models.
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4.2.2 An Efficient Joint Learning Student Model

One major weakness of using the standard CNN architecture in the teacher model (e.g. ResNet-

50) is the high cost of model inference cost. Whilst facilitating to learn the discriminating feature

representations, this is not desirable for large scale deployments. There is hence a need for

developing a computationally more efficient student model.

To that end, we design a lightweight building block based on depth-wise separable convo-

lutions, inspired by efficient CNN models such as MobileNets [62, 136]. The details of the

student’s building block are shown in Fig 4.2. To build the entire student network, we just simply

replace all levels of blocks of the teacher network by the proposed efficient blocks. This means

that the student model adopts the teacher’s overall structure.

Remarks. An important advantage of such a design is that, the teacher and student models

are structurally consistent. This brings significant convenience for knowledge distillation, as

described in the follows.

{𝑐, 3 x 3, 𝑠#}

{𝑐, 3 x 3, 𝑠 }

{𝑐, 1 x 1, 1}

BN
ReLU

BN
ReLU

(a) (b)

{𝑐, 3 x 3, 𝑠$}

{𝑐, 3 x 3, 𝑠%}

Figure 4.2: (a) A student’s building block contains three modules. Each module (b) in such a
block consists of two conv layers. Layer type is indicated by background colour: grey for normal
conv, and orange for depthwise separable conv layers. The three items in the bracket of a conv
layer are: filter number, filter shape, and stride. BN: Batch Normalisation. ReLU: Rectified
Linear Unit.

4.2.3 Hierarchical Distillation Learning

Smaller networks are typically inferior for discriminating training. To facilitate the learning of

our student model, we propose a hierarchical distillation learning (HDL) strategy that can transfer
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Figure 4.3: Attention residual module in knowledge distillation.

comprehensively the teacher’s knowledge for helping the student’s training.

Specifically, our HDL method considers three levels of knowledge during distillation: fea-

ture, attention, and prediction. For enabling attention distillation, we need an attention learning

mechanism for both the teacher and student models. In order to learn and transfer richer attention

knowledge distributed across different layers, we consider a module-wise attention design. That

is, multiple selected building blocks can be attended in a pyramid structure (Fig 6.4). As a side

benefit, this may also assist the feature representation learning of both models concurrently.

Attention Residual Module. Formally, the input to an attention module is a 3-D tensor XXX j ∈

Rh×w×c where h, w, and c denote the height, width, and channel dimensions, respectively; And

j indicates the block level of this module in the entire network. The essence of attention learning

is to estimate a salience weight map AAA j ∈ Rh×w×c of the same size as XXX j. In this chapter, we

adopt the Attention Residual Module (ARM) design [28] due to its superior learning capability.

It is formulated (see Fig 4.3) as:

HHH j = (1+AAA j)∗XXX j, (4.3)

where HHH j∈Rh×w×c and XXX j∈Rh×w×c represent the modulated and original features, respectively.

To further improve cost-effectiveness, we separate the spatial and channel attention learning as

[137, 138].

(I) Feature Distillation. Feature distillation [96] encourages the student to imitate the teacher’s

representation knowledge. Formally, we denote XXX j
S/T as the feature maps at the j-th block level

of the teacher (XXX j
T ) or student (XXX j

S) network. For efficiency gain, the student network often has
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fewer feature channels. As a result, XXX j
S and XXX j

T are not aligned in channel dimension, which dis-

ables channel-to-channel distillation. To address this issue, we consider a 2-D spatial collective

distillation scheme by discarding the channel dimension. Specifically, we first accumulate the

feature tensor along the channel dimension as:

f (XXX j
S/T ) = ∑

i
|XXX j

S/T (·, ·, i)|
2, (4.4)

where XXX j
S/T (·, ·, i) is the i-th feature channel of XXX j

S/T . We then obtain feature vectors by vectori-

sation:

xxx j
S/T = vec( f (XXX j

S/T ))

We finally design the feature distillation loss as:

LFD(ΘS) =
1
2 ∑

j∈J
‖

xxx j
S

‖xxx j
S‖2
− xxx j

T

‖xxx j
T‖2
‖2 (4.5)

where ΘS denotes the parameters of the student model, and J the set of all block levels involved.

(II) Attention Distillation. Attention distillation [96] aims for salience knowledge transfer.

Specifically, we have the 3-D attention maps AAA j
S and AAA j

T from the student and teacher models

at the j-th level. Similar to feature distillation, we first perform a channel-dimensional accumu-

lation and vectorisation by computing aaa j
S/T = vec( f (AAA j

S/T )), then formulate the attention distil-

lation loss as:

LAD(ΘS) =
1
2 ∑

j∈J
‖

aaa j
S

‖aaa j
S‖2
− aaa j

T

‖aaa j
T‖2
‖2, (4.6)

This essentially constrains the student model to mimic the attending behaviour optimised by the

teacher model.

(III) Prediction Distillation. By prediction distillation [94], the student model attempts to sim-

ulate the high-level classification actions of the teacher model. Since the class space is the same

for both models, their predictions are structurally consistent therefore allowing element-wise

alignment. Formally, we design the prediction distillation loss as:

LPD(ΘS) = t2
∑

i∈Yid

p̃ppi
S log

p̃ppi
S

p̃ppi
T

(4.7)

which minimises the Kullback-Leibler divergence between the softened per-identity predictions

p̃ppi
S (by student) and p̃ppi

T (by teacher). The temperature parameter t controls the softening degree
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as:

p̃ppi
S/T =

exp(pppi
S/T/t)

∑i∈Yid
exp(pppi

S/T/t)
(4.8)

where pppi
S/T is the identity class logits predicted by the student or teacher model. As the gradi-

ent magnitudes produced by the soft targets p̃ppi
S/T are scaled by 1

t2 , we multiply this loss term

by a factor t2. This is to ensure that the relative contributions of the ground-truth and teacher

probability distributions remain approximately unchanged.

Remarks. The proposed HDL method is based on existing distillation techniques that have been

explored in varying context and problems [94, 96, 133, 132]. However, they are rarely jointly

modelled in a unified model. Therefore, their complementary effects remain largely unknown.

Moreover, the efficiency issue in person search is under-studied significantly, let alone exploit-

ing the knowledge distillation notion. One main reason is that existing joint learning person

search models [84] are dramatically inferior, therefore lacking a strong teacher model to enable

the knowledge distillation. We overcome this obstacle to person search and further explore the

potential of three fundamental distillation algorithms jointly for addressing the ignored and real-

istically significant scalability issue.

4.2.4 Model Training

As the conventional knowledge distillation, we start with training the teacher model, followed by

student training using the proposed HDL algorithm.

Teacher Model. By joint learning person search, the loss function for the teacher network ΘT is

formulated as:

L(ΘT ) = LID(ΘT )+LDET (ΘT ), (4.9)

where LID() is the cross-entropy loss for person identity classification, and LDET () the person

detection loss including box regression and binary-class classification.

Student Model. To train the student model, we also exploit the HDL loss functions in addition

to the joint learning person search loss that same as Eq equation 4.9. This aims to transfer the

already-trained teacher’s knowledge. Formally, the loss function of the student model ΘS is
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designed as:

L(ΘS) =(1−λ0)∗LID(ΘS)+λ0 ∗LPD(ΘS)+

λ1 ∗LAD(ΘS)+λ2 ∗LFD(ΘS)+

LDET (ΘS),

(4.10)

where λ0/1/2 are three loss weighing hyper-parameters, estimated by cross-validation.

4.2.5 Network Architecture Details

In this section , we provide the details of HDL network architecture.

Teacher Model. We adopt a ResNet50 [3] as the stem network for the teacher model. It consists

of four blocks (named conv2 x to conv5 x) each containing 3, 4, 6, 3 residual units. In particular,

we choose the first layer (conv1 x, i.e. 64× 7× 7 conv layer) to the third block (conv4 x) as

feature sub-network, and conv5 x as person re-id sub-network. The person detection sub-network

is built on conv4 x. The channel dimensions for the four blocks (Fig 6.4) are c0
T = 256, c1

T = 512,

c2
T = 1,024, and c3

T = 2,048, respectively.

Student Model. For the student model, we use a 32×3×3 conv layer with stride 2 as the input

layer. To achieve a good balance between efficiency and accuracy, we construct the correspond-

ing four blocks by setting c0
S = 128, c1

S = 256, c2
S = 384, and c3

S = 512. In each building block

(Figure 4.2), we set the strides as s1 = s2 = 1 and s3 = 2.

Attention Module. For both teacher and student models, we introduce a ARM unit at the end of

each block (Fig 6.4). This forms an attention pyramid for richer salience learning.

4.3 Experiments

(a) (b) (c)

Figure 4.4: Example query and unconstrained scene images from (a) CUHK-SYSU [84], (b)
PRW [85], and (c) DukeMTMC-PS [42].

Datasets. To evaluate the proposed HDL model, we used three person search benchmarks:

CUHK-SYSU [84], PRW [85], and DukeMTMC-PS which is newly introduced based on the
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Dataset IDs Images
ID Split Image Split

Train Test Train Test
CUHK-SYSU 8,432 18,184 5,532 2,900 11,206 6,978

PRW 932 11,816 482 450 5,704 6,112
DukeMTMC-PS 1,404 35,543 702 702 16,362 17,350

Table 4.1: Data statistics of person search datasets.

DukeMTMC tracking dataset [42]. Example images are shown in Fig 4.4. We adopted the stan-

dard evaluation setting of CUHK-SYSU and PRW (Table 4.1). We re-purposed the DukeMTMC

data into a person search benchmark DukeMTMC-PS. The train/test ID split follows the person

re-id counterpart [61]. This dataset provides much more training and test scene images than

CUHK-SYSU and PRW, representing a more realistic and more challenging person search sce-

nario. We will publicly release the DukeMTMC-PS dataset.

Performance Metrics. For person detection, a bounding box was considered as correct if the

overlap with the ground truth is over 50% [84, 85]. For person re-id, we used the Cumulative

Matching Characteristic (CMC) and mean Average Precision (mAP). To evaluate the model in-

ference efficiency, we adopted the common measurement of floating point operations (FLOPs)

consumed by processing one typical scene image and one person bounding box.

Competitors. For model performance comparisons, we considered six state-of-the-art deep

learning person search methods, including four joint learning model (OIM [84], RCAA [86],

IAN [87], NPSM [88]) and two independent learning models (MGTS [90], CLSA [89]). We did

not include other significantly inferior hand-crafted feature based alternative approaches in terms

of both model performance and inference efficiency.

Implementation Details. We conducted the experiments in the PyTorch framework. For model

training, we adopted the SGD algorithm with the momentum set to 0.9, the weight decay to

0.0005. We set batch size to 8 for CUHK-SYSU with input size of 800×800 and 4 for PRW and

DukeMTMC-PS with input size of 1920× 1080. Mean value padding was used for organising

images into batches. For teacher model training, we set the epoch number to 60 and initialised

the learning rate at 0.005, with a decay factor of 10 at 50-th epoch. For student model training,

we set the epoch number to 150 and initialised the learning rate at 0.005, with a decay factor of

5 every 50 epochs. We set the weights λ0 = 0.9, λ1 = 2×104, λ2 = 2×103 (Eq equation 4.10),

and the temperature t = 4 (Eq equation 4.8) by cross-validation for all the experiments. The L2

normalisation was applied before computing the pairwise cosine similarity for re-id matching.
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4.3.1 Further Analysis and Discussions

Attention Learning. We evaluated the benefits of our attention learning design. It is evident

from Table 4.2 that, both the teacher and student models benefit significantly. In particular, our

attention learning not only improves the quality of teacher’s knowledge, but also facilitates the

knowledge transfer process given that the student acquires more gains in most cases. This verifies

our design consideration of integrating attention with feature and prediction in HDL.

Dataset CUHK PRW Duke
Metric (%) Rank-1 mAP Rank-1 mAP Rank-1 mAP
T(w/o A) 68.5 63.8 62.1 26.3 69.9 44.3
T(w/ A) 73.2 69.7 69.2 33.6 74.3 50.0

Gain +4.7 +5.9 +7.1 +7.3 +4.4 +5.7
S(w/o A) 42.6 38.6 50.6 16.8 56.5 26.2
S(w/ A) 49.5 45.1 59.1 22.8 61.4 33.4

Gain +6.9 +6.5 +8.5 +6.0 +4.9 +7.2

Table 4.2: Evaluating attention (A) learning. T: Teacher; S: Student. Setting: The gallery size
for CUHK-SYSU is 6,978.

Knowledge Distillation. We examined the effect of different distillation and their combinations

on CUHK-SYSU. Table 4.3 reveals a couple of observations: (1) Each distillation alone brings

about model improvements, with prediction distillation contributing the most. This is because as

the model output the prediction encodes the most discriminative abstraction information. (2) As

the low-level knowledge, transferring attention and feature further enhances model learning on

top of high-level prediction distillation. This verifies the complementary benefits of exploiting

different model knowledge in HDL design.

Distillation CUHK-SYSU
FD AD PD Rank-1 mAP

1 - - - 49.5 45.1
2 X - - 58.1 54.1
3 - X - 52.0 47.8
4 - - X 65.8 62.6
5 X X - 59.4 55.8
6 X - X 66.4 63.0
7 - X X 68.2 65.4
8 X X X 70.0 66.4

Table 4.3: Evaluating different distillation. T: Teacher; S: Student. FD: Feature Distillation; AD:
Attention Distillation; PD: Prediction Distillation. Setting: The gallery size for CUHK-SYSU is
6,978.
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4.3.2 Comparisons to State-of-the-Art Methods

Evaluation on CUHK-SYSU. We reported the person search performance on CUHK-SYSU

with the standard gallery size of 100 scene images in Table 4.5. We made the following observa-

tions: (1) Our teacher model HDL(T) achieves the second best rank-1 rate and mAP among all

competitors. In particular, the margin of HDL(T) over all existing joint learning competitors are

consistently significant. This suggests that the joint learning strategy is not necessarily inferior

to independent learning, even without adopting sophisticated techniques like attention inference

[88] and reinforcement learning [86]. (2) By the proposed distillation method, our student model

HDL(S) can achieve very competitive performance, e.g. matching the state-of-the-art CGPS [92]

and surpassing all other existing joint learning methods and one independent learning model

MGTS [90]. This indicates the efficacy of the proposed distilling method in transferring the

teacher’s knowledge. (3) The proposed HDL(S) reaches the best model inference efficiency, i.e.

the superior cost-effectiveness benefits over all the alternative solutions. Note, we do not evaluate

the model inference cost for NPSM [88], RCAA [86] and QEEPS [91] due to their query-specific

search design, a less scalable strategy than query-independent search by all the other methods. (4)

HDL(S) is over one order of magnitude more efficient than all existing methods, which facilitates

large scale and cost-effective deployments.

Type Metric (%) Rank-1 mAP Cost (scene/person)

IL
MGTS [90] 83.7 83.0 >1725.6G/52.8G
CLSA [89] 88.5 87.2 >410.7G/26.4G

JL

OIM [84] 78.7 75.5 410.7G/2.0G
IAN(R101) [87] 80.5 77.2 1146.2G/2.0G

NPSM [88] 81.2 77.9 -
RCAA [86] 81.3 79.3 -
QEEPS [91] 84.4 84.4 -
CGPS [92] 86.5 84.1 410.7G/2.0G
HDL(T) 87.3 86.0 427.5G/2.1G
HDL(S) 86.2 84.6 37.5G/76.4M

Table 4.4: Performance evaluation on CUHK-SYSU. The gallery size is 100. IL: Independent
Learning; JL: Joint Learning; T: Teacher; S: Student; R101: ResNet-101; G: GFLOPs (1×109);
M: MFLOPs (1×106).

We further tested the model performance with the full gallery size at 6,978. This allows

to evaluate larger scale search performance. Following the previous works, we compared the

mAP results. Figure 4.5 shows similar observations as in Table 4.5, suggesting that the model

performance advantages of HDL generalise to large scale search.
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Figure 4.5: Test mAP of varying gallery sizes on CUHK-SYSU.

Evaluation on PRW. We compared the model performance on the PRW benchmark. Overall,

we obtained similar comparison observations that our teacher model HDL(T) achieves the second

best performance in both rank-1 and mAP rates. HDL(S) similarly approaches the accuracy levels

of HDL(T) whilst significantly outperforming all existing joint learning competitors in addition

to a great model efficiency advantage. This consistently indicates the cost-effectiveness and

scalability superiority of our model over the existing person search methods in a more challenging

application scenario.

Type Metric (%) Rank-1 mAP Cost (scene/person)

IL
MGTS [90] 72.1 32.6 >1725.6G/52.8G
CLSA [89] 65.0 38.7 >1330.7G/26.4G

JL

OIM [84] 49.9 21.3 1330.7G/2.0G
IAN(R101) [87] 61.9 23.0 3713.7G/2.0G

NPSM [88] 53.1 24.2 -
HDL(T) 69.2 33.6 1381.6G/2.1G
HDL(S) 64.4 28.2 121.4G/76.4M

Table 4.5: Performance evaluation on PRW. IL: Independent Learning; JL: Joint Learning; T:
Teacher; S: Student; R101: ResNet-101; G: GFLOPs (1×109); M: MFLOPs (1×106).

Evaluation on DukeMTMC-PS. We further evaluated the performance of our HDL model on

the newly introduced DukeMTMC-PS benchmark. Compared to CUHK-SYSU and PRW, test

scene images from this benchmark are more than two times larger, therefore presenting a more

challenging person search task. We compared with the only scalable joint learning competitor

OIM and an independent learning baseline using Faster R-CNN+ResNet-50. The results in Ta-
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ble 4.6 show the consistent performance and efficiency superiority of HDL and the knowledge

distillation efficacy from the stronger teacher model to the lightweight student model. Encour-

agingly, HDL(S) even surpasses the independent learning model, Faster R-CNN+ResNet50, by

2.9% (71.8-68.9) in Rank-1 and 2.8% (45.5-42.7) in mAP, in addition to more than one order of

magnitude inference efficiency advantage.

Type Metric (%) Rank-1 mAP Cost (scene/person)
IL FRCNN+R50 68.9 42.7 >1330.7/26.4G

JL
OIM [84] 50.5 34.5 1330.7G/2.0G
HDL(T) 74.3 50.0 1381.6G/2.1G
HDL(S) 71.8 45.5 121.4G/76.4M

Table 4.6: Performance evaluation on DukeMTMC-PS. IL: Independent Learning; JL: Joint
Learning; T: Teacher; S: Student; FRCNN+R50: Faster R-CNN + ResNet-50; G: GFLOPs (1×
109); M: MFLOPs (1×106).

4.4 Summary

In this chapter, we present a novel Hierarchical Distillation Learning (HDL) method for per-

son search in unconstrained surveillance scene images. This method is designed particularly for

addressing the largely ignored scalability problem in person search. It is in contrast to existing

alternative methods that typically focus on model performance improvement alone. Specifically,

we formulate a comprehensive knowledge distillation method for transferring feature represen-

tation, attention map, and class prediction from a strong and heavy teacher model to a weak and

lightweight student model. This addresses the hard-to-optimise challenge for small models. We

also contribute a simple and powerful joint learning teacher model, potentially motivating the

further development of new models of its kind. Extensive comparative evaluations have been

conducted on three large person search benchmarks. The results validate the scalability advan-

tages of our HDL model over a variety of state-of-the-art person search methods. We provide

in-depth component analysis to give the insights on model performance gain and design rationale.
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Chapter 5

Scalable Neural Architecture Search

5.1 Overview

In this chapter, we consider that the common limitation in Neural Architecture Search (NAS) is

the weak capability of modelling the topological knowledge of the network architecture when

constructing the continuous search space. As an intrinsic property of neural network in specific

and directed acyclic graph (DAG) in general, topology plays a fundamentally crucial role in

the process of NAS (Figure 5.1). To solve this limitation, we propose the notion of Neural

Graph Embedding (NGE) for neural architecture search. In particular, NGE elegantly enables

integrating the Graph Convolutional Network (GCN) [139] with existing solutions, including the

efficient gradient-based paradigm (Figure 5.1), therefore allowing for modelling the topology of

the network architecture by recursive message propagation among nodes in a cell. Importantly,

through dedicated neural graph embedding we obtain a continuous search space in a principled

manner. This not only facilitates the NAS design, but also enjoys favourable search efficiency

even compared with existing fast GD-based NAS methods like DARTS [14] and NAO [24].

5.2 NAS as Optimisation

Following DARTS [14], the search problem can be efficiently formulated in a gradient differen-

tiable manner by relaxing the search space to be continuous.

Continuous Relaxation. For a connection from the i-th node to the k-th node in a cell with

the architecture parameters aaa(i,k), a softmax over all possible operations is applied to obtain the
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Figure 5.1: The concept of neural graph architecture search. We represent the cell of a network
architecture with directed acyclic graph (DAG), which enables the search space to be represented
in a continuous space, and facilitates the adoption of gradient descent based optimisation.

categorical choice of a particular operation:

o(i,k)(F i) = ∑
o∈O

exp
(

a(i,k)o

)
∑o′∈O exp

(
a(i,k)o′

)o(F i). (5.1)

Optimisation. Within a continuous search space, a common search process for neural architec-

ture is generally composed of two separate optimisation procedures. Given the network parame-

ter space W and the architecture space A, the first procedure (Eq. (6.11)) discovers the optimal

parameters www∗ ∈W for a given architecture aaa ∈ A w.r.t a training objective function Ltrain:

www∗(aaa) = argmin
www
Ltrain(www,aaa). (5.2)

The second procedure (Eq. (6.12)) then explores the optimal architecture aaa∗ over the architecture

space A w.r.t a validation objective function Lval:

aaa∗ = argmin
aaa
Lval(www∗(aaa),aaa). (5.3)

Once this alternated optimisation is done, an amenable cell architecture is deviated by retaining

the top-k strongest incoming operations from all the previous nodes.

5.3 Methodology

We aim to make full use of the intrinsic topology information of neural networks for facilitat-

ing the optimisation of NAS. To this end, we propose the notion of Neural Graph Embedding

(NGE). The idea is that, we represent the cell and block structures with a neural graph, and
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leverage Graph Convolutional Networks (GCN) [139] to form the relational embeddings of this

neural graph. Not only does our method capture the underlying topology information of network

architecture comprehensively, but it also creates a means of representing the discrete operator

selection by continuous feature vectors that substantially facilitate the optimisation of operator

association. An overview of the proposed NGE model is depicted in Fig. 6.4.

In the followings, we first describe how to build a search space as a graph. We then provide

the detail of GCN in the context of neural architecture graph. Finally, we delve into the details

of how we integrate NGE into the task of NAS.

concat

x

Input Node

Inner Node

Node 
Embedding

64 Edge 
Embedding

64

Operation Probability
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Node 
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𝑓 𝑨#𝑯 % 𝑾 %

. . . . . .

3 layers

𝑓 𝑨#𝑯 %'( 𝑾 %'(

. . . . . .

128

Node 
Embedding(Input) (Hidden) (Output)

Figure 5.2: An overview of the proposed Neural Graph Embedding (NGE) for NAS. Each node
denotes a computational transformation in a cell, initialised as a one-hot vector sequentially. We
use a 3-layers GCN to perform the propagation of node-to-node interaction information. Each
edge represents a connection between two nodes. We represent it by mapping the concatenation
of the embeddings of the two nodes with a multilayer perceptron (MLP). It is this edge repre-
sentation that significantly facilitates the optimisation of operation selection, e.g. learning an
operation class classifier end-to-end.

5.3.1 A Neural Graph

Rather than searching over a search space A directly, we transform the architecture search space

in the form of a graph. This forms a neural graph, leading to two advantages: (1) It explic-

itly encodes the high-order relationships between different nodes in a cell; (2) It also implicitly

regulates the relationships between nodes and operations.

Search Space as Neural Graph. As discussed above, given the factorised search space, all

we need for NAS is to search an appropriate design of blocks in a cell. Intrinsically, a cell

with N ordered nodes can be defined as a directed acyclic graph (DAG) G = (V,E), where each

node v∈V has an associated embedding vector xxxv ∈X (Note that the output node is excluded

for consideration as its incoming connections are fixed); And the edge eu→v =(u,v)∈E is the

connection between node u and node v, representing the information flow u→ v. Besides, a

specific operation ou,v from the candidate set O is applied to the edge eu→v. Forming this neural

graph search space G, next we aim to learn continuous embeddings (representations) for the

nodes and the edges of G.
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Node Embedding. We learn the node embedding by designing a Graph Convolutional Network

(GCN). This allows naturally modelling the topological relationships between nodes. Specifi-

cally, the input to each node v is an initial embedding vector xxxv, initialised as a specific one-hot

vector different for each node and updated simultaneously during learning. We summarise the

inputs of all the nodes as a matrix XXX =
[
xxx1, · · · ,xxx|V|

]
∈R|V|×D, where D denotes the dimension of

the input embedding. The GCN outputs a node-level representation ZZZ =
[
zzz1, · · · ,zzz|V|

]
∈ R|V|×F ,

where F denotes the dimension of the output embedding.

Formally, the node embedding learning is formulated as:

ZZZ = GCN(XXX ;Θn), (5.4)

where Θn is the parameter for the GCN model. More specifically, considering |V| ordered nodes,

the structure of graph search space is represented as a normalised adjacency matrix AAA ∈ R|V|×|V|

as the follows:

Ai, j =


1

i+1 if i < j & i > 1,

0 otherwise.
(5.5)

To incorporate self-reinforcement, we further form an augmented version ÂAA by:

ÂAA = AAA+ III, (5.6)

where III ∈R|V|×|V| is the identity matrix. Let f (·) denotes the ReLU activation function, we then

formulate the per-layer learning module as:

HHH(l+1) = f (ÂAAHHH(l)WWW (l)), (5.7)

where WWW (l)∈Θn is the l-th layer’s parameter, and L the total layer number. In particular, HHH(0)=XXX

and HHH(L)=ZZZ. With this formulation, the topological knowledge between different nodes can be

continuously propagated in a stack of feed-forward operations sequentially, enabling to reveal

high-order relationships across the whole neural graph.

Edge Embedding. We learn the edge embedding based on the embeddings of the two asso-

ciated nodes. Specifically, for an edge between the i-th and j-th nodes, we first concatenate

their embeddings zzzi and zzz j to merge their information. Then, we deploy an efficient MLP with
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Algorithm 1: Neural Graph Embedding (NGE) for NAS
Input: Training set: Xtrain; validation set: Xval .
Output: Network architecture aaa∗

www, XXX , Θn, Θe, Θo← random initialisation1

for Num. of max epochs. do2

ZZZ← obtain by Eq. (5.4);3

EEE ← obtain by Eq. (5.8);4

PPP← obtain by Eq. (5.9);5

for samples in Xtrain do6

Update weights www by descending∇wwwLtrain(www,PPP);7

for samples in Xval do8

ZZZ ← obtain by Eq. (5.4);9

EEE ← obtain by Eq. (5.8);10

PPP← obtain by Eq. (5.9);11

Update XXX , Θn, Θe, Θo by descending∇Lval(www,PPP);12

Derive the final architecture aaa∗ based on the learned PPP.13

two fully-connected (FC) layers and ReLU activation to further learn the edge embedding eee(i, j).

Formally, we formulate the edge embedding learning as the follows:

eee(i, j) = MLP(concat(zzzi,zzz j);Θe) ∈ RK , (5.8)

where Θe is the parameter set of the edge embedding MLP, shared for all the edges, and K denotes

the dimension of edge embedding. Importantly, the edge embedding eee(i, j) not only encodes

the local pairwise relationships between the i-th and j-th nodes, but also considers the global

higher-order relationships among all the nodes. In doing so, we provide a principled method for

modelling the comprehensive topological knowledge of a neural architecture.

5.3.2 NGE for NAS

Applying the NGE to the NAS task is straightforward, since an edge eu→v = (u,v) ∈ E can

be readily associated with the operation selection. That being said, this allows us to derive

the optimal operation selection from the edge embeddings EEE in a standard learning framework.

It is worth mentioning that our NGE is a general representation model that can be integrated

into different NAS paradigms. For RL-based NAS, we can compute the actions from the edge

embeddings for choosing operations. For EA-based NAS, the edge embeddings act as a controller

to generate mutations. Due to the resource constraint we focus on the efficient GD-based NAS.

Concretely, we predict the operation probability distribution for all the relaxed connections by
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using the NGE edge embeddings as input.

Operation Probability. Given the edge embedding eee(i, j) between the i-th and j-th nodes, we

compute the associated operation probability ppp(i, j) ∈ RO by a FC layer with the softmax activa-

tion:

ppp(i, j) = softmax(FC(eee(i, j);Θo)), (5.9)

where Θo is the parameter for the FC layer and shared for all the edges. We summarise the

operation probability of all the edges as a matrix PPP =
[

ppp1, · · · , ppp|E|
]
∈ R|E|×O. We reformulate

the continuous relaxation in Eq. (5.1) as:

o(i,k)(F i) = ∑
o∈O

p(i,k)o o(F i). (5.10)

In this way, we can integrate the NGE learning into an existing GD-based NAS framework seam-

lessly.

Learning. In the search process, we jointly learn the NGE and the network parameters www in

a fully differentiable manner. Unlike DARTS [14] optimising for each batch input, we formu-

late the optimisation in an epoch-wise way, which would provide better converge speed (see a

comparison in experiments). The pseudo code of NES for NAS is summarised in Algorithm 1.

5.4 Experiments

To show the effectiveness and transferability of our NGE method on both image classification

and semantic segmentation tasks, we conducted the network architecture search on CIFAR-10

only, and compared the obtained architecture with both state-of-the-art human-design and NAS

models on CIFAR-10, CIFAR-100, ImageNet and PASCAL VOC 2012 datasets. Below we gave

the experiment details including datasets, model instantiating, evaluation, and analysis.

5.4.1 Datasets

CIFAR. Both CIFAR-10 and CIFAR-100 [140] contain 50K/10K train/test RGB images with a

unified resolution of 32×32. The images of both datasets are categorised into 10 and 100 classes,

respectively.

ImageNet. For the large-scale image classification evaluation, we used the ILSVRC2012, a

subset of ImageNet [2] that contains 1K classes, 1.28M training images, and 50K validation
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Figure 5.3: Normal cell and reduction cell obtained by NGE.

samples.

PASCAL VOC 2012. We used the PASCAL VOC 2012 [141] for semantic segmentation eval-

uation. It consists 1,464/1,449/1,456 train/val/test images with pixel annotation from 21 classes.

Extra annotations from [142] were used for data augmentation, resulting in 10,582 training im-

ages. We used mean pixel intersection-over-union (mIOU) across all the classes to measure the

performance.

5.4.2 NGE Instantiating

We constructed the graph search space G=(V,E) with |V|=6 nodes (2 input nodes and 4 inner

nodes). As such, there are |E|=14 edges totally. For the node embedding, we set the input di-

mension D=64 and the output dimension F=64. We used a (L=3)-layers GCN with the hidden

dimensions of 128. A MLP with 2-FC layers at the dimension of 64 was applied to learn the edge

embedding with dimension K =64, taking as input the concatenation of two node embeddings.

We included O=7 primitive operations in the candidate function set O as introduced early. All

the parameters (Θn, Θe and Θo) were randomly initialised in the normal distribution. All the FC

layers use no bias.
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5.4.3 Cell Search

We followed the setup of existing methods [13, 14, 15] to search the convolutional cells on

CIFAR-10. A small proxy network consists of 8 cells was constructed for searching both the

normal cell and the reduction cell. As shown in Fig. 2.2(b), two reduction cells are located at

the 1/3 and 2/3 of the total depth of the network. The detailed head structure for CIFAR is

depicted in Fig. 2.2(c), in which the number of initial channels is 16. We split 25K images

from the training set for validation. We initialised the node embeddings XXXnormal and XXX reduction for

the normal cells and reduction cells, where XXXnormal is shared for all normal cells and XXX reduction

was shared for all reduction cells. For the network parameter www, we used SGD with an initial

learning rate 0.025 and the momentum of 0.9. We decayed the learning rate to 0 during training

using a cosine schedule. A weight decay of 3×10−4 was imposed to avoid over-fitting. For the

NGE learning, we used the Adam optimiser with a fixed learning rate 6×10−4 and set the weight

decay to 1×10−3. To search the normal cell and reduction cell efficiently, we used 25 epochs for

training the proxy network. With NGE, the search on CIFAR-10 took only 2.4 hours on a single

NVIDIA Tesla V100 GPU. The searched cells by NGE is shown in Fig. 5.3.

5.4.4 Further Analysis

To further demonstrate the necessity of learning neural graph embeddings for NAS, we compared

three alternative learning strategies: (1) As the baseline method, without neural embeddings

we directly learn the architecture parameters as DARTS [14]. (2) A plain embedding learning

strategy is added on the baseline, in which no relationships between nodes is modelled. (3) Two

RNN layers are further introduced upon the plain method to model the relationships between

nodes in a sequential manner. For fair comparison, we followed the same setting as NGE to

search the cell architectures on CIFAR-10 and reported the final performance on both CIFAR-10

and CIFAR-100. Table 5.3 shows that: (1) Compared with the baseline, learning embedding for

NAS consistently helps find better cell architectures. (2) Modelling the relationships between

nodes can further benefit the searching of cell architectures. (3) The proposed NGE outperforms

alternative learning strategies significantly. This verifies the significance of graph embeddings

for NAS and the superiority of our method.
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Architecture Venue Error (%) Params Search Cost Search Method
C10 C100 (M) GPUs Days

DenseNet-BC [44] CVPR17 3.46 17.18 25.6 - - manual
NASNet-A + cutout [10] CVPR18 2.65 - 3.3 450 1800 RL
AmoebaNet-A + cutout [13] CVPR18 3.34 - 3.2 450 3150 EA
AmoebaNet-B + cutout [13] CVPR18 2.55 - 2.8 450 3150 EA
Hireachical Evolution [12] ICLR18 3.75 - 15.7 200 300 EA
PNAS [15] ECCV18 3.41 - 3.2 100 1.5 SMBO
ENAS + cutout [11] ICML18 2.89 - 4.6 1 0.5 RL
ProxylessNAS-G + cutout [18] ICLR19 2.08 - 5.7 - 4 GD
RENAS [143] CVPR19 2.88 - 3.5 4 1.5 EA&RL
DARTS (1st) + cutout [14] ICLR19 3.00 - 3.3 1 1.5 GD
DARTS (2nd) + cutout [14] ICLR19 2.76 17.54 3.3 1 4.0 GD
SNAS (mild) + cutout [23] ICLR19 2.98 - 2.9 1 1.5 GD
SNAS (moderate) + cutout [23] ICLR19 2.85 - 2.8 1 1.5 GD
SNAS (aggressive) + cutout [23] ICLR19 3.10 - 2.3 1 1.5 GD
GHN + cutout [144] ICLR19 2.84 - 5.7 1 0.84 GD
GDAS [C=36,N=6] [145] CVPR19 2.93 18.38 3.4 1 0.84 GD
GDAS(FRC) [C=36,N=6] [145] CVPR19 2.82 18.13 2.5 1 0.68 GD
BayesNAS(0.010) + cutout [146] ICML19 3.02 - 2.5 1 0.2 GD
BayesNAS(0.007) + cutout [146] ICML19 2.90 - 3.1 1 0.2 GD
BayesNAS(0.005) + cutout [146] ICML19 2.81 - 3.4 1 0.2 GD
ASNG-NAS + cutout [147] ICML19 2.83 - 3.9 1 0.11 GD
NGE + cutout Ours 2.60 16.53 3.5 1 0.1 GD

Table 5.1: Comparisons with the state-of-the-art architectures on the CIFAR-10 and CIFAR-100
datasets.

5.4.5 Architecture Evaluation

CIFAR. To measure the final image classification performance of the searched cells on CIFAR-

10 and CIFAR-100, an evaluation network of 20 cells, 36 initial channels and an auxiliary tower

with loss weight 0.4 was created. The network was trained from scratch for 600 epochs with

128-sized mini-batches. To avoid over-fitting, the cutout regularisation [150] with length 16 and

the drop-path [151] of probability 0.3 were applied. The weight decay values for CIFAR-10 and

CIFAR-100 were set to 3× 10−4 and 5× 10−4 individually. For model training, the standard

SGD optimisation with a momentum of 0.9 was performed. The initial learning rate was 0.25,

decayed to 0 with a cosine scheduler.

We summarised the evaluation results with comparison to the state-of-the-art methods in Ta-

ble 6.2. Using NGE, the discovered network with 3.5M parameters achieves 2.60% error rate

on CIFAR-10. Without re-searching, we applied the same network on CIFAR-100 and achieved

16.53% error rate. We made three observations: (1) NGE achieves a very competitive result
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Architecture Venue Test Err. (%)Params×+Search CostSearch Method
top-1 top-5 (M) (M)(GPU-days)

MobileNet-v1(1.0)[62] arXiv17 29.4 10.5 4.2 575 - manual
MobileNet-v2(1.0)[136] CVPR18 28.0 - 3.4 300 - manual
ShuffleNet 2× (v1) [148] CVPR18 26.4 10.2 ≈5 524 - manual
ShuffleNet 2× (v2) [149] ECCV18 25.1 - ≈5 591 - manual
NASNet-A [10] CVPR18 26.0 8.4 5.3 564 1800 RL
NASNet-B [10] CVPR18 27.2 8.7 5.3 488 1800 RL
NASNet-C [10] CVPR18 27.5 9.0 4.9 558 1800 RL
PNAS [15] ECCV18 25.8 8.1 5.1 588 1.5 SMBO
AmoebaNet-A [13] AAAI19 25.5 8.0 5.1 555 3150 EA
AmoebaNet-B [13] AAAI19 26.0 8.5 5.3 555 3150 EA
AmoebaNet-C [13] AAAI19 24.3 7.6 6.4 570 3150 EA
ProxylessNAS (GPU) [18] ICLR19 24.9 7.5 7.1 465 8.3 GD
RENAS [143] CVPR19 24.3 7.4 5.4 580 6 EA&RL
DARTS [14] ICLR19 26.7 8.7 4.7 574 4.0 GD
SNAS [23] ICLR19 27.3 9.2 4.3 522 1.5 GD
GHN [144] ICLR19 27.0 8.7 6.1 569 0.84 GD
GDAS [C=50,N=4] [145] CVPR19 26.0 8.5 5.3 581 0.84 GD
GDAS-F [C=52,N=4] [145] CVPR19 27.5 9.1 4.4 497 0.68 GD
BayesNAS (0.010) [146] ICML19 28.1 9.4 4.0 - 0.2 GD
BayesNAS (0.007) [146] ICML19 27.3 8.4 3.3 - 0.2 GD
BayesNAS (0.005) [146] ICML19 26.5 8.9 3.9 - 0.2 GD
NGE (searched on CIFAR10) Ours 25.3 7.9 5.0 563 0.1 GD

Table 5.2: Comparisons with the state-of-the-art architectures on the ImageNet benchmark with
the mobile setting.

Model Test Error (%)

CIFAR-10 CIFAR-100
Baseline 3.44 17.90

Plain 3.14 17.60
RNN 2.71 16.97
NGE 2.60 16.53

Table 5.3: Comparing different embedding learning models.

(third best) on CIFAR-10, whilst enjoying the fastest search speed (only 0.1 GPU day). This

demonstrates the cost-effective advantages of our NGE model, compared with ProxylessNAS

[18] with the best accuracy and 4 GPU days and AmoebaNet-B [13] with the second best accu-

racy and 3150 GPU days. (2) Compared with GHN which also conducts graph-based search, our

NGE can achieve the cells with less parameters (3.4M vs 5.7M) at a significant less cost (0.1 vs

0.84 GPU day), while obtaining a better performance (2.60 vs 2.84). (3) Directly transferring the
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CIFAR-10 searched network to CIFAR-100 can achieve the best result, outperforming DARTS

[14] and GDAS [145] significantly. This indicates the superior transferability of the network

searched by our method in a challenging cross-dataset evaluation.

ImageNet. To evaluate the transferability of the architectures discovered by NGE on the large

scale ImageNet benchmark, we followed the mobile setting as in [14, 145], where the number

of multiply-add operations is restricted to be less than 600M with the input size at 224× 224.

Specifically, we constructed an evaluation network with 14 cells and 48 initial channels; The

detailed head structure consists of three conv layers, as shown in Fig. 2.2(c). An auxiliary tower

with loss weight 0.4 was also applied. We trained this model using the SGD for 250 epochs at

batch-size 512 on 4 Nvidia Tesla P100 GPUs. We initialised a learning rate of 0.25 and reduced

it to 0 by a linear scheduler. Learning rate warmup [152] was applied for the first 5 epochs to

deal with the large batch-size and learning rate.

The ImageNet results in the mobile setting are presented in Table 6.4. Notably, the cell

architectures found on CIFAR-10 by our method can achieve highly competitive performance,

with significantly less computation cost (0.1 GPU day vs 6 GPU days for RENAS and 3,150

GPU days for AmoeBaNet). Unlike ProxylessNAS searching the network on ImageNet directly

using 8.3 GPU days, the network searched by NGE on CIFAR-10 can be successfully transferred.

Moreover, NGE discovers the cells on CIFAR-10 that performs better on ImageNet than state-

of-the-art GD-based methods (GHN, DARTS, SNAS, GDAS and BayesNAS).

Pascal VOC 2012. We further conducted a semantic segmentation experiment with DeepLabv3

[153]. In this test, the Atrous Spatial Pyramid Pooling (ASPP) module, that contains three 3×3

convolutions with different atrous rates, was applied. To make a fair comparison, we followed the

setting as in RENAS [143] and trained on the PASCAL VOC dataset using the above ImageNet

pretrained network as the backbone model. We set the output stride to 16, which is the ratio of the

input to the output spatial resolution. Note, we did not apply multi-scale inference and left-right

flipping to improve the performance.

In Table 5.4, we summarise the validation set results in two pretraining settings (ImageNet

and COCO [154]) and presented comparisons with other mobile networks. The results show

that: (1) In both settings, our model achieves the best performance with 75.96% mIOU. Unlike

the two state-of-the-art manually-designed models (MobileNet-v1 and MobileNet-v2), NGE does

not rely on the stronger COCO pretraining. (2) Our model outperforms other two state-of-the-art
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Model Dataset #Params mIOU(%)
MobileNet-v1 [62] COCO 11.15M 75.29
MobileNet-v2 [136] COCO 4.52M 75.70
MobileNet-v1 [62] ImageNet 11.15M 68.79
MobileNet-v2 [136] ImageNet 4.52M 70.02
NASNet-A [10] ImageNet 12.39M 73.68
RENAS [143] ImageNet 11.63M 75.83
NGE ImageNet 10.31M 75.96

Table 5.4: Semantic segmentation evaluation with DeepLabv3 on the PASCAL VOC 2012 vali-
dation set.

NAS-designed models, whilst having less parameters (10.31M with 75.96% mIOU vs 12.39M

with 73.68% mIOU for NASNet-A and 11.63M with 75.83% mIOU for RENAS). Overall, the

cells discovered on CIFAR-10 by NGE surpass both state-of-the-art hand-crafted and NAS-mined

designs on the semantic segmentation task.

5.5 Summary

We presented a generic Neural Graph Embedding (NGE) method for neural architecture search

(NAS). Unlike existing methods, NGE uniquely takes into account the intrinsic topology knowl-

edge of neural networks from the directed acyclic graph perspective. It gives rise to a generic

neural network representation with the flexibility of benefiting various NAS paradigms. As an

efficient showcase, we demonstrate the advantages of NGE in a gradient descent based NAS

framework. Extensive experiments on image classification and semantic segmentation show that

with our method, high-quality cell architectures can be identified at a significant low computation

cost.
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Chapter 6

Scalable Neural Operator Search

6.1 Overview

In this chapter, we aim to address the limitation of operations by extending the search space of

NAS with feature self-calibration operations for scaling up the search boundary. This makes a

heterogeneous search space. Consequently, the way of feature tensor interaction and combination

is dramatically diversified, from the conventional addition operator ⊕ only to the combination

of addition ⊕, multiplication � for attention modelling, and dynamic convolution ~. In this

regard,we call the proposed method Neural Operator Search (NOS).

Such a search space enhancement is critical since NAS is enabled to explore stronger and

previously undiscovered network architectures, which opens a door to potentially take the NAS

research to the next level. In the no free lunch saying, this also comes with two new challenges:

(i) It is non-trivial and more challenging to assemble such heterogeneous tensors and operations

(i.e. features, attentions and dynamic weights) in a unified computing block, as compared to

the conventional homogeneous feature-tensor-to-feature-tensor transformation; (ii) The search

space increases exponentially which leads to a much harder NAS problem. To address the first

challenge, we formulate a heterogeneous operator cell characterised by a novel heterogeneous

residual block. This block, formulated in a residual learning spirit [3], is designed specially

for fusing all the different types of tensors and operations synergistically. To solve the second

challenge, we propose leveraging the attention transfer [96] idea to facilitate the search behaviour

across this significantly larger network space via following the attention guidance of a pretrained
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teacher model. As we will show, this guidance not only makes the search more efficient but also

improves the search result.

6.2 Method

In this section, we start by formulating a heterogeneous search space for NAS (Section 6.2.1),

followed by a dedicated heterogeneous operator cell to enable composing the heterogeneous

operations in a unified computing block with synergistic interaction and cooperation (Section

6.2.2). To overcome the intrinsic architecture discovery challenges from more expressive search

space, we further develop an attention guided search scheme (Section 6.2.3).

Figure 6.1: Structure of the proposed dynamic convolutions for image classification. ⊗ denotes
matrix multiplication.

6.2.1 Heterogeneous Search Space

To enrich the NAS search space so that more advanced network architectures can be discovered,

we introduce a heterogeneous search space A that considers three different types of representa-

tion learning capabilities: (1) Feature transformations; (2) Attention learning; and (3) Dynamic

convolutions. More concretely, we form three sets of primitive computing operations that pro-

duce features, attentions and dynamic weights, respectively. This novel search space generalises

the conventional counterpart which is limited to the first type of operations [14, 11], and incor-

porates the self-calibration learning capabilities (i.e. the second and third types) in NAS. Impor-

tantly, while the search space changes, the generic search strategies still apply therefore being
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largely open for collaborating with existing NAS methods. For instance, in the proxy-based NAS

strategy we may first search for a computing cell with heterogeneous operations as the building

block and then form the final network architecture by sequentially stacking multiple such cells

layer-by-layer.

Next, let us describe the heterogeneous primitive operation set O which consists of the fol-

lowing three disjoint subsets: O f , Oa and Od , along with their aggregation or application opera-

tors.

Feature Transformation Operations O f . We adopt the feature transformation/learning op-

eration setO f same as in [14, 15], including the following 7 operations: 3×3 and 5×5 separable

convolutions, 3× 3 and 5× 5 dilated separable convolutions, 3× 3 average pooling, 3× 3 max

pooling, and identity. Every operation o f ∈O f takes as input a feature tensor and outputs another

feature tensor, i.e. homogeneous feature-tensor-to-feature-tensor transformation. For multiple

feature tensor aggregation, the element-wise addition operator ⊕ is typically used.

Attention Learning Operations Oa. Inspired by recent designs of attention learning mod-

ules [26, 138, 137], we form the Oa by considering two types of attention learning prototypes:

spatial-wise and channel-wise attentions. Specifically, a spatial-wise attention operation learns a

saliency map for an input feature tensor in order to calibrate the importance of different spatial

positions. In contrast, a channel-wise attention operation produces a vector of scaling factors

from the aggregated global context of an input tensor for adaptively calibrating the channel de-

pendency. To enforce attentive calibration on feature tensor, the element-wise multiplication

operator � is a typical choice for both spatial-wise and channel-wise attentions.

Dynamic Convolution Operations Od . Dynamic convolutions, designed for the sake of

self-adaptation, generate dynamic kernel weights in accordance with the input feature tensor.

It is often in form of depth-wise separable convolution as the feature transformation operation.

Tailored for either NLP or dense prediction tasks, existing dynamic convolution designs [30,

29] are not suitable for image classification with different problem nature. It hence needs to

be reformulated in order to be effective for learning discriminative image representations. We

consider two design principles: (i) structurally lightweight whilst (ii) functionally strong and

powerful with great modelling capability.

To that end, we present a dynamic convolution structure specialised for cost-effective image

classification, as shown in Figure 6.1. Concretely, it consists of three compact modules com-
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Figure 6.2: Heterogeneous Residual block for formulating the inner node computation. (a) First-
tier individual computation; (b) Second-tier collective computation.

Figure 6.3: Overview of attention guided search. Ti and Si (i ∈ {0,1,2}) denote the i-th stage of
the teacher and proxy (student) networks.

posed in a cooperation: (a) a bottleneck module, to compress an input feature tensor by a ratio

of r; (b) a kernel transform module, to learn latent representations with a kernel dimension of

k× k; (c) a kernel decode module, to read out the dynamic kernel weights with the channel di-

mension same as the input feature tensor. This design is motivated, in part, by the long-range

dependency modeling [155, 156] and global context aggregation [26, 157], elegantly integrating

their merits via a unified formulation. For the output of dynamic convolutions, we consider two

common kernel sizes: 3× 3 and 5× 5. In a depth-wise manner, we apply a standard or dilated

convolution operator ~ to transform the input feature tensor. It is noteworthy to point out that,

this type of convolutional kernel is specific for each feature tensor of a particular image sample

(i.e. dynamic), rather than learned from a training dataset and fixed for all the input samples (i.e.

static) as the conventional convolutional operations in the feature transformation set.
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6.2.2 Heterogeneous Operator Cell

Due to different natures of heterogeneous computing capabilities, a unification structure is needed

for composing the primitive operationsO=O f ∪Oa∪Od and aggregation/application operators

C = {⊕, �, ~} in such a way that their representation learning potentials can be well mined. To

that end, we formulate a heterogeneous operator cell, a directed acyclic graph (DAG) G = (V,E),

joining conventional feature transformations and proposed self-calibration operations synergisti-

cally.

Formally, a heterogeneous operator cell consists of N ordered feature (tensor) nodes V =

{F k|,1<=k<=N}. Following [10], F 1 and F 2 are the outputs from the previous cells regarded

as two input nodes, {F k}N−1
k=3 denotes the inner nodes that perform computation, and the N-th

node F N is the cell output node formed as the concatenation of all the inner nodes, i.e. F N =

concat({F k}N−1
k=3 ). The edge ei→k =(i,k)∈E specifies the connection between the i-th and k-th

nodes (the information flow i→ k), associated with a specific operation oi→k selected from the

heterogeneous primitive operation set O. The key is to design a computing block for the inner

nodes with heterogeneous computations.

Heterogeneous Residual Block. It is non-trivial to design a heterogeneous computing block

due to being not straightforward feature-tensor-to-feature-tensor transformation as in the con-

ventional homogeneous operation. It involves self-calibrating the input feature tensor itself in

addition to the homogeneous feature transformation. To facilitate adding the extra capacity, we

formulate a heterogeneous residual block (see Figure 6.2) characterised by a surrogate node k′

in the computing block associated with each inner node k, for enabling richer feature tensor ma-

nipulations. This is in a residual learning spirit [3], allowing to conduct self-calibration reliably.

Moreover, we design a two-tier computing hierarchy: the first tier for individual computation

per input feature tensor to capture the specificity, and the second tier for collective computation

on the set of all the input feature tensors as a whole to capture the intrinsic structural relations

between feature tensors and the global input properties. The two tiers are connected by the

surrogate node k′.

Formally, we take as input all the previous nodes {F i|, i < k}, process them separately with
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heterogeneous operations, and combine the processed results by summation (Figure 6.2 (a)) as:

F k′ = ∑
i<k

oi→k′
f (F i), (6.1)

Ak′ = ∑
i<k

oi→k′
a (F i), (6.2)

Dk′ =
{

oi→k′
d (F i)

}
i<k

(6.3)

where F k′ , Ak′ , and Dk′ are the three types of intermediate outputted tensors, i.e. features, atten-

tions, and dynamic weights, respectively. These are subsequently aggregated into an intermediate

calibrated tensor, i.e. the surrogate node F k′ , using element-wise addition in-between on feature

self-calibration and transformation as:

F k′ = F k′︸︷︷︸
f eature

⊕ (F k′�Ak′)︸ ︷︷ ︸
attention

⊕ ∑
Dk′∈Dk′

F k′ ~Dk′︸ ︷︷ ︸
dynamic conv

(6.4)

Next, F k′ is used as the input for the second-tier set-level collective computation (Figure 6.2 (b)).

Likewise, we consider the same three types of operations:

F k = ok′→k
f (F k′), (6.5)

Ak = ok′→k
a (F k′), (6.6)

Dk =
{

ok′→k
d (F k′)

}
, (6.7)

and form the inner node F k via further feature self-calibration and transformation as:

F k = F k︸︷︷︸
f eature

⊕ (F k�Ak)︸ ︷︷ ︸
attention

⊕ ∑
Dk∈Dk

F k ~Dk︸ ︷︷ ︸
dynamic conv

(6.8)

In doing so, our heterogeneous residual block presents a two-tier combinatorial operations struc-

ture for each inner node, resulting in a more expressive search space (see Section 6.3.3).

6.2.3 Attention Guided Search Optimisation in a Heterogeneous Search Space

To showcase the effectiveness of the proposed heterogeneous search space and operator cell, we

adopt the proxy-based NAS strategy, due to the computing resource constraints and the enormous
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search space. This search is done by constructing a small proxy network parametrised by Θ.

Attention Guided Search. Compared with proxyless search strategy, proxy-based NAS is

more efficient but relatively less optimal due to not directly optimising the final network archi-

tecture. This training-test discrepancy problem can be worsened when the search space provides

more flexibility and combinatorial capability, such as the proposed space. To solve this obstacle,

we propose attention guided search 1, which optimises the proxy network in a knowledge distil-

lation manner by injecting an external guidance from a pre-trained teacher network into the NAS

process.

Specifically, we leverage the attention transfer idea [96] that encourages a student (the proxy

network in our case) to hierarchically imitate a teacher’s hidden attention knowledge. Intuitively,

this may benefit the search for self-calibration learning. Formally, let us denote a feature tensor

at the j-th stage of the teacher and student network as F j
T and F j

S, separately. Attention transfer

is realised by imposing an alignment loss function across the two networks as:

LAT =
1
2 ∑

j∈J
‖

xxx j
S

‖xxx j
S‖2
− xxx j

T

‖xxx j
T‖2
‖2, (6.9)

where xxx j
S/T = vec(∑i |F

j
S/T (·, ·, i)|

2) is the spatial-wise accumulated feature vector. An overview

of attention guided search is depicted in Figure 6.3.

Optimisation. For NAS optimisation, we adopt the DARTS method [14]. In our context, we

conduct the continuous relaxation over all the possible heterogeneous operationsO for making a

continuous search space:

oi→ j(x) = ∑
o∈O

exp
(

aaai→ j
o

)
∑o′∈O exp

(
aaai→ j

o′

)o(x), (6.10)

where an architecture vector aaai→ j
o ∈ R|O| is used for each possible connection i→ j. We sum-

marise the architecture vector of all the connections as a matrix AAA =
[
aaa1, · · · ,aaa|E|

]
∈ R|E|×|O|.

With this relaxation, we can jointly optimise the architecture parameters AAA and the network

weights Θ in a fully gradient differentiable manner.

Equipped with the proposed attention guidance search, the search objective function is finally

formulated as the following bilevel optimisation process:

1We would like to point out that there is a related concurrent work [158] also applies distillation method
for NAS.



100 Chapter 6. Scalable Neural Operator Search

Θ
∗ = argmin

Θ

Ltrain(Θ,AAA)+λLAT (Θ,AAA), (6.11)

AAA∗ = argmin
AAA
Lval(Θ

∗,AAA)+λLAT (Θ
∗,AAA), (6.12)

where λ denotes the weighting hyper-parameter. For the first level Eq. (6.11), we learn the

optimal parameters Θ∗ for a given architecture AAA w.r.t a training objective Ltrain and the attention

alignment loss LAT . The second level Eq. (6.12) then explores the optimal architecture AAA∗

over the heterogeneous search space A w.r.t a validation objective Lval and LAT . For image

classification, Ltrain and Lval usually take the cross-entropy loss function.

Search Outcome. Once the above alternated optimisation is done, we derive an amenable

cell architecture with heterogeneous operators. In practice, for each heterogeneous computing

block we retain the top-2 strongest incoming operations with at least one feature transformation

operation for the first-tier (Figure 6.2(a)), and the top-1 strongest operation for the second-tier

(Figure 6.2(b)).

Figure 6.4: (Left) The overall model architecture for CIFAR-10 and ImageNet, consisting of
repeated Normal Cells and Reduction Cells. M is the stacking choice for the number of Normal
Cells. Each cell contains 4 blocks. (Right) An example of two-tier block construction in cell:
Each block takes two input features (F i, F j) from previous nodes; The operator (?) in a block
is determined by the choices of two operations (oi→k′ , o j→k′) in the first-tier; An extra operation
(ok′→k) is selected in the second-tier.

6.3 Experiments

Datasets. We evaluated the proposed NOS method on image classification using three common

datasets. CIFAR10/100: Both CIFAR10 and CIFAR100 have 50K/10K train/test RGB images of

size 32×32×3, categorised into 10 and 100 classes, respectively [140]. ImageNet: We used the

ILSVRC2012 version for large-scale image classification evaluation, containing 1.28M training

images and 50K validation samples from 1,000 object classes [2].
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Model Type Kernels
CIFAR10 CIFAR100

FLOPS(M) #Params(MB)
Top-1(%) Top-5(%) Top-1(%) Top-5(%)

ResNet-18 - - 4.95 0.22 23.61 7.16 555.42 11.17

+ Dynamic
Normal

3 4.63 ↑ 0.13 ↑ 22.63 ↑ 6.44 ↑ + 3.85 + 0.03
5 4.78 ↑ 0.14 ↑ 23.45 ↑ 6.82 ↑ + 7.62 + 0.04

Dilated
3 4.97 ↓ 0.23 ↓ 24.00 ↓ 7.28 ↓ + 3.85 + 0.03
5 4.92 ↑ 0.17 ↑ 23.75 ↓ 7.20 ↓ + 7.62 + 0.04

+ Attention
Spatial 4.79 ↑ 0.16 ↑ 23.51 ↑ 7.04 ↑ + 1.08 + 0.01

Channel 4.83 ↑ 0.19 ↑ 23.20 ↑ 6.89 ↑ + 0.40 + 0.15
↑ Better than the baseline. ↓ Worse than the baseline.

Table 6.1: Evaluating the feature self-calibration operations on CIFAR10 and CIFAR100.

We first conduct preliminary experiments on CIFAR10/100 to select the heterogeneous prim-

itive operations O. To test the efficacy and transferability of NOS, we search the cell structures

on CIFAR10 only, and compare the performance with existing methods on CIFAR10/100 and

ImageNet.

6.3.1 Details of Training Configurations

We introduce the details of training configurations as follows.

ResNet-18 and PyramidNet-110. We trained these models for 300 epochs with batch size

32. The learning rate was initialised as 0.025, which was decayed by 10 every 30 epochs. The

standard SGD optimiser with momentum of 0.9 was employed. We set a weight decay value

of 1× 10−4 to avoid overfitting. Other additional enhancements were not involved except the

standard data augmentations.

Cell Search. For network parameters Θ of proxy network, we used SGD with an initial

learning rate 0.025 and set the momentum value as 0.9. This learning rate was decayed to 0

with a cosine scheduler. A weight decay value of 3× 10−4 was imposed to avoid over-fitting.

For learning architecture matrix AAA, we used the Adam optimiser with a fixed learning rate value

6×10−4 and set the weight decay to 1×10−3.

Cell Evaluation. The evaluation network was trained from scratch directly for 600 epochs

with batch size 128. Note that, the attention transfer was not involved for training. We set the

weight decay values for CIFAR-10 and CIFAR-100 to 3×10−4 and 5×10−4 individually. The

standard SGD optimiser with a momentum of 0.9 was applied. The initial learning rate was 0.25,

decayed to 0 with a cosine scheduler. Following existing works [14, 11, 10, 13], we performed
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two additional enhancements: the cutout regularisation [150] with length 16 and the drop-path

[151] of probability 0.3.

ImageNet. We trained the evaluation model for ImageNet using SGD optimiser for 300

epochs with batch size 512. We initialised the learning rate as 0.25 and reduced it to 0 by a linear

scheduler. Learning rate warmup [152] was applied for the first 5 epochs to deal with the large

batch size and learning rate.

6.3.2 Study of Feature Self-Calibration Operations

We conducted a controlled experiment to test the introduced self-calibration operations on CIFAR-

10 and CIFAR-100. Specifically, for the proposed dynamic convolutions, we considered both

normal and dilated convolutions and two kernel sizes (3×3 and 5×5). We adopted the channel-

wise and spatial-wise attention learning. For the baseline model, we used ResNet-18 [3] with

4 stages in the backbone. To build a model with self-calibration, we added each self-calibration

operation at the stages 1, 2, 3 of ResNet-18, respectively. For fair comparison, we trained each

model in the same setting (see Section 6.3.1). In 6.1, we summarised the model parameters and

FLOPs in addition to the test set performance (error rates). We observed that: (1) Both atten-

tion operations and our normal dynamic convolutions outperform the baseline consistently; (2)

Adding dilated dynamic convolutions causes performance drop in most cases. We hence ex-

clude it from the candidate set; (3) Very marginal FLOPs and parameters increase from these

self-calibration operations over the baseline, suggesting their high cost-effectiveness.

Figure 6.5: Normal cell and reduction cell searched on CIFAR-10. f0: sep conv 3x3,

f1: sep conv 5x5, f2: dil conv 3x3, f4: max pooling, f6: identity, a0: spatial attention, a1:

channel attention, d0: dynamic conv 3x3, d1: dynamic conv 5x5.
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Architecture Error (%) Params Search Cost

CIFAR10 CIFAR100 (M) GPUs Days
PyramidNet [159]* 3.92 20.11 2.5 - -
ENAS [11] 2.89 - 4.6 1 0.5
DARTS(1st) [14] 3.00±0.14 - 3.3 1 1.5
DARTS(2nd) [14] 2.76±0.09 17.54 3.3 1 4.0
SNAS (moderate) [23] 2.85±0.02 - 2.8 1 1.5
GHN [144] 2.84±0.07 - 5.7 1 0.84
GDAS [145] 2.93 18.38 3.4 1 0.84
BayesNAS [146] 2.81±0.04 - 3.4 1 0.2
ASNG [147] 2.83±0.14 - 3.9 1 0.11
Random Baseline‡ 3.85 21.66 2.4 - -
NOS (best) 2.53 16.21 2.6 1 0.35
NOS (average) 2.67±0.06 16.72±0.24 2.6 1 0.35
* The teacher model. ‡ Best architecture among 30 random samples.

Table 6.2: Comparisons with the state-of-the-art architectures obtained by proxy-based NAS
methods on CIFAR10 and CIFAR100.

6.3.3 Cell Search

Search Space. Following the setup of existing methods [13, 14, 15, 147], we searched the convo-

lutional architectures on CIFAR10. We constructed a small proxy network with 8 heterogeneous

operator cells, and two reduction cells at 1/3 and 2/3 of the total network depth for feature shape

reduction. Figure 6.4 illustrates the general model architecture. As found out above, the hetero-

geneous primitive operation setO contains 11 operations in total: |O f |= 7 feature transformation

operations, |Oa|= 2 attention learning operations, |Od |= 2 dynamic convolutions, respectively.

We constructed the proposed heterogeneous operator cell (G = (V,E)) with |V| = 7 nodes (2

input nodes, 4 inner nodes and 1 output node). So, all 4 heterogeneous residual blocks contain

|E|= 18 edges in total (14 first-tier connections and 4 second-tier connections). To derive the fi-

nal cell architecture, we kept 2 first-tier connections and 1 second-tier connection for each block.

As a result, there is a total number of ∏
4
n=1

(n+1)n
2 × 113 ≈ 1014 possible choices, 5 orders of

magnitude larger than the conventional size of ∏
4
n=1

(n+1)n
2 ×72 ≈ 109 as in [14, 145, 23].

Training. Following the setup of existing methods [13, 14, 15, 147], we searched the convo-

lutional architectures on CIFAR10. We constructed a small proxy network with 8 heterogeneous

operator cells, and two reduction cells at 1/3 and 2/3 of the total network depth for feature shape

reduction (see Section 6.3.1). We used 25K images split from the training set for validation. We

randomly initialised the architecture parameters AAA ∈ R18×11 in the normal distribution. We used
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a pre-trained PyramidNet-110 (bottleneck, α = 84) [159] as the teacher model. We set the weight

λ = 103 for attention guidance loss LAT . After 25 epochs of training on the proxy network, we

derived the final heterogeneous operator cells from the architecture matrix AAA. See Section 6.3.1

for more configurations for training the proxy and teacher networks.

The search on CIFAR10 took only 8.4 hours using a single NVIDIA Tesla V100 GPU.

The searched heterogeneous operator cells by NOS is shown in Figure 6.5, in which the self-

calibration operators � and ~ appear in both first-tier and second-tier. For example, there are

two attention operations in first-tier and two dynamic convolutions in second-tier in the normal

cell.

6.3.4 Further Analysis

We evaluated attention guided search (AGS) on CIFAR10/100 by comparing a NOS variant with-

out attention transfer loss. The same training setting was used (Section 6.3.1). We used a pre-

trained PyramidNet-110 as the teacher. Table 6.3 shows that learning with attention guidance can

significantly benefit the NOS search process.

AGS Test Error (%)
CIFAR10 CIFAR100

w/o 3.44 18.80
w/ 2.53 16.21

Table 6.3: Testing attention guided search (AGS).

Distillation Effect. We examined the effect of knowledge distillation in the proposed At-

tention Guided Search (AGS). We conducted this analysis on CIFAR10. In this evaluation, we

compared three methods: (1) Vanilla Search: Using the original DARTS search method; (2) Dis-

tillation Only: Using the attention transfer loss for training the proxy network only; (3) AGS: The

proposed method (full). We tracked the model performance on both training (train) and valida-

tion (val) data sets. Figure 6.6 shows that (i) knowledge distillation brings a positive performance

gain over the vanilla DARTS and (ii) using attention guidance for the network search can fur-

ther improve the searched architecture. This suggests that distillation is effective to alleviate the

architecture training-test discrepancy issue involved in the proxy-based NAS.

Space Generality. We tested the general effect of the proposed Attention Guided Search

(AGS) using the original DARTS search space (O f + zero operation) on CIFAR10. During the

search process, we followed the same settings as DARTS with the first-order optimisation. We
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Figure 6.6: The train and val set accuracies on CIFAR10.

obtained the error rates: 3.00 ± 0.14 (DARTS) vs. 2.92 ± 0.05 (DARTS + AGS). This suggests

a general efficacy of AGS over different search spaces.

6.3.5 Architecture Evaluation

We evaluate the searched .architectures on both CIFAR and ImageNet benchmarks.

CIFAR. To measure the final image classification performance of the searched heteroge-

neous operator cells on CIFAR10 and CIFAR100, we created an evaluation network with 20

cells, 36 initial channels, and an auxiliary tower with loss weight 0.4. See Section 6.3.1 for

more configurations for training the evaluation network. Due to high variance of results on CI-

FAR, we conducted 10 independent runs and reported both the best and average results. We

summarised the results of NOS and the state-of-the-art proxy-based NAS methods2 in Table 6.2.

The comparisons show that: (1) NOS achieves the best result on CIFAR10, whilst enjoying the

smallest model parameters (only 2.6M). It shows the significant cost-effectiveness and compact-

ness advantages of our method. (2) Despite a significantly larger search space (1014 vs. 109

in [14, 147, 23, 145, 147]), NOS shows high cost-effectiveness in computing cost (only 0.35

GPU day). (3) NOS achieves the best result on CIFAR100 by directly transferring the CIFAR10

searched network, significantly outperforming DARTS [14] and GDAS [145]. This challenging

2In our evaluation context, we primarily aim to accurately evaluate the effect of search space. To
this end, we selectively compared with a set of more related state-of-the-art NAS methods, rather than
exhaustively. For instance, we excluded ProxylessNAS [18] due to that it uses a different search strategy
with a supernet (orthogonal to the search space factor).
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cross-dataset test indicates a superior transferability of the network searched by NOS.

ImageNet. To evaluate the transferability of architecture discovered by NOS on large scale

ImageNet, we used the mobile setting same as in [14, 145, 23], where the number of multiply-

add operations is restricted to be less than 600M at the input size of 224×224. Specifically, we

constructed an evaluation network with 14 cells and 48 initial channels. An auxiliary tower with

loss weight 0.4 was also applied. See Section 6.3.1 for more training details. Table 6.4 shows

the ImageNet results in the mobile setting. Notably, compared to other state-of-the-art proxy-

based NAS using gradient optimisation (GHN [144], DARTS [14], SNAS [23], GDAS [145] and

BayesNAS [146]), the network searched by NOS on CIFAR10 can be successfully transferred.

Also, NOS discovers a cell structure that performs better with higher efficiency (only 440M

FLOPs).

Architecture Test Err. (%) Params ×+ Search Cost

top-1 top-5 (M) (M) (GPU-days)
GHN 27.0 8.7 6.1 569 0.84
DARTS 26.7 8.7 4.7 574 4.0
SNAS 27.3 9.2 4.3 522 1.5
GDAS 26.0 8.5 5.3 581 0.84
BayesNAS 26.5 8.9 3.9 - 0.2
NOS 25.8 8.1 4.0 440 0.35

Table 6.4: Comparisons with the state-of-the-art proxy-based architectures on ImageNet-mobile.

6.4 Summary

In this chapter, we presented Neural Operator Search (NOS), characterised by a heterogeneous

search space for neural architecture search (NAS). Specifically, NOS further introduces dynamic

convolution and attention learning operations on top of the conventional feature transformation

operations. This proposed search space expansion enables NAS to discover more expressive and

previously undiscovered architectures, significantly expanding the search horizon and enriching

the possible search outcomes. Moreover, we introduced a heterogeneous operator cell to integrate

these different operations synergistically. To facilitate the learning process, we further proposed

an attention guided search mechanism in a distillation manner. Extensive evaluations have val-

idated the superiority of our method over a wide range of state-of-the-art NAS models on the

standard image classification tasks.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

This thesis has studied a wide range of approaches to designing scalable deep learning archi-

tectures for several computer vision tasks by considering the underlying task characteristics for

more efficient and powerful deep models. In particular, the primary aims of this thesis in re-

search of scalable deep learning architectures are (i) maximise the cost-effectiveness for scalable

model deployments; (ii) reduce the design cost of scalable deep architectures; (iii) improve the

generalisation of scalable deep architectures. We concentrate on three critical computer vision

tasks: person re-identification, person search, and image recognition. These tasks are inherently

challenging due to intrinsic visual ambiguities and high demand for scalability requirements.

Therefore, designing scalable deep learning architectures for these challenging tasks are studied

by considering the underlying task characteristics for more efficient and powerful deep models.

Specifically,

1. We have designed scalable deep learning architectures to address (i) in Chapter 3 and

Chapter 4. Particularly, Chapter 3 formulates a novel harmonious attention network (HAN)

framework to jointly learn soft pixel attention and hard region attention alongside simulta-

neous deep feature representation learning. This enables more discriminative re-id match-

ing by efficient networks with more scalable model inference and feature matching. On

the other hand, Chapter 4 proposes a Hierarchical Distillation Learning (HDL) approach,

to comprehensively distil the knowledge of a strong teacher model with strong learning ca-
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pability to a lightweight student model with weak learning capability. Despite differences

in model design details, both HAN and HDL are scalable to large scale re-id deployment

scenarios with the need of processing a large amount of surveillance video data, due to the

lengthy inference process with high computing costs. Also, we propose a novel Neural

Operator Search (NOS) method, which leverages attention guided search for facilitating

the search process over a vast search space more efficiently and more effectively.

2. We have automatic searched scalable deep learning architectures to address (ii) in Chapter

5 and Chapter 6. Specifically, Chapter 3 proposes a novel method Neural Graph Embed-

ding (NGE) to address the limitation of the state-of-the-art methods in mining network

topology knowledge. We jointly model the graphical topology of network architecture and

performing the network search in continuous representation space. Meanwhile, Chapter 6

presents a novel heterogeneous search space for NAS, which contains richer primitive op-

erations including both conventional feature transformations and newly introduced feature

self-calibration. Also, we propose a novel Neural Operator Search (NOS) method dedi-

cated for NAS, which leverages attention guided search for facilitating the search process

over a vast search space more efficiently and more effectively. With extensive experi-

ments, we demonstrate that both NGE and NOS allows to automatic design scalable deep

architectures within one GPU day.

3. To address (iii), we conduct extensive evaluations to verify the generalisation of our man-

ually designed deep learning architectures on benchmark datasets. In particular, in Chap-

ter 3, we validate the cost-effectiveness superiority of the proposed HAN approach for

person re-id against a wide variety of state-of-the-art methods on four large benchmark

datasets: CUHK03, Market-1501, DukeMTMC, and MSMT17. Chapter 4 shows model

cost-effectiveness and performance advantages of our HDL over the state-of-the-art alter-

native approaches on three person search benchmarks: CUHK-SYSU, DukeMTMC-PS,

and PRW . Also, our automatic searched deep learning architectures by Neural Graph Em-

bedding (NGE) in Chapter 5 and Neural Operator Search (NOS) in Chapter 6, can not only

achieves highly competitive accuracy performance on the searched dataset (CIFAR-10) but

also generalise well on CIFAR-100 and ImageNet datasets. Moreover, the neural architec-

ture discovered on CIFAR-10 by NGE can be readily transferred to the more challenging

semantic segmentation task (PASCAL VOC 2012).
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In this thesis, although studied on there different problems as we presented in separate chap-

ters, scalable deep learning architectures proposed in Chapter 3, 4, 5 and 6 would also have po-

tentials and benefits for dealing with other relevant tasks in computer vision. More discussions

about future research directions and work are detailed below.

7.2 Future Work

The potential research directions for future work beyond the proposed methods are summarised

as follows to end this thesis. Despite remarkable successes achieved by manual designed scalable

deep learning architectures in Chapter 3 and 4, our main concentration is to extend two scalable

deep learning architecture search methods: Neural Graph Embedding (NGE) in Chapter 5 and

Neural Operator Search (NOS) in Chapter 6. This is due to the fact that, compared with manual

designs, automatic search methods requires much less human expertise and interventions, which

shows much greater potential in speeding up the designing process of scalable deep architectures.

NGE is capable of modelling the topology knowledge of the network architecture by recur-

sive message propagation in a constructed continuous search space. In particular, NGE elegantly

enables integrating the Graph Convolutional Network (GCN) [132] with the existing gradient-

based paradigm. Therefore, it models the topology of the network architecture, facilitating the

NAS design with favourable search efficiency. However, existing gradient-based methods cannot

properly preserve the graph information when projecting a neural architecture into a continu-

ous space. This, in the end, would cause inaccuracy and limited representation capability in

the mapped space. Moreover, existing approaches usually explore only a very limited inner-

cell search space. The construction small-scale cell space results in representation limitation and

poor scalability. Thus, it is valuable to study a more advanced graph embedding method to enable

quick search of more sophisticated neural architectures while preserving graph information.

NOS presents a heterogeneous search space for neural architecture search (NAS), introduc-

ing dynamic convolution and attention learning operations on top of the conventional feature

transformation operations. Therefore, it enables NAS to discover more expressive and previ-

ously undiscovered architectures, significantly expanding the search horizon and enriching the

possible search outcomes. These dynamic convolutions and attention learning operations greatly

enhance the learning ability of conventional deep models by enabling a neural network to focus

more on relevant elements of the input than on irrelevant parts. Thus, our proposed heteroge-
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neous search space in NOS that contains these advanced operations could be naturally applied in

searching scalable deep learning architectures for a broad range of sophisticated computer vision

tasks, such as visual question answering, image-text retrieval, and so on.
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[142] Bharath Hariharan, Pablo Arbeláez, Lubomir Bourdev, Subhransu Maji, and Jitendra Ma-

lik. Semantic contours from inverse detectors. In IEEE International Conference on

Computer Vision, pages 991–998. IEEE, 2011.



125

[143] Yukang Chen, Gaofeng Meng, Qian Zhang, Shiming Xiang, Chang Huang, Lisen Mu, and

Xinggang Wang. Renas: Reinforced evolutionary neural architecture search. In IEEE

Conference on Computer Vision and Pattern Recognition, pages 4787–4796, 2019.

[144] Chris Zhang, Mengye Ren, and Raquel Urtasun. Graph hypernetworks for neural archi-

tecture search. In International Conference on Learning Representations, 2019.

[145] Xuanyi Dong and Yi Yang. Searching for a robust neural architecture in four gpu hours. In

IEEE Conference on Computer Vision and Pattern Recognition, pages 1761–1770, 2019.

[146] Hongpeng Zhou, Minghao Yang, Jun Wang, and Wei Pan. Bayesnas: A bayesian approach

for neural architecture search. In International Conference on Machine learning, 2019.

[147] Youhei Akimoto, Shinichi Shirakawa, Nozomu Yoshinari, Kento Uchida, Shota Saito,

and Kouhei Nishida. Adaptive stochastic natural gradient method for one-shot neural

architecture search. In International Conference on Machine learning, 2019.

[148] Xiangyu Zhang, Xinyu Zhou, Mengxiao Lin, and Jian Sun. Shufflenet: An extremely effi-

cient convolutional neural network for mobile devices. In IEEE Conference on Computer

Vision and Pattern Recognition, pages 6848–6856, 2018.

[149] Ningning Ma, Xiangyu Zhang, Hai-Tao Zheng, and Jian Sun. Shufflenet v2: Practical

guidelines for efficient cnn architecture design. In European Conference on Computer

Vision, pages 116–131, 2018.

[150] Terrance DeVries and Graham W Taylor. Improved regularization of convolutional neural

networks with cutout. arXiv e-print, 2017.

[151] Gustav Larsson, Michael Maire, and Gregory Shakhnarovich. Fractalnet: Ultra-deep neu-

ral networks without residuals. 2017.

[152] Priya Goyal, Piotr Dollár, Ross Girshick, Pieter Noordhuis, Lukasz Wesolowski, Aapo

Kyrola, Andrew Tulloch, Yangqing Jia, and Kaiming He. Accurate, large minibatch sgd:

Training imagenet in 1 hour. arXiv e-print, 2017.

[153] Liang-Chieh Chen, George Papandreou, Florian Schroff, and Hartwig Adam. Rethinking

atrous convolution for semantic image segmentation. arXiv e-print, 2017.



126 Bibliography

[154] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ra-

manan, Piotr Dollár, and C Lawrence Zitnick. Microsoft coco: Common objects in con-

text. In European Conference on Computer Vision, pages 740–755. Springer, 2014.

[155] Xiaolong Wang, Ross Girshick, Abhinav Gupta, and Kaiming He. Non-local neural net-

works. In IEEE Conference on Computer Vision and Pattern Recognition, pages 7794–

7803, 2018.

[156] Yue Cao, Jiarui Xu, Stephen Lin, Fangyun Wei, and Han Hu. Gcnet: Non-local networks

meet squeeze-excitation networks and beyond. arXiv e-print, 2019.

[157] Jie Hu, Li Shen, Samuel Albanie, Gang Sun, and Andrea Vedaldi. Gather-excite: Exploit-

ing feature context in convolutional neural networks. In Advances in Neural Information

Processing Systems, pages 9401–9411, 2018.

[158] Changlin Li, Jiefeng Peng, Liuchun Yuan, Guangrun Wang, Xiaodan Liang, Liang Lin,

and Xiaojun Chang. Block-wisely supervised neural architecture search with knowledge

distillation. In IEEE Conference on Computer Vision and Pattern Recognition, pages

1989–1998, 2020.

[159] Dongyoon Han, Jiwhan Kim, and Junmo Kim. Deep pyramidal residual networks. In

IEEE Conference on Computer Vision and Pattern Recognition, pages 5927–5935, 2017.


