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Abstract: Accurate state of charge estimation is essential to improve operation safety and service life of lithium-

ion batteries. This paper proposes a synthetic state of charge estimation method for lithium-ion batteries based on 

long short-term memory network modeling and adaptive H-infinity filter. Firstly, the long short-term memory 

network is exploited to roughly estimate state of charge with the input of voltage, current, operating temperature 

and state of health. Then, to mitigate the output fluctuation and improve the estimation robustness of long short-

term memory network, the adaptive H-infinity filter is employed to flatten the estimation results and further 

improve the estimation accuracy. A main advantage of the proposed synthetic method lies in that precise battery 

modeling and burdensome model parameter identification tasks that are imperative in traditional observers or 

filters can be omitted, thus improving the application efficiency of the proposed algorithm. The proposed method 

is verified effective on two types of lithium-ion batteries under dynamic working scenarios including the varying 

temperature and aged conditions. The experimental results highlight that the estimation error of state of charge 

can be restricted within 2.1% in wide temperature range and different aging states, manifesting its high-precision 

estimation capacity and strong robustness. 
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I. INTRODUCTION 

To alleviate energy crisis, greenhouse gas emission as well as environmental pollution, massive efforts have 

been made through emergent enabling technologies, such as transportation electrification [1]. Electric vehicles 
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(EVs), as one of the representative solutions, have attracted substantial attention due to the prosperous 

development of energy storage technologies [2]. Currently, lithium-ion batteries (LIBs), as a mainstream energy 

storage media, have been widely deployed in EVs thanks to their high energy/power density, wide operating 

temperature capacity and long lifespan [3]. Consequently, high-efficiency management/control of LIBs, usually 

attained by the so-called battery management system (BMS), is of great significance to improve operation safety 

of batteries, extend their lifespan, and furthermore optimize energy economy of EVs. Among all the management 

tasks, one critical job is to estimate the battery state of charge (SOC), which represents the ratio of the remaining 

capacity over the nominal capacity [4]. The estimation accuracy of SOC can directly affect other functions of BMS, 

including state of health (SOH), thermal management, balance activities and charge control [5]. In addition, 

accurate SOC estimation can supply important reference for operating efficiency promotion of vehicle powertrain 

[6]. As SOC cannot be directly measured from external measures, but can only be estimated indirectly according 

to the hidden relationship between SOC and physical quantities such as voltage, current and temperature [7]. 

Actually, SOC can be easily influenced by different factors like aging, ambient temperature and charge/discharge 

efficiency, leading to certain difficulties for high-quality estimation [8].  

Currently, a large number of advanced methods have emerged for accurate SOC estimation, such as Ampere 

hour (Ah) integration method [9], open circuit voltage (OCV) based methods [10], electrochemical impedance 

methods [11], model based filtering methods [12] and data-driven methods [13]. The Ah integration method is 

simple and easy to implement. Nonetheless, it highly depends on the precise knowledge of initial SOC and rated 

capacity as well as the accuracy of current sensor/transducer [14], and the accumulation of sensor error may raise 

aggravated difference from actual values [15]. The OCV based method is widely accepted as an offline SOC 

estimation strategy, and the basic principle is to establish a OCV-SOC mapping table according to the nonlinear 

relationship between SOC and OCV [16]. However, accurate OCV value can be obtained only after shelving the 

battery for quite long time [17], making it difficult to implement in practice [18]. The electrochemical impedance 

based method can estimate SOC via measuring the internal impedance of batteries; which, however, is highly 

affected by the external environment, and is difficult to measure online but more suitable for offline calibration 

[19]. Model based filtering methods usually establish observation models to bridge the implicit SOC with the 

measured current, voltage and other related variables; and on this basis, the SOC estimation is conducted by 
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different filter/observer algorithms [20], involving Kalman filter (KF), extended KF (EKF) [21], unscented particle 

filter (UPF) [22], H-infinity filter (HIF) [23], adaptive unscented KF (AUKF) [24], etc. Among them, HIF can 

circumscribe the noise interference within a limited H-infinity norm of the state estimation error, thus efficiently 

mitigating the opposite influence due to the model uncertainty and improving the robustness of estimation. 

However, in existing solutions to SOC estimation, traditional HIF and adaptive HIF (AHIF) are mainly based on 

equivalent circuit model (ECM). For instance, Ref. [25] exploits a multi-scale dual HIF to estimate battery SOC 

and capacity simultaneously based on the ECM. To attain the SOC estimation, an indispensable task is that the 

parameters of ECM need to be identified in advance by various algorithms such as genetic algorithm (GA) and 

least square methods. However, the influences of temperature, current, voltage and degradation on SOC are 

difficult to be incorporated in a fixed ECM, and imprecise parameters will certainly lead to unreliable modeling 

performance and also be unfavorable for SOC estimation [26]. To cope with it, data-driven methods began to 

attract substantial attention, as they do not need the detailed knowledge in terms of complicated electrochemical 

reactions inside of battery, but merely learn the latent nonlinear relationship among SOC and external measures 

[27]. Typical data-driven algorithms include support vector machine (SVM) [28] and neural network (NN) [29]. 

In [30], radial basis function (RBF) NN applies a hidden layer with RBF units to analyze the relationships between 

the input sequence (terminal voltage, current and actual capacity) and target values (SOC). According to the Ah 

integration method, one can know that the SOC estimation is essentially a time series forecasting problem; whereas 

the traditional data-driven algorithms assume that all the inputs and outputs are independent of time sequence and 

cannot effectively estimate SOC according to the historical information; therefore, the estimation accuracy of these 

methods cannot be guaranteed all the time, especially under the varying temperature and aged conditions. With 

the development of NN, recurrent NN (RNN) has become one of the most promising solutions for SOC estimation 

due to its strong capacity of dealing with historical operation data and time series information. In [31], battery’s 

voltage, current and ambient temperature variation are imported to estimate battery’s SOC based on the trained 

RNN model, and the results highlight that RNN features better SOC estimation capability than classical multilayer 

perception models. However, conventional RNNs usually face with gradient explosion and gradient vanishing 

during back propagation, and thus they usually cannot capture long-term dependence. To tackle this drawback, 

Ref. [32] proposes long short-term memory (LSTM) network evolved from RNN to capture the long-term 
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dependencies through its specific gate structure. Moreover, compared with RNN, LSTM network shows higher 

nonlinear modeling capability and more accurate prediction performance in processing time sequential data, such 

as SOC estimation. In [33], the LSTM is successfully applied to raise the high-quality estimation of SOC. 

Nevertheless, the LSTM based method shows the following two shortcomings. Firstly, the selection of hyper-

parameters highly depends on experience and iterative optimization, making it quite challenging to find the optimal 

values. Secondly, the LSTM method cannot mitigate the influence of measurement noise on SOC estimation due 

to its weak robustness, resulting in obvious fluctuation of estimation results once the non-negligible noises emerge. 

Actually, both drawbacks also exist in conventional NN based methods. To overcome them, fusion algorithms 

incorporating NN and filtering methods are developed for more accurate and reliable SOC estimation [34]. Ref. 

[35] integrates the feedforward NN and UKF to estimate SOC with the desired estimation accuracy at different 

temperatures. Nonetheless, the generalization ability on other batteries still needs to be investigated and validated.  

In light of these concerns, a novel synthetic SOC estimation method is presented based on LSTM and AHIF. 

Firstly, the LSTM network is designed to mimic the sophisticated dynamic characteristics of two types of lithium-

ion batteries and predict the SOC on account of the acquired voltage, current, temperature and SOH variations. 

Then, the AHIF, which is robust to parameter uncertainty and modeling error, is employed to smooth the SOC 

obtained through LSTM and improve the robustness of LSTM network output [3]. Compared with the traditional 

model based filtering methods and the LSTM with the conventional HIF (LSTM-HIF for short) method, the 

proposed method exhibits better estimation accuracy and faster convergence speed when encountered with 

incorrect initial SOC values. Additionally, the validation results highlight that the proposed method does not need 

to build a precise battery model or determine the model parameters with effort, and thus the time-consuming and 

cumbersome model identification process can be effectively alleviated. The main contributions of this paper can 

be summarized into the following two aspects:  

1) A synthetic SOC estimation algorithm is developed based on the LSTM and AHIF. Compared with other 

fusion methods, the proposed method improves the estimation accuracy and robustness while maintaining the 

reasonable simplicity. In addition, the model features strong generalization and universality for two different types 

of batteries, of which the positive electrode materials are respectively lithium iron phosphate (LFP) and lithium 

nickel cobalt manganese (NCM).  
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2) The proposed method can estimate SOC with high precision under wide temperature range and different 

aging state. Moreover, the short estimation time of each step (less than 1 ms) is verified suitable for real-time 

application. 

The remainder of this paper is organized as follows: Section II introduces the LSTM network used for SOC 

estimation. Section III details the AHIF and the synthetic estimation process based on LSTM network and AHIF. 

Section IV presents the results and discussions of the proposed method. Finally, the brief conclusions are 

summarized in Section V. 

II. LSTM NETWORK BASED SOC ESTIMATION 

A. Introduction of LSTM Network 

RNN is developed based on the Hopfield NN [36], and has been widely applied in various tasks such as 

natural language processing, time series forecasting and system modeling [37]. The key feature of RNN is that the 

nodes of hidden layers are connected with each other. By this manner, the temporal correlation of the input signal 

can be learned, and the influence of historical sequence information on current output can be fully considered. In 

theory, RNN can model time series data with any length; whereas in practice, it is difficult to capture long-term 

temporal dependency, as RNN can easily face with gradient vanishing and gradient explosion in the process of 

adjusting the node/unit parameters via the back propagation through time (BPTT) algorithm, especially when the 

model depth increases.  

LSTM network is an extended format of RNN. Compared with typical RNNs, LSTM network adds different 

gates to control the flow of information. Fig. 1 (a) shows the structure of LSTM unit, which includes a forget gate, 

an input gate, an output gate and different input-output connections controlled by these gates. The three gate units 

constitute the core part of the LSTM network, and ensure that the LSTM unit can store and update information. 

The forgetting gate is responsible for deleting the state information in the LSTM unit; the input gate selects the 

useful input information and transmits it to the memory unit; and the output gate controls how much information 

calculated in the memory unit will be delivered to the output. 
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Fig. 1. LSTM topology. (a) Structure of LSTM unit; (b) Structure of LSTM network. 

The calculation process at time k  for the forward pass of in LSTM unit can be detailed, as: 

 1( [ , ] )k f k k ff w h x b −=  +  (1) 

 1( [ , ] )k c k k cc tanh w h x b−
 =  +  (2) 

 1( [ , ] )k i k k ii w h x b −=  +  (3) 

 1k k k k kc f c i c−
=  +   (4) 

 1( [ , ] )k o k k oo w h x b −=  +  (5) 

 ( )k k kh o tanh c=   (6) 

where kx  and kh  denote the input and output of the LSTM unit at time k ; kf , ki , kc  and ko  represent the forget 

gate, input gate, memory cell and output gate, respectively; w  and b  indicate the weight matrix and bias 

parameters to be learned during the training process; kc  is the intermediate variable; ( )  and tanh( )  are the 

sigmoid and hyperbolic tangent activation functions, as: 

 
1

( )
1 x

x
e


−

=
+

 (7) 

 ( )
x x

x x

e e
tanh x

e e

−

−

−
=

+
 (8) 

The output value of the sigmoid activation function is restricted within 0 and 1, and the output value of the 

hyperbolic tangent activation function is located between -1 and 1. Therefore, the inputs should be normalized to 

[-1, 1], which can improve the training efficiency and robustness of the LSTM network, as: 
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where minx  and maxx  denote the minimum and maximum values in the input vector x .  

B. LSTM Network for SOC Estimation 

Fig. 1 (b) shows the SOC estimation model with one LSTM hidden layer, wherein the influence of dynamic 

operating conditions, temperature and capacity degradation on SOC estimation are fully taken into consideration. 

The model input includes voltage, current, temperature and SOH; that is, [    ]k k kk kx V I T SOH= . In addition, a full 

connection layer and an output layer are connected behind the hidden layer. As one of the most important 

components in NN, activation function plays a critical role in learning process [38], and mainly accounts for 

mapping the relationship between the input and output of neurons. The activation function can be divided into two 

types: linear activation function and nonlinear activation function. Compared with nonlinear activation function, 

linear activation function features the advantages of simpler structure and faster learning speed [39]. Since this 

study mainly focuses on the regression problem, and the full connection layer and the output layer do not need to 

deal with complex activation functions for nonlinear processing, the linear activation function is chosen as the 

activation function. Then, the estimated kSOC  can be attained, as: 

 
)(

)(

k g k g

k y k y

g V

S

h

OC

f b

f V g b





= +

= +
 (10) 

where kg  represents the output of the full connection layer, ( )f  refers to the linear activation function, gV  and 

gb  respectively denote the weight matrix and bias parameters of the fully connected layer, yV  and yb  mean the 

weight matrix and bias parameters of the output layer. During the training process, the mean square error (MSE) 

is considered as the loss function of LSTM: 

 * 2

1

1
( )

K

k k

k

MSE SOC SOC
K =

= −  (11) 

In addition, three different error functions, including root mean square error (RMSE), maximum absolute error 

(MAX) and mean absolute error (MAE), are hired to evaluate the SOC estimation performance of LSTM network, 

as: 
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 (12) 

where K  is the length of the time series, 
*
kSOC  represent the reference SOC value at time step k . In this paper, 

the adaptive momentum estimation (Adam) algorithm is applied to optimize the gradient, thanks to the advantage 

combination of AdaGrad and RMSProp algorithm and the capability of adaptive learning rate calculation for 

different parameters with less storage requirements [40]. In addition, overfitting during the training process often 

emerges [41]. n order to avoid its occurrence and enhance the generalization ability of the model, the dropout 

technique is leveraged between the LSTM hidden layer and the fully connected layer [42]. The main manner is to 

randomly set the output of some neurons to zero during training. While during the testing process, the dropout 

technology is not executed, and thus it will not affect the output of neurons [43]. The optimal dropout rate in this 

study is set as 0.2 through iterative optimization.  

In the next step, the proposed AHIF algorithm will be addressed and applied for SOC estimation. 

III. ADAPTIVE H-INFINITY FILTERING APPLICATION FOR SOC ESTIMATION 

This section firstly introduces the working principle of AHIF, and then introduces the detailed process of 

estimating SOC based on the proposed synthetic algorithm.  

A. Adaptive H-Infinity Filter 

KF provides optimal state estimation by pursuing the minimum mean square error as the optimal estimation 

criterion [44], and requires accurate system models and statistical information of external interference signals 

beforehand. However, the statistical characteristics of noise and accurate system model are difficult to attain in 

practice, thus undoubtedly deteriorating the estimation accuracy. In this context, HIF is developed to cope with 

model uncertainty and external disturbance uncertainty of the system. Compared with KF, HIF does not entail 

noise statistics information in advance [45]. However, in HIF algorithms, it is assumed that the process and 

measurement noise covariance are constant; however, during SOC estimation, the noise covariance may vary with 

battery internal and surrounding operation conditions. Thus, to improve the performance of LSTM network, AHIF, 
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which can adjust the noise covariance dynamically, is employed to predict the SOC in this study. A standard linear 

time-varying discrete system can be formulated, as:  

 

1k k k k k k

k k k k k k

k k k

X A X B U

Y C X D U

Z L X





+ = + +


= + +
 =

 (13) 

where kX , kY  and kZ  represent the state variable, the measurement variable with noise and the linear 

combination of estimation state; kA  and kB  mean the state transition matrix and control input matrix; kC  and kD  

represent the measurement matrix and control output matrix; kL  is the user-defined matrix, which is set to unit 

matrix in this study; k  denotes the system noise; and k  indicates the measurement noise. The cost function of 

AHIF can be presented, as: 
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 (14) 

where 0X  and 0X̂  represent the initial value and initial set value of state quantity; 0P , kQ , kR  and kS  are 

positive definite matrices. In fact, J  is difficult to be minimized directly; and to tackle it, a certain boundary   is 

proposed to assist in searching for the suboptimal value, that is: 

 
1

J


  (15) 

Combining (14) and (15), an updated cost function can be reformulated, as: 

 ( )1 1
1

0

1 12 2 2 2

0 0

0 0

1 1ˆ ˆ 0
k k

k

K K

k k k kQ RP S
k k

J X Z ZX  
 

− −
−

− −

= =

= − − + − − +    (16) 

since kZ  is a linear representation of kX , now solving the optimization value of kZ  turns into finding the proper 

kX  that minimizes J . The recursive calculation procedure of AHIF is detailed as follows: 

Step 1. Initialization 

Set the initial value of 0X , 0Q , 0R , N ,   and calculate the initial mean 
+
0X̂  and covariance 

+
0P , as: 
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where X  presents the state variable; Q  denotes the system noise covariance; R  means the measurement noise 

covariance; and N  is the window size for covariance matching. 

Step 2. Time update 

1) Calculate the prior estimate of state: 

 1 1 1 1
ˆ ˆ

k k k k kX A X B U− +
− − − −= +  (18) 

2) Calculate the prior estimate of error covariance: 

 1 1 1 1
T

k k k k kP A P A Q− +
− − − −= +  (19) 

3) Calculate the symmetric positive definite matrix update: 

 
T

k k k kS L S L=  (20) 

Step 3. Measurement update 

1) Condition judgment: 

 
1 1( ) 0T

k k k k kP S C R C− − −− +   (21) 

2) Innovation update: 

 ˆ
k kk k k ke Y C X D U− −= −  (22) 

3) Adaptive estimation of measurement noise matrix calculation: 

 
1

1ˆ ˆ ˆ,
k

T T
k i i k k k k k

i k N

M e e R M C
N

P C−

= − +

= = −  (23) 

4) Gain matrix update: 

 
1 1 1( )T T

k k k k k k k k k k kG A P I S P C R C P C R− − − − − −= − +  (24) 

5) Adaptive estimation of system noise matrix calculation: 

 ˆ ˆ T
k k k kQ K M G=  (25) 

6) Measurement update of state estimate: 

 ˆ ˆ
k k k kX X G e+ −= +  (26) 
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7) Measurement update of error covariance: 

 
1 1( )T

k k k k k k k kP P I S P C R C P+ − − − − −= − +  (27) 

where I  represents the identity matrix. After presenting the principle of AHIF, the synthetic method for SOC 

estimation will be elaborated. 

B. Synthetic SOC Estimation Method 

The schematic of the proposed synthetic SOC estimation method based on LSTM and AHIF is depicted in 

Fig. 2. The whole process is mainly divided into four parts: data measurement, data processing, model training 

and test as well as filtering application. Firstly, the dynamic operation data are acquired. Then, the test data are 

processed and divided into two categories, i.e., training dataset and test dataset. Then, the LSTM is employed to 

excavate the veiled dependence between the measurement and SOC according to the training data, and then the 

trained model is applied to predict the rough SOC. Finally, to make the estimation results smoother and more 

reliable, the AHIF is implemented to further filter the output of LSTM. 
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Fig. 2. The SOC estimation framework incorporating LSTM network and AHIF. 

In the AHIF algorithm, the state function is based on the Ah integration method, and the LSTM model is 

chosen as the measurement function. The main task of AHIF is to eliminate the noise in the LSTM and renovate 

the SOC. The state and measurement functions can be formulated as: 
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where kSOC  and ,L kSOC  denote the output values by the Ah integration method and LSTM model at time step 

k , respectively; k  represents the coulomb efficiency; I  indicates the current, which is positive for charging and 

negative for discharging; Δt  means the sampling time interval; Ca  is the battery rated discharge capacity. 

Accordingly, the parameters of (13) can be determined, as: 

,

/ 3600 ;

k

k

k

k k

k L k

X SOC

t Ca

Y S C

U I

B

O






=


=


=





=

          (29)  

In addition, A  and C  are the identity matrix, and D  is the zero matrix. Moreover, the battery capacity highly 

depends on environment temperature and aging state. For easier calculation, a five-order polynomial equation, as 

shown in (30), is employed to fit the relationship between the maximum discharge capacity and temperature, and 

the measured and fitted results are plotted in Fig. 3. The maximum discharge capacity at different temperature is 

obtained by the calibration test. According to the specifications, the test is conducted during -10 ℃ to 50 ℃ with 

the interval of 10 ℃. In each test, the experimental procedures are briefly described as follows. Firstly, a constant 

current (CC) charging strategy with the current of 0.5C is conducted, and when the voltage reaches 4.2 V, the 

constant voltage (CV) charging strategy is activated until the current decreases to 0.02C. After shelving for 2 hours, 

the battery is discharged with 1C current, until the voltage drops to 2.75 V. The above steps are repeated for three 

times, and the average capacity value is considered as the real maximum capacity at the current temperature. 

 
09 5 07 4 05 3 2( ) 2.667 10 4.258 10 2.555 10 0.00094 0.03448 3.34011nQ T T T T T T− − −=  −  +  − + +  (30) 

where T  denotes the battery temperature. Note that for ease of calculation, it is assumed that the capacity of the 

aged battery is known in advance due to the enabling SOH prediction techniques [46, 47]. 
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Fig. 3. The initial capacity at different temperatures. 

In the following section, the estimation performance of the proposed method will be examined based on a 

series of experimental validations. 

IV. RESULTS AND DISCUSSIONS 

In this section, four critical hyper-parameters of the LSTM network are firstly determined, and then the data 

of LFP batteries and NCM batteries under different operating temperatures are exerted to examine the performance 

and generalization ability of the proposed method. Next, by comparing with different methods, the robustness and 

convergence ability of the proposed method under incorrect initial SOC are further validated. Finally, the 

feasibility of the proposed method on aged batteries is verified. 

A. Hyper-Parameter Selection 

The test target in this and next part is the LFP batteries with the same SOH (100%), of which the cut-off 

voltage is 2/3.6 V, and the rated capacity is 2.3 Ah. To collect sufficient data for model training and testing of the 

LSTM network, two dynamic testing profiles including federal urban driving schedule (FUDS) and dynamic stress 

test (DST) under different temperatures are performed, and the sampling interval is set to 1 s in this study. The 

FUDS cycle imitates urban driving conditions, while DST accounts for a variety of current steps with different 

lengths and amplitudes [48]. Fig. 4 shows the current and voltage of FUDS and DST test. The batteries are 

repeatedly experimented at -10 ℃ to 50 ℃ with 10 ℃ as an increase interval and at room temperature (27 ℃), 

respectively. 
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                                             (a)                                                                                                       (b) 

               
                                              (c)                                                                                                     (d) 

Fig. 4. Current and temperature change of training data and test data. (a) Training data; (b) Test data; (c) Current profiles 

of DST; (d) Measured voltage of DST. 

The performance of LSTM network on SOC estimation is significantly affected by four key hyper-parameters 

including the hidden node, hidden LSTM layer, batch size and training epoch. However, the search space of the 

hyper-parameters increases exponentially with the increase of hidden nodes and layers [29], making it challenging 

and time-consuming to find the proper hyper-parameters. To trade off model accuracy and computational 

efficiency, this study starts to search the hyper-parameters of LSTM network in a small range through the stepwise 

search method [49]. By this manner, precise battery modeling and burdensome model parameter identification 

tasks that are imperative in traditional observers or filters can be omitted, thus improving the model training and 

application efficiency. For LFP batteries, the training data of LSTM are collected at -10 ℃, 0 ℃, 10 ℃, 20 ℃, 

30 ℃, 40 ℃ and 50 ℃ under the FUDS experiment. The data collected from the DST test at 27 ℃ are implemented 

to evaluate the model performance.  

The first hyper-parameter waiting to be determined is the number of nodes in the hidden layer of LSTM. 

Table I shows the test results in terms of RMSE, MAX and MAE with the nodes number varying within [8, 20, 

30, 36, 40, 50, 60]. It can be clearly observed that more nodes can achieve better estimation accuracy. When 36 

nodes are offered, 29%, 27% and 32% reduction in RMSE, MAX and MAE error can be attained, compared with 
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those by 8 nodes. However, increasing the node number from 36 to 60 will lead to the increase in RMSE, MAX 

and MAE due to over-fitting. To balance all the criteria, 36 hidden nodes are preferred in this study.  

Next, four networks with different hidden layers are constructed according to the number of hidden nodes 

determined above, and then the hidden layer number is selected according to their performance. The details of 

these four networks and their prediction results are listed in Table II. Although the total numbers of hidden nodes 

in the four networks remain the same, the RMSE, MAX and MAE of networks 2 to 4 show an increasing trend, 

compared with those by network 1. The reason can be explained as follows. Since there are only a few input 

variables in the network, over complex network structures with more hidden layers will also lead to over-learning 

and over-fitting. In other words, we can conclude that one hidden layer is enough to estimate SOC.  

Table I. Results of SOC estimation with different numbers of hidden node. 

Hidden nodes 8 20 30 36 40 50 60 

RMSE (%) 3.98 3.97 3.56 2.83 3.96 4.13 4.77 

MAX (%) 18.63 17.83 16.34 13.65 16.51 20.02 20.48 

MAE (%) 3.11 2.93 2.48 2.12 2.81 2.82 3.33 

Table II. Results of SOC estimation with different numbers of LSTM hidden layers. 

Network Hidden layers Hidden nodes RMSE (%) MAX (%) MAE (%) 

1 1 36 2.83 13.65 2.12 

2 2 18-18 3.33 17.73 2.24 

3 3 12-12-12 4.15 17.9 2.99 

4 4 9-9-9-9 3.75 20.94 2.45 

The third critical hyper-parameter is the batch size (BS), which determines the number of training data in a 

single batch and decides the direction of gradient descent. Since the dataset used in this paper is relatively large, 

the small batch gradient descent method is herein adopted to improve the performance of LSTM model [50]. To 

choose an appropriate BS value, the research scope of BS is [8, 16, 32, 64, 128, 256, 512, 1024], and the 

corresponding RMSE, MAX and MAE are tabulated in Table III. As can be found, when BS equals 128, the RMSE 

and MAX reach the minimum value 2.83% and 13.65%, while MAE reaches 2.12%, which is slightly higher than 

the minimum value (2%), meeting the practical requirements. As such, the BS is set to 128 after performance 

evaluation. 

Finally, the number of training epochs is determined. Table IV shows the results of training time, RMSE, 

MAE and MAX with different epochs. It is apparent that the training time increases with the increase of training 
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epochs, while the variation trend of RMSE, MAE and MAX are different. When the epoch is 100, although the 

RMSE and MAE both reach the minimum value, the MAX exceeds 20%, and the training time is about 73.82 

minutes. The MAX reaches the minimum value when the epoch is 50, and in this case the RMSE and MAE values 

are slightly higher than the minimum value, whereas the training time is only about one third of that when the 

epoch is 100. Given the trade-off between test precision and training time, 50 is a preferable choice, and as such 

the number of training epoch is determined. 

By means of the above four steps, a well-tuned LSTM model, including one hidden layer, 36 hidden nodes, 

128 BS and 50 training epochs, is determined and then applied to estimate SOC. The optimized LSTM network 

cannot only attain the satisfactory estimation accuracy, but also show high computational efficiency. The training 

time on a laptop computer with i5-10210U CPU is less than 25 minutes, and the average calculation time for each 

step is 0.064 ms, meeting the real-time application requirement of the proposed algorithm. 

Table III. Results of SOC estimation with different numbers of batch size. 

Batch size 8 16 32 64 128 256 512 1024 

RMSE (%) 3.03 3.24 3.8 3.41 2.83 4.43 4.53 6.26 

MAX (%) 30.05 26.51 18 17.5 13.65 15.16 23.53 27.23 

MAE (%) 2 2.32 2.66 2.38 2.12 3.42 3.34 4.69 

Table IV. Results of SOC estimation with different numbers of epoch. 

Epoch 5 10 25 40 50 60 70 80 90 100 

Training time (min) 2.07 4.13 10.22 16.28 24.8 27.73 28.94 37.77 59.33 73.82 

RMSE (%) 5.46 4.89 4.57 3.65 2.83 3.08 3.83 3.87 3.09 2.64 

MAX (%) 24.92 23.5 21.97 13.67 13.65 14.89 18.91 15.65 14.98 21.58 

MAE (%) 4.2 3.59 3.42 2.96 2.12 2.28 2.86 2.77 2.18 1.81 

B. SOC Estimation at Different Temperature 

Temperature is one of the main factors affecting the estimation precision of SOC, and accurate and reliable 

SOC estimation in a wide temperature range is critical for efficient operation of LIBs in EVs. The performance of 

the LSTM model is evaluated by the DST data at -10 ℃, 0 ℃, 10 ℃, 20 ℃, 30 ℃, 40 ℃, 50 ℃ and 27 ℃, 

respectively. Note that 27 ℃ experimental data are not included in the training. Fig. 5 displays the prediction 

results of SOC and the corresponding estimation error at -10 ℃ (low temperature), 27 ℃ and 50 ℃ (high 

temperature), respectively. Moreover, the single LSTM model without AHIF is also applied to estimate SOC for 

performance evaluation.  
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The results manifest that the performance of single-LSTM method at -10 ℃ is unsatisfactory, and the main 

reason lies in the sharp increase of polarization when the battery works at low temperature. At other temperatures, 

the single-LSTM method can track the variation of SOC efficiently, and the RMSE and MAE are less than 4% 

and 3.1%, respectively. However, the MAX is higher than 10% in most cases (except 40 ℃ experiment), indicating 

that the results are not stable and fluctuate dramatically. As can be seen from Fig. 5, large estimation deviation 

emerges when SOC varies in the range of 30% to 80%. This is mainly caused by the flat voltage plateau existing 

in the discharge voltage curve of LFP batteries, and small voltage error or noise can lead to large SOC estimation 

deviation. In addition, due to polarization, larger estimation error also occurs in low SOC area. In short, although 

the single-LSTM method highlights acceptable generalization ability for different driving cycles and temperatures, 

the estimated results cannot meet the requirements of practical applications, and therefore it still needs to be 

improved. Fig. 5 shows the results by the proposed synthetic method. As can be found, the filtered SOC curve can 

accurately and stably track the reference curve in the full range at low and high temperatures. Moreover, the 

problems of large SOC estimation error appearing in low SOC and voltage platform area can also be properly 

tackled. Table V compares the prediction results of the single-LSTM method and the proposed synthetic method 

at different temperatures. It can be found that the proposed method can lead to remarkable reduction of RMSE, 

MAX and MAE. To be specific, the RMSE is reduced from 7.52% to 1.09% at -10 °C, from 2.83% to 0.22% at 

27 °C and from 2.83% to 0.73% at 50 °C; and in particular, the MAX is dramatically lowered from 30.50% to 1.3% 

at -10 °C, from 13.65% to 0.89% at 27 °C and from 10.73% to 1.15% at 50 °C. Similar decrements also happen 

to the MAE. To sum up, the RMSE, MAX and MAE are all restricted within 2% after applying the AHIF, revealing 

that the proposed estimation framework can well adapt to wide temperature conditions with reliable and 

satisfactory prediction accuracy.  

         
                                                 (a)                                                                                                  (b) 
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                                                (c)                                                                                                    (d) 

         
     (e)                                                                                                    (f) 

Fig. 5. SOC estimation results at different temperatures. (a) SOC result at -10 ℃ and (b) SOC error at -10 ℃; (c) SOC 

result at 27 ℃; (d) SOC error at 27 ℃; (e) SOC result at 50 ℃; (f) SOC error at 50 ℃. 

Table V. Evaluation results of different temperatures. 

Temperature 

(℃) 

RMSE (%) MAX (%) MAE (%) 

LSTM LSTM-AHIF LSTM LSTM-AHIF LSTM LSTM-AHIF 

-10 7.52 1.09 30.50 1.30 5.84 1.08 

0 3.62 0.52 13.61 1.33 2.84 0.51 

10 3.36 0.37 17.03 1.26 2.57 0.31 

20 3.91 0.47 18.42 2 3.08 0.35 

27 2.83 0.22 13.65 0.89 2.12 0.21 

30 2.89 0.77 13.14 1.54 2.32 0.72 

40 3.14 1.26 8.57 1.92 2.36 1.18 

50 2.83 0.73 10.73 1.15 2.13 0.71 

C. SOC Estimation under Dynamic Time-Varying Temperature Conditions 

To explore the generalization of the proposed method, another type of batteries, i.e., NCM battery, is 

experimented to validate the SOC estimation performance in this part. It is worth mentioning that the hyper-

parameters of LSTM network remain the same as before. In the battery testing process, the NCM batteries with 

the rated capacity of 4 Ah are fully charged with the CC-CV scheme, followed by the rest for 2 hours; then the 

battery is discharged under dynamic working conditions until the voltage dropped to the cut-off voltage of 2.75 V. 

It is worth noting that under varying temperature conditions, the maximum capacity at current temperature is firstly 

obtained through the interpolation between the maximum discharge capacity and temperature, as expressed in (30), 

and then the reference SOC is calculated according to the Ah integration method. 
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It can be found from previous discussions that the proposed method raises satisfactory estimation 

performance when validated under constant operation temperatures. However, in practice, it is almost impossible 

for batteries to work at a constant temperature. Hence, the dynamic temperature experiment needs to be performed 

to further verify the generalization and robustness of the proposed method. Since the type of test battery is different, 

the LSTM model needs to be retrained, and the training data are re-selected. The training dataset of NCM batteries 

is derived from the DST and urban dynamometer driving schedule (UDDS) cycle, and the current profile, 

temperature variation and SOH are shown in Fig. 6 (a). The test data are mainly obtained through the FUDS 

experiment under four time-varying temperature conditions, as sketched in Fig. 6 (b). Obviously, the temperature 

variation of the training dataset and the test dataset is distinctly different. The estimation is conducted under four 

datasets, namely data 1, data 2, data 3 and data 4; and the results are shown in Fig. 6 (c) to (j). The data 1 mainly 

simulates the battery’s operation in the high temperature ranging from 31 ℃ to 50 ℃; the data 2 accounts for the 

temperature decreases from high temperature (40 ℃) and low temperature (17 ℃); and the main purpose of data 

3 and 4 are to validate the performance under varying conditions changing from low temperature (9 ℃) to high 

temperature (52 ℃) and from high temperature (52 ℃) to low temperature (12 ℃).  

 
(a)                                                                                                  (b) 

 
(c)                                                                                                  (d) 
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(e)                                                                                                  (f) 

 
(g)                                                                                                  (h) 

 
(i)                                                                                                  (j) 

Fig. 6. SOC estimation results under time-varying temperature. (a) Current, temperature and SOH variation of training 

dataset; (b) Temperature variation of test dataset; (c), (e), (g) and (i) SOC estimation result of data 1, 2, 3 and 4; (d), (f), (h) 

and (j) SOC estimation error of data 1, 2, 3 and 4. 

As can be found from Fig. 6 (c) to (j), although the single-LSTM method can track the reference SOC curve, 

obvious fluctuations still exist, especially when SOC is lower than 40%. Instead, the proposed method can 

effectively improve the SOC estimation accuracy, and the variation curve can track the reference value smoothly 

and accurately. Table VI detailed all the criteria of the single-LSTM and the proposed method in all validations. 

It can be found that the RMSE, MAX and MAE by the single-LSTM method can be controlled within 3.25%, 

7.67% and 2.93%, respectively. While the RMSE by the proposed method is less than 0.63%, much less than that 

by single-LSTM method; and the MAX and MAE by the proposed method are lower than 1% and 0.57%, 

indicating that the proposed method highlights strong robustness against different battery types and superior 

estimation accuracy under dynamic time-varying temperature conditions.  
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Table VI. Evaluation results of dynamic time-varying temperature. 

Dataset 
RMSE (%) MAX (%) MAE (%) 

LSTM LSTM-AHIF LSTM LSTM-AHIF LSTM LSTM-AHIF 

Data 1 1.2 0.36 5.39 0.68 0.98 0.3 

Data 2 3.25 0.63 7.43 1 2.93 0.57 

Data 3 1.6 0.4 7.67 0.55 1.25 0.39 

Data 4 1.46 0.43 6.89 0.69 1.13 0.4 

D. SOC Estimation with Different Methods 

To further evaluate the performance of the proposed method, two mainstream SOC estimation methods, i.e., 

EKF and AEKF are applied based on the first-order equivalent circuit model (ECM), and both algorithms are 

hereinafter referred to as ECM-EKF and ECM-AEKF. GA is employed to identify the model parameters of 

lithium-ion batteries. In addition, the LSTM-HIF method is also employed. The UDDS data collected at 20 ℃ are 

regarded as the test target, and currently the battery SOH is 100%. Furthermore, inaccurate initial SOC is imposed 

to evaluate the convergence performance of different methods. The actual initial SOC value is 100%, and the 

initial value in the estimation algorithm is mistakenly set to 80%, 60%, 40% and 20%. The convergence time, 

RMSE and MAE are taken as the evaluation indexes.  

Fig. 7 depicts the SOC estimation results and error when the initial SOC value is incorrectly set to 40%. As 

can be observed, all the methods enable the SOC to compensate the large initial difference and converge to the 

true value. Table VII provides the statistical results in terms of the convergence speed, RMSE and MAE of 

different methods with different initial SOC values. Obviously, the proposed method and LSTM-HIF method lead 

to better convergence performance, and under all cases, the convergence time is restricted within 12 s. By contrast, 

the convergence time by the EKF and AEKF algorithms rises greatly with the increase of initial SOC error, even 

reaching 441 s, which is nearly 40 times than that by the proposed method under the same settings. It can also be 

found that the proposed method raises the least SOC estimation error in all cases, and the RMSE and MAE are 

less than 1.73% and 1.4%, respectively. In brief, compared with the traditional model-based filtering methods and 

LSTM-HIF method, the proposed method exhibits satisfactory estimation accuracy and remarkable convergence 

speed when encountered with incorrect initial SOC values. 
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                                                       (a)                                                                                       (b) 

Fig.7. SOC estimation when initial SOC=40% using different method. (a) SOC profiles; (b) SOC errors. 

Table VII. Estimation results with inaccurate initial SOC. 

Initial 

SOC 

(%) 

Convergence time (s) RMSE (%) MAE (%) 

ECM-

EKF 

ECM- 

AEKF 

LSTM

-HIF 

LSTM

-AHIF 

ECM- 

EKF 

ECM- 

AEKF 

LSTM

-HIF 

LSTM

-AHIF 

ECM- 

EKF 

ECM- 

AEKF 

LSTM

-HIF 

LSTM

-AHIF 

100 0 0 0 0 2.75 2.18 1.74 0.71 2.22 1.91 1.57 0.59 

80 88 25 8 8 3.15 2.73 1.88 1.08 2.5 2.31 1.61 0.93 

60 177 64 10 10 3.36 2.81 1.92 1.11 2.56 2.33 1.61 0.9 

40 269 181 11 11 3.88 3.21 1.99 1.64 2.67 2.42 1.61 1.4 

20 441 381 12 12 5.5 5.02 2.08 1.73 2.93 2.72 1.62 1.38 

E. SOC Estimation with Aged Batteries 

In this part, the application prospect of the proposed method will be examined by using the aged test data. 

After the battery is fully charged according to the CC-CV strategy, the UDDS current is imposed at 20 ℃ until 

the voltage drops to 2.75 V. Here, the SOH of test battery selected for validation is 87%. The SOC estimation 

results is illustrated in Fig. 8. As can be seen, the LSTM network can successfully reflect the mapping between 

SOC and the measured voltage, current, temperature as well as the predicted SOH at the untrained aging state, 

manifesting its extendibility when the training data are scarce. The RMSE and MAE of SOC estimated by the 

single-LSTM method are 2.41% and 1.95%, respectively; whereas the MAX is 7.71%, revealing that the 

estimation results fluctuate dramatically. Thus, we can conclude that the single-LSTM model cannot predict the 

SOC accurately when the battery is aged. However, the AHIF can be applied to eliminate the unwanted noises 

outputted by the LSTM network. The proposed synthetic method based on LSTM and AHIF achieves quite low 

error when the battery is aged; and the RMSE, MAX and MAE are 0.7%, 1.25% and 0.62%, which are respectively 

reduced by 67.29%, 83.79% and 68.21%, compared with those by the single-LSTM method. In short, the results 

clearly manifest the effectiveness of the proposed method even in the aged batteries. 
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         (a)                                                                                             (b) 

Fig. 8. SOC estimation results at aging batteries. (a) SOC estimation of 87% SOH; (b) SOC estimation error of 87% 

SOH. 

To conclude, the precision, convergence speed, robustness, extendibility and real-time application capacity 

of the proposed synthetic algorithm are fully justified from various perspectives including different battery types, 

varying current, high and low temperature as well as different aged states.  

V. CONCLUSION 

This paper investigates the influence of time sequence factors on state of charge estimation for lithium-ion 

batteries, and proposes a synthetic estimation method incorporating long short-short term memory network and 

adaptive H-infinity filter. The battery voltage, current, temperature and SOH are hired as the input of the long 

short-short term memory network, and the adaptive H-infinity filter is applied to eliminate the output noise of the 

long short-short term memory network, thereby achieving accurate and stable state of charge estimation. The 

feasibility and superior performance of the proposed method is verified on different types of batteries under 

dynamic working conditions and aging state.  

For lithium iron phosphate batteries, the experimental results show that the proposed method can accurately 

estimate state of charge in a wide temperature range from -10 ℃ to 50 ℃, and the root mean square error, 

maximum absolute error and mean absolute error of the estimation results are restricted within 1.26%, 2% and 

1.18%, respectively. For lithium nickel cobalt manganese batteries, the experimental results reveal that even the 

batteries work under dynamic time-varying temperature conditions, the root mean square error, maximum absolute 

error and mean absolute error of estimation results by the proposed method can also be restrained within 0.63%, 

1%, and 0.57%. Compared with traditional methods (extended Kalman filter and adaptive extended Kalman filter) 

and H-infinity filter with the built long-short term memory model, the proposed method leads to stronger 

robustness and higher estimation accuracy, even when the battery capacity is degraded. Moreover, the calculation 
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time of each step of the proposed algorithm is less than 1 millisecond and is therefore feasible for real-time 

application. In summary, the proposed algorithm is proved to be an ideal state of charge estimation method with 

satisfactory performance after extensive validations.  

In addition, this paper is dedicated to state of charge estimation of single battery cell; whereas in practical 

applications, a variety of cells are often grouped to form battery modules or packs. Therefore, in our future work, 

the influence due to cell inconsistency and state of health difference of cells will be investigated to improve state 

of charge estimation performance of battery module or pack. 
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