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Abstract—This paper proposes a joint iterative optimization
based hybrid beamforming technique for massive MU-MIMO
systems. The proposed technique jointly and iteratively optimizes
the transmitter precoders and combiners, aiming to approach the
global optimum solution for the system sum-rate maximization
problem. The proposed technique develops an adaptive algorithm
exploiting the stochastic gradients (SG) of the local beamformers
and provides low-complexity closed-form solutions. Furthermore,
an efficient adaptive scheme is developed based on the pro-
posed adaptive algorithm and the closed-form solutions. The
proposed algorithm requires the signal-to-interference-plus-noise
ratio (SINR) feedback from each user and a limited size transition
vector to be exchanged between the transmitter and receivers at
each step to update beamformers locally. Analytic result shows
that the proposed adaptive algorithm achieves low-complexity
when the array size is large and is able to converge within a small
number of iterations. Simulation result shows that the proposed
technique is able to achieve superior performance comparing to
the existing state-of-art techniques. In addition, the knowledge of
instantaneous channel state information (CSI) is not required as
the channels are also adaptively estimated with each coherence
time which is a practical assumption since the CSI is usually
unavailable or have time-varying nature in real-time applications.

Index Terms—massive MIMO, large-scale antenna arrays, low-
complexity, limited RF chains, hybrid beamforming, adaptive
algorithms, joint iterative optimization.

I. INTRODUCTION

A. Prior Related Work

With the rapid development of fifth generation cellular
networks (5G), Massive MIMO systems have been intensively
researched and proven to improve the network performance
significantly [1]–[10].

In conventional digital precoding, the process is typically
accomplished at baseband fully through digital precoders
which demands a large number of radio frequency (RF)
chains including signal mixers, power amplifiers and analog-
to-digital converters (ADCs) or digital-to-analog converters
(DACs). MIMO systems usually require a rich scattering
propagation environment that provides a large number of
degrees of freedom, which however, these conditions often do
not hold especially in mmWave cellular communications [1],
[4], [9]–[13]. In [14], a channel reconstruction based hybrid
precoding structure is developed by reconstructing channel
matrices of P-rank between the transmitter and each user,

with the result showing a significant sum rate performance
improvement over naive schemes. On the other hand, while
the small wavelengths of mmWave frequencies facilitate the
use of a large number of antenna elements. The complexity
of channel matrix reconstruction approach in [14] escalate
quickly while the size of transmit antenna increases, the
prohibitive cost and power consumption of RF chains make
digital precoding infeasible [2], [6], [8], [9], [15]. This leads
to the emergence of Hybrid Massive MIMO techniques.

In Hybrid Massive MIMO, fewer RF chains than the number
of antenna elements are adopted. This makes the overall
system more power and cost effective and much less complex
to implement [1], [2], [4], [9]. Since it is impractical to
implement analog precoders in the RF domain with power
consuming variable voltage amplifiers, a more feasible solu-
tion is to implement analog beamformers with low-cost phase
shifters at the expense of sacrificing the ability to change
the magnitude of the RF signals [6]. However, the challenge
of designing the hybrid beamforming matrices that connect
baseband and RF beamformers under practical requirements
of the uniform antenna elemental power constraints for large
array configurations is a long standing problem [2], [3].

Most of the existing hybrid beamforming algorithms in
the literature either consider only the optimization of the
transmit beamformers [3], [16]–[20] or the optimization of
receive beamformers which is popular in MU-MIMO broad-
cast scenarios [21], [22]. Some other work assumes each re-
ceiver is equipped with a single antenna (MU-MISO systems,
sometimes also referred as a special case of MU-MIMO)
[6], [8], [23]–[29] where the receive signal gains and the
ability of suppressing interference are significantly limited.
In order to find the global optimum solutions considering
both the transmitter and receivers, joint optimization of the
overall system is necessary. [30] jointly designs the transmit
and receive beamforming based on a-priori information on the
locations of a single target with interference using active arrays
and a sequential optimization algorithm. [8], [28] consider
jointly designs for both the digital and analog precoders and
combiners but their study cases are limited to either point-
to-point MIMO (SU-MIMO) or MU-MISO. In [15], a low-
complexity hybrid block diagonalization (Hy-BD) scheme to
approach the capacity of the traditional BD processing method
is developed to harvest large array gain based on per antenna
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power constraint. In [17], phase shifter selection is used to
reduce total system power consumption, however, a threshold
has to be predefined as the criteria of selection. In addition,
their applications are only limited to point-to-point MIMO
systems, in which an asymptotic assumption that a large num-
ber of transmit and receive antennas are required to achieve
a performance close to fully digital case. Most importantly,
perfect CSI is required for their algorithm which is impractical
in real applications. In [31], a directional precoding structures
is proposed by making advantage of the sparsity of the
mmW channel coupled with higher antenna dimensionality to
improve system robustness with affordable complexity cost.
However, this approach does not address the scenario when
the channel is non-stationary or incoherent in time which
additionally requires proper channel estimation methods to
work along with the directional precoding structure. Another
joint optimization hybrid beamforming design based on virtual
sectorization and conditional average net sum rate maximiza-
tion is introduced in [32]. Their technique estimates the analog
precoder and combiner from intra-group effective channel and
overall CSI, then requires partial instantaneous CSI knowledge
for joint digital precoder and combiner optimization. However,
their technique still relies on the usage of effective channel
and all the beamforming parameters as well as the channel
are not iteratively estimated which means the application sce-
narios must have stationary or time-invariant channels. In [33],
closed-form solutions are derived for wideband OFDM based
hybrid precoding for frequency-selective mmWave systems,
the technique dynamically constructs the hybrid subarrays
knowing the long-term channel characteristics.

In many practical scenarios, while joint optimization of all
beamformers in a complete communication system is essential,
the non-stationary or time-varying nature of the environment
still leads to performance degradation. In order to mitigate this
problem, adaptive signal processing techniques are often used
to preserve the system robustness. In [1], [34], [35], a large
antenna array model is considered for hybrid beamforming
to delivering multiple data streams simultaneously. However,
difficult specific system prerequisites like ideal local commu-
nications among receivers, precise local CSI availability are
required. In [36], a hybrid analog–digital beamforming archi-
tecture with resolution-adaptive ADCs for mmWave receivers
with large antenna arrays is proposed. The array response
vectors for the analog combiners are derived and ADC bit-
allocation solutions are obtained in closed-form. In [37], a new
idea of using perturbation-aided opportunistic beamforming
algorithm is developed, where in each time slot, a positive
perturbation on the beamforming vector is adopted while
a negative perturbation is discarded. [38] and [39] propose
adaptive antenna selection algorithms for large-scale MIMO
systems to iteratively search for the optimum subset of anten-
nas. In [7], [27], adaptive precoding methods for MU-MISO
systems with detailed mathematical derivations are presented.
An alternative precoding optimization method for mmWave
MIMO system is proposed and studied in [6]. Our early
work [40] develops a low-complexity robust adaptive sensor
array beamforming algorithm by exploiting cross-correlation
properties. However, these adaptive approaches still lack joint

consideration for both transmitter and receivers. A SG based
beamforming design method is discussed in [41] where the
single-user scenario is studied. However, the algorithm still
replies online optimization procedures to optimize the beam-
formers.

B. Contributions

In this work, we develop an efficient adaptive hybrid
beamforming technique for massive MU-MIMO system in
a joint iterative optimization manner. The objective of the
proposed adaptive hybrid beamforming scheme is to maximize
the sum-rate of the overall system. In particular, we devise a
novel adaptive algorithm by exploiting the SGs of the local
beamformer variables for the baseband and RF precoders at
the transmitter, the channel between the transmitter and each
user, and the baseband and RF combiners at each user. The
local beamformer variables and the channel parameters are
iteratively estimated in each time slot. In each iteration, for
the estimation of a particular variable, the other variables
and the CSI estimated in the last time step are used. In
this way, we are able to derive closed-form solutions to
iteratively update the beamforming parameters, rather than
rely on solving online optimization problem that incurs high
complexity and is often highly unstable. This process usually
requires a large volume of feedback between each user and the
base station, however, we can show that all the computation
processes can be done locally with low complexity and only
a small size of feedback is required to be carried out between
the transmitter and receivers. Therefore, heavy signal feedback
overhead is avoided. Moreover, the proposed adaptive hybrid
beamforming scheme does not require the prior knowledge of
the CSI, nor requires to know the structure characteristics of
the channel as the channel is iteratively estimated and updated
based on the other beamformer parameters. Furthermore, the
codebook search for the RF precoders and combiners can
be simplified as the beamformer parameters iteratively self-
optimizes towards the directions of their instant stochastic
gradients. The following summarizes the main contributions:
• A unified adaptive hybrid beamforming algorithm is

devised to jointly and iteratively optimize both transmit
and receive beamformers in massive MU-MIMO systems
in low-complexity closed-form equations, with no online
optimization procedure, which ensures robustness and
resilience. To our best knowledge, this is the first closed-
form solution based adaptive hybrid beamforming scheme
of its kind to address the joint transmitter and receiver
optimization problem. Comparing to the existing Block
Coordinate Descent algorithm, the proposed algorithm
only requires data measurements and variable updates
from the most recent iteration, and does not restrict the
number of updates for each parameter at each iteration
to only one, and can be conducted simultaneously when
required.

• The proposed algorithm has a certain level of intelligence
and universality such that it suits for different applications
that employ a generic multi-user MU-MIMO model, with
any type of channel characteristics as long as they are
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frequency coherent, which includes but is not only limited
to mmWave, without altering the main algorithm structure
or imposing many case-specific constraints.

• We show that the CSI can also be iteratively estimated
along with the beamformer updates without being explic-
itly known, whereas most existing hybrid beamforming
techniques require either perfect or statistics of CSI as
a prerequisite. This is particularly critical for scenarios
in which the channel are non-stationary, time-varying or
time-incoherent, whereas the classic codebook based ap-
proaches cannot deal channels with these characteristics.

• An effective adaptive scheme based on the proposed
adaptive hybrid beamforming algorithm is developed,
which is less relying on signal feedback overhead and
temporal latency benefiting from its unique adaptive
mechanism.

• A detailed complexity analysis for the proposed algorithm
and exhaustive codebook search based algorithm as well
as its mathematical convergence analysis that leads to the
upper bounds of the beamformer step sizes and converg-
ing iterations are discussed; local and global convergence
applicability with respect to the choices of step sizes are
discussed.

The remaining of this paper is organized as follow: Section
II describes the system model and problem statement. Section
III introduces the proposed adaptive hybrid beamforming al-
gorithm. Section IV introduces the proposed adaptive scheme
and provides the complexity and convergence analysis. Nu-
merical simulation results are presented in Section V. Finally,
conclusions are drawn in Section VI based on the observed
results.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a massive MU-MIMO system as shown in Fig.
1. The base station (BS) is equipped with Mt RF chains and
Nt antennas and assumed to schedule K mobile users, where
each user is equipped with Nr antennas and Mr RF chains.
Note that we focus on the multi-user beamforming scenario
which means the BS communicates with each user via only
one data stream (a total of K data streams for all users) at a
time. Note that the case of sending multiple data streams to
each user will require tensor computations which can easily
result in gradient vanishing or diverging problems. [26] also
made this same assumption, however, they only used an analog
beamformer at each receiver without any amplitude control
or joint optimization, which is only feasible for mmWave
channel scenarios. In other words, if the nature of the channel
changes over time or another channel type is considered (e.g.
Rayleigh fading), their model would significantly limit its
beamforming capability and the algorithm would no longer
be applicable. In this work, we consider using both analog
and digital beamformers for each receiver to deal with only
one data stream at a time (a total of K data streams for all
users), with a very small number of RF chains but to achieve
a much high data rate.

Denote the total number of streams Ns = K. Since
a massive transmit antenna system is considered, we have

Ns≤Mt�Nt for the BS and Ns≤Mr < Nr at each user,
which is the basic requirement in order for the system to have
sufficient capacity to precode all data streams at any given
time.

Fig. 1. Massive MU-MIMO system model with hybrid process

The BS utilizes a baseband precoder B ∈ CMt×K where
B = [b1 b2 · · · bK ], bk ∈ CMt×1, k = 1, 2, · · · ,K, followed
by a RF precoder F ∈ CNt×Mt . The transmitted signal x is
expressed as

x = FBs, (1)

where s = [s1 s2 · · · sK ]T ∈ CK×1 is the transmitted symbol
vector, which satisfies E[ssH ] = P

Ns
INs , P is the average

transmit power, (·)H denotes the Hermitian transpose, E[·]
denotes expectation, INs is an identity matrix with dimension
Ns × Ns. The digital precoder B enables both amplitude
and phase modifications whereas the analog precoder F is
implemented with analog phase shifters and only changes
signal phases. Each entry of F is normalized to meet the
amplitude constraint |F (n,m)| = 1√

Nt
, where F (n,m) refers to

the (n,m)th entry of F. In addition, the total transmit power
constraint is given by ||FB||2F = K, where || · ||F denotes the
Frobenius norm. The receive signal for user k is given by

yk = Hkx + nk, (2)

where Hk ∈ CNr×Nt is the channel matrix for the kth user
and nk ∈ CNr×1 is the i.i.d. additive complex Gaussian
noise. For each user k, the received signal is processed by
a RF combining matrix Wk ∈ CNr×Mr and a baseband
combiner mk ∈ CMr×1 subsequently. The RF combining
matrix Wk also implements analog shifters and need to meet
the amplitude constraint |W (n,m)

k | = 1√
Nr

. The processed
output signal for user k is given by

zk = mH
k WH

k yk. (3)

After putting equations (1), (2) and (3) together, we have

zk = mH
k WH

k HkFbksk +

K∑
i=1
i 6=k

mH
k WH

k HkFbisi

︸ ︷︷ ︸
interference

+mH
k WH

k nk︸ ︷︷ ︸
noise

, k = 1, · · · K,

(4)
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where achievable rate for user k is given by

Rk = log2(1 + SINRk) = log2

(
1+

P
KmH

k WH
k HkFbkb

H
k FHHH

k Wkmk

P
K

K∑
i=1
i6=k

mH
k WH

k HkFbib
H
i FHHH

k Wkmk + σ2
n,km

H
k WH

k Wkmk

)
.

(5)

Thereby the sum-rate maximization problem can be expressed
as

argmax
B,F,Wk,mk

R =

K∑
k=1

Rk

subject to ||FB||2F = K,

|F (n,m)| = 1√
Nt
,

|W (n,m)
k | = 1√

Nr
,

k = 1, · · · ,K.

(6)

(6) is widely considered as the sum-rate maximization prob-
lem for MU-MIMO hybrid beamforming. Note that receive
power constraints are usually not imposed to the optimization
widely considered, which however, can be included based on
very specific user requirements. The conventional codebook
design based solution for the optimization problem (6) usually
requires an exhaustive search over the entire analog codebook
space F ×W in order to check all possible combinations for
the global optimum solutions. Moreover, due to the constraints
on the RF hardware, the analog beamforming parameters
can only take certain values from the quantized finite set
cookbook due to RF hardware constraints. As pointed out
in [15], joint optimization of the RF and baseband precoders
and combiners is an essential part of the design of complete
wireless communication systems, we strive to find an efficient,
yet low-complexity adaptive scheme with implementable joint
iterative optimization algorithm is able to converge towards
the global optima or the Pareto Frontier while boosting the
system robustness against environmental uncertainties. The
aim of the proposed adaptive hybrid beamforming scheme is
to maximize the sum-rate of a massive MU-MIMO system
with both total transmit power constraint and individual an-
tenna power constraints (refer to problem (6)). The adaptive
scheme achieves low computational complexity and preserves
performance robustness under different channel environments.

III. THE PROPOSED ADAPTIVE HYBRID BEAMFORMING
ALGORITHM

In this section, the proposed adaptive hybrid beamform-
ing algorithm is introduced. Most existing iterative hybrid
beamforming algorithms usually suffer highly variable com-
putational complexity and consist of solving one or more
online optimization problems using optimization toolboxes
like SeDuMi and CVX. These optimization toolboxes take a
large amount of random processes of intra-loop initialization
and optimizations, and the complexity of these processes are

basically untraceable and time consuming. Therefore, in this
section, we aim to make the first attempt to devise closed-
form iterative update equations for all the beamformers in
a massive MU-MIMO system, along with the channel to be
adaptively estimated based on the beamformers. The adaptive
algorithm is based on iterative joint optimization of the sum-
rate of the overall massive MU-MIMO system on both the
transmit baseband and RF precoders and the receive RF and
baseband combiners (i.e. B,F,Wk,mk, respectively, k =
1, · · · ,K) as well as the estimation of the channel matrices
(Hk, k = 1, · · · ,K). Note that mH

k WH
k HkFbk is a scalar,

whose conjugate bHk FHHH
k Wkmk should also be a scalar.

Therefore, the achievable rate for user k can be alternatively
rewritten as

Rk = log2(1 + SINRk) = log2

(
1+

P
KbHk FHHH

k Wkmkm
H
k WH

k HkFbk

P
K

K∑
i=1
i 6=k

bHi FHHH
k Wkmkm

H
k WH

k HkFbi + σ2
n,km

H
k WH

k Wkmk

)
.

(7)

A. Baseband Precoder Design

This subsection devises an adaptive algorithm to iteratively
update the components bk (k = 1, · · · ,K) of the baseband
precoder B. For simplicity purpose, the estimate symbol ·̂ is
omitted for all parameters and the time index t is only shown
for the baseband precoder in the equations of this section.
Since this work mainly focuses on beamforming, equal power
allocation is presumed for simplicity. By employing the La-
grangian multiplier λbk for bk, the Lagrangian function of the
original optimization problem with respect to bk can be cast
as

Lbk = R− λbk(||FB||2F −K),

=

K∑
k=1

Rk − λbk(||FB||2F −K).

⇒ Rk − λbk(||FB||2F −K) ∀ k = 1, ...,K.

(8)

When sufficient degree of freedom is allowed on the dig-
ital side (Mt > K, and Mt > Rank(B)), it is pos-
sible to tighten the optimization maximization objective
to the maximization of individual achievable rate, for all
users, which is more critical than the sum rate maximiza-
tion and tightens the feasible domain of bk(t) and helps
it to move towards a better optimal point in the con-
vex optimization space every time. Mathematically, this re-
quires P

KbHi (t)FHHH
k Wkmkm

H
k WH

k HkFbk(t) = 0 so that
∂Ri(t)
∂bk(t)

= 0, i, k = 1, ...,K, i 6= k. Thanks to the optimization
of any bk(t), k = 1, ...,K is time-wise independent to all
the other beamforming parameters in the proposed adaptive
algorithm, this has been made possible. This will also be
applied to the digital combiners mk, k = 1, ...,K design.

In the next step, we will need to use one very important
property of large-scale transmit RF antennas. Similar proper-
ties have been discussed in [26], [28], where the property of
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FHF under per transmit antenna power constraint |F (n,m)| =
1√
Nt

indicates that, for a RF precoder F comprising of Nt
antennas Mt RF chains in fully-connected architecture with
per transmit antenna power constraint |F (n,m)| = 1√

Nt
, when

Nt�Mt and Nt→∞, the approximation FHF ≈ IMt holds.
Intuitively, ||FB||2F = ||BHFH ||2F = tr(BHFHFB),

where tr(·) denotes the trace operation. By replacing FHF
with IMt

, the original constraint is reduced to tr(BHB)−K =
0. This property indicates that when the transmit antenna size
is sufficiently large, the total transmit power gain becomes in-
dependent from the parameter F, specifically, the adjustments
of phase shifters will not affect the transmit power gain in
any way. This constraint reduction step will also significantly
reduce the derivation as well as the complexity of the proposed
adaptive hybrid beamforming algorithm as proved in the res
of the subsection.

Since (5) and (7) are Holomorphic functions in the complex
field, by employing a SG style adaptive formula, we have

bk(t+ 1) = bk(t)− µbk

∂Lbk(t)

∂bk(t)
, (9)

where µbk is a user-defined constant of very small value
representing the step size of the algorithm, ∂(·) denotes partial
derivative. By substituting (7) and (8) into (9), we obtain

bk(t+1) = bk(t)−µbk

∂
(
Rk(t)− λbk(t)

(
tr
(
BH(t)B(t)

)
−K

))
∂bk(t)

.

(10)

Note that tr
(
BH(t)B(t)

)
= ||B(t)||22 =

K∑
k=1

bHk (t)bk(t) and

∂bHi (t)bi(t)
∂bk(t)

= 0 for i = 1, · · · ,K, i 6=k thus

∂
(
− λbk(t)tr

(
BH(t)B(t)−K

))
∂bk(t)

= −2λbk(t)bk(t). (11)

As for ∂Rk(t)
∂bk(t)

, we have

∂Rk(t)

∂bk(t)
=

1

ln2

1

1 + SINRk(t)

∂SINRk(t)

∂bk(t)

=
2

ln2

P
KFHHH

k Wkmkm
H
k WH

k HkFbk(t)

Dk(t)
,

(12)

where the denominator Dk(t) = P
K

K∑
k=1

bHk (t)FHHH
k Wkmk

mH
k WH

k HkFbk(t) +σ2
n,km

H
k WH

k Wkmk is a scalar. Let us
denote P

KFHHH
k Wkmkm

H
k WH

k HkF/Dk as Qk(t), which
gives

∂Rk(t)

∂bk(t)
=

2

ln2
Qk(t)bk(t). (13)

By substituting (13) back to (9), we obtain

bk(t+ 1) = bk(t)− µbkQk(t)bk(t) + ln2µbkλbk(t)bk(t).
(14)

Note that Qk(t) is a Hermitian matrix and Qk(t) = QH
k (t).

Similarly, in the Hermitian form of (14), we have

bHk (t+1) = bHk (t)−µbkb
H
k (t)Qk(t)+ ln2µbkλbk(t)bHk (t).

(15)

In the next step, (14) is substituted back in the total power
constraint again which satisfies

K∑
k=1

(
bHk (t+ 1)bk(t+ 1)

)
−K = 0. (16)

Expanding (16) and sorting the terms with respect to λbk(t)
yields

K∑
k=1

(
(ln2)2µ2

bk
||bk(t)||22λ2bk(t) + 2ln2µbk ||bk(t)||22λbk(t)

−2ln2µ2
bk
bHk (t)Qk(t)bk(t)λbk(t)− 2µbkb

H
k (t)Qk(t)bk(t)

+µ2
bk
bHk (t)QH

k (t)Qk(t)bk(t)
)

= 0.

(17)

At this point, without losing generality, we can assign the same
step size µbk for all K users (i.e. µbk = µB,∀ k = 1, · · · ,K)
and assume the determinations of λbk(t) and for all K users
are independent, so that equation (17) can be solved in its
relaxation form by discarding the summation symbol as

(ln2)2µ2
B||bk(t)||22λ2bk(t) + 2ln2µB||bk(t)||22λbk(t)

−2ln2µ2
Bb

H
k (t)Qk(t)bk(t)λbk(t)− 2µBb

H
k (t)Qk(t)bk(t)

+µ2
Bb

H
k (t)QH

k (t)Qk(t)bk(t) = 0,
(18)

which describes a quadratic equation in terms of λbk(t) and
can be solved directly in closed-form as

λbk(t) =
1

ln2
(− 1

µB
+

bHk (t)Qk(t)bk(t)

||bk(t)||22

±

√
|bHk (t)Qk(t)bk(t)|2

||bk(t)||42
+

1

µ2
B

−
bHk (t)QH

k (t)Qk(t)bk(t)

||bk(t)||22
).

(19)

Note the term bHk (t)Qk(t)bk(t) computes the power percent-
age of the kth user compared to the power of all users plus
the noise for user k which limits bHk (t)Qk(t)bk(t) < 1,
which will be proved in the analysis section. On the other
hand, the term 1

µ2
B

is a very large value as step size µB is
usually small (usually chosen between 0.01 to 0.5). If bk(t) is
normalized at each iteration, we have |b

H
k (t)Qk(t)bk(t)|2
||bk(t)||42

� 1
µ2
B

and bHk (t)QH
k (t)Qk(t)bk(t)

||bk(t)||22
� 1

µ2
B

. On the other hand, the
adaptive solution of λbk(t) should be independent of µB.
Therefore, the “ + ” sign is used instead of “ − ” which
simplifies the solution for λbk(t) as

λbk(t) =
bHk (t)Qk(t)bk(t)

ln2||bk(t)||22
. (20)

By substituting (20) back to (14), the update equation for bk
is obtained as

bk(t+ 1) =
(

1 + µB
bHk (t)Qk(t)bk(t)

||bk(t)||22

)
bk(t)

− µBQk(t)bk(t),

(21)

where

Qk(t) =
P

K
FHHH

k Wkmkm
H
k WH

k HkF/Dk(t), (22)



6

and

Dk(t) =
P

K

K∑
k=1

bHk (t)FHHH
k Wkmkm

H
k WH

k HkFbk(t)

+ σ2
n,km

H
k WH

k Wkmk.
(23)

Be aware that Dk(t) will also be used in the other subsec-
tions and the time index t will appear on the corresponding
estimated beamformer parameters instead of bk, which will
not be specified for simplicity purpose.

B. RF Precoder Design

This subsection devises an adaptive algorithm to iteratively
estimate the RF precoder. Note the RF precoder has to be
optimized based on the sum-rate instead of the achievable
rate for any single user. Thus, by employing the Lagrangian
multiplier λ(n,m)

F for each element of the RF precoder and
using the large-scale antenna property to remove the total
power constraint. Furthermore, we exploit the SG in the polar-
coordinate space to devise a phase-based adaptive algorithm
for each element of F. The (n,m)th entry of F can be
expressed as

F (n,m) =
1√
N t

ejθ
(n,m)
F , (24)

where θ
(n,m)
F is the phase value of F (n,m). We use (24) to

express F (n,m) so that it automatically imposes the amplitude
constraints to 1√

Nt
and we do not need to add those constraints

manually in the derivations as long as the format (24) is
retained. This is easily realized by the phase-based SG update
equation as below

θ
(n,m)
F (t+ 1) = θ

(n,m)
F (t)− µ(n,m)

θF
arg
〈 ∂LF(t)

∂θ
(n,m)
F (t)

〉
, (25)

where µ(n,m)
θF

is a constant value representing the step size of
the phase adjustment for θ(n,m)

F (t) in each iteration, arg < · >
denotes the phase of a complex number.

Considering the Lagrangian method, the Lagrangian func-
tion LF for the original problem (6) in terms of F can be
written as

LF =

K∑
k=1

Rk. (26)

The SG term is calculated as

∂LF(t)

∂θ
(n,m)
F (t)

=
∂LF(t)

∂F(t)

∂F(t)

∂F (n,m)(t)

∂F (n,m)(t)

∂θ
(n,m)
F (t)

. (27)

Next, we calculate each of the three partial derivatives sepa-
rately and obtain

∂LF(t)

∂F(t)
=

K∑
k=1

2

ln2

1

Dk(t)

P

K
HH
k Wkmkm

H
k WH

k HkF(t)

(
bkb

H
k − SINRk(t) ·

K∑
i=1
i 6=k

bib
H
i

)

=

K∑
k=1

2

ln2

1

Dk(t)

P

K
HH
k Wkmkm

H
k WH

k HkF(t)Ck(t),

(28)

where we denote

Ck(t) = bkb
H
k − SINRk(t)

K∑
i=1
i 6=k

bib
H
i . (29)

∂F(t)

∂F (n,m)(t)
= J(n,m)(t), (30)

where J(n,m)(t) is a single-entry matrix whose (n,m)th entry
has value 1 and the rest of the entries are all 0s.

∂F (n,m)(t)

∂θ
(n,m)
F (t)

=
∂ 1√

Nt
ejθ

(n,m)
F (t)

∂θ
(n,m)
F (t)

=
j√
N t

ejθ
(n,m)
F (t). (31)

Finally, by combining (28), (30) and (31), (27) can be calcu-
lated as

∂LF(t)

∂θ
(n,m)
F (t)

=

K∑
k=1

2

ln2

1

Dk(t)

P

K
[HH

k Wkmkm
H
k

WH
k HkF(t)Ck(t)](n,m) j√

N t

ejθ
(n,m)
F (t),

(32)

where [·](n,m) denotes the (n,m)th entry of a matrix. After
substituting (32) into (25), and choosing the step size values
µ
(n,m)
θF

for all entries of F as the same (i.e. µ(n,m)
θF

= µθF∀n =
1, · · · , Nt,m = 1, · · · ,Mt) without losing generality. Finally,
obtain the update equation for the RF precoder as

θ
(n,m)
F (t+ 1) = θ

(n,m)
F (t)− µθFarg

〈 K∑
k=1

1

Dk(t)

P

K

[HH
k Wkmkm

H
k WH

k HkF(t)Ck(t)](n,m) j√
N t

ejθ
(n,m)
F (t)

〉
,

(33)

Then each element of the RF precoder is updated as

F (n,m)(t+ 1) =
1√
N t

ejθ
(n,m)
F (t+1). (34)

C. RF Combiners Design

The adaptive algorithm to update the RF combiners
Wk(t)(k = 1, · · · ,K) are discussed in this subsection. The
sum-rate optimization problem can be cast as K indepen-
dent achievable rate optimization problems for different users
under the equal power allocation assumption. It is obvious
that the optimization of Wk(t) is independent of the total
transmit power constraint, consequently, only the per antenna
constraints need to be considered. Similar to the RF precoder
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design, we exploit the SG in the polar-coordinate space to
devise a phase-based adaptive algorithm for each element of
Wk. The(n,m)th (n = 1, · · · , Nr, m = 1, · · · ,Mr) entry of
Wk is expressed as

W
(n,m)
k =

1√
Nr

e
jθ

(n,m)
Wk , (35)

where θ
(n,m)
Wk

is the phase value of W (n,m)
k and the phase-

based SG update equation is given by

θ
(n,m)
Wk

(t+ 1) = θ
(n,m)
Wk

(t)− µ(n,m)
θWk

arg
〈 ∂LWk

(t)

∂θ
(n,m)
Wk

(t)

〉
, (36)

where µ
(n,m)
θWk

is a constant representing the step size for

the adjustment of the parameter θ(n,m)
Wk

(t) in each iteration.
Similarly, as the amplitude constraint is already automatically
imposed on W (n,m)

k as shown in (35), the Lagrangian function
of the original problem is given by

LWk
= Rk. (37)

The SG term is thereby calculated as

∂LWk
(t)

∂θ
(n,m)
Wk

(t)
=
∂LWk

(t)

∂Wk(t)

∂Wk(t)

∂W
(n,m)
k (t)

∂W
(n,m)
k (t)

∂θ
(n,m)
Wk

(t)
, (38)

for which the partial derivatives can be calculated separately
in a similar way as for the precoder design, which yields.

∂LWk
(t)

∂θ
(n,m)
Wk

(t)
=

2

ln2

1

Dk(t)

(P
K

HkFCk(t)FHHH
k

− SINRk(t)σ2
n,k

)
Wk(t)mkm

H
k J(n,m)(t)

j√
Nr

e
jθ

(n,m)
Wk

(t)

=
2

ln2

1

Dk(t)

[(P
K

HkFCk(t)FHHH
k − SINRk(t)σ2

n,kINr

)
Wk(t)mkm

H
k

](n,m) j√
Nr

e
jθ

(n,m)
Wk

(t)
.

(39)

After substituting (39) into (36) while choosing µ(n,m)
θWk

for all

entries of Wk (i.e. µ(n,m)
θWk

= µθWk
∀ n = 1, · · · , Nr,m =

1, · · · ,Mr), the update equation for the phase of each RF
combiner is obtained as

θ
(n,m)
Wk

(t+ 1) = θ
(n,m)
Wk

(t)− µθWk
arg
〈 1

Dk(t)[(P
K

HkFCk(t)FHHH
k − SINRk(t)σ2

n,kINr

)
Wk(t)mkm

H
k

](n,m) j√
Nr

e
jθ

(n,m)
Wk

(t)
〉
.

(40)

Then each element of the updated RF combiner is computed
as

W
(n,m)
k (t+ 1) =

1√
Nr

e
jθ

(n,m)
Wk

(t+1)
. (41)

D. Baseband Combiners Design

Finally, the baseband combiners are designed in this sub-
section. The Lagrangian function of the original problem with
regard to the baseband combiner of user k, mk, is simply
Rk as there is no constraint relevant to mk involved in (6).
Following the same optimization tightening approach for bk
to facilitate possibly better optimization paths for mk, we have

Lmk
=

K∑
k=1

Rk

⇒ Rk ∀ k = 1, ...,K.

(42)

The SG style adaptive formula for mk is expressed as

mk(t+ 1) = mk(t)− µmk

∂Lmk
(t)

∂mk(t)
, (43)

where µmk
is a predefined constant. (43) can be directly

calculated from (5) as

∂Lmk
(t)

∂mk(t)
=
∂Rk(t)

∂mk(t)
=

1

ln2

1

1 + SINRk(t)

∂SINRk(t)

∂mk(t)

=
2

ln2

1

Dk(t)
WH

k

(P
K

HkFCk(t)FHHH
k

− SINRk(t)σ2
n,kINr

)
Wkmk(t).

(44)

Substituting (44) back to (43) yields

mk(t+ 1) = mk(t)− µmk

1

Dk(t)
WH

k(P
K

HkFCk(t)FHHH
k − SINRk(t)σ2

n,kINr

)
Wkmk(t).

(45)

E. Adaptive Channel Estimation

In practice, the channels Hk ∀k = 1, · · · ,K are usually
unknown. Strictly speaking, unknown CSI is different from
imperfect CSI (or partial CSI, e.g. in [21], [24], [42], [43]). Im-
perfect CSI implies that at least part of the overall system CSI
is explicitly known or acquirable. In contrast, unknown CSI
is either statistically varying over time, with high incoherence
or non-stationary (e.g. in [44]). As one of the most important
advantages of the proposed adaptive algorithm, the CSI is not
required to be known explicitly which is the case of many
practical scenarios. In addition, the proposed algorithm does
not rely on the usage of equivalent channel. The channel can be
iteratively estimated as a part of the joint iterative optimization
procedure, even in those scenarios where the channels have
time-varying natures. This can be accomplished by using the
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SG of the instant channel parameters. For Hk, we have

∂Rk(t)

∂Hk(t)
=

1

ln2

1

1 + SINRk(t)

∂SINRk(t)

∂Hk(t)

=
2

ln2

1

Dk(t)

(P
K

Wkmkm
H
k WH

k Hk(t)Fbkb
H
k FH

− SINRk(t)

K∑
i=1
i6=k

P

K
Wkmkm

H
k WH

k Hk(t)Fbib
H
i FH

)

=
2

ln2

1

Dk(t)

P

K
Wkmkm

H
k WH

k Hk(t)F
(
bkb

H
k

− SINRk(t) ·
K∑
i=1
i 6=k

bib
H
i

)
FH

=
2

ln2

1

Dk(t)

P

K
Wkmkm

H
k WH

k Hk(t)FCk(t)FH ,

(46)

which leads to the adaptive channel estimation equation by
setting the step size parameter µHk

Hk(t+ 1) = Hk(t)− µHk

1

Dk(t)

P

K
Wkmkm

H
k WH

k Hk(t)

FCk(t)FH .
(47)

It is worth noting that, in (46) when we take the partial
derivative of Rk(t) with respect to Hk(t) in the same way
as the beamformers does not necessarily mean the channel is
“updated” or “estimated”, as long as the channel CSI remains
in the same coherence time without any state change, so that
the gradient of Hk(t) still converges along with the updates
of the other beamformers targeting the same optimisation
objective function. In the sequel, we will consider that the CSI
is unknown and adaptive channel estimations are applied. In
order to update the beamforming parameters bk(t), F (n,m)(t),
W

(n,m)
k (t) and mk(t) as well as the channels Hk(t), equations

(21), (33), (34), (40), (41), (45) and (47), the measurable
parameter SINRk(t) from the receiver feedback, the ob-
tainable parameters Dk(t), Qk(t) and Ck(t) are required.
Table I summarizes the proposed adaptive hybrid beamforming
algorithm.

IV. PROPOSED LOW-COMPLEXITY ADAPTIVE SCHEME
AND ANALYSIS

This section first analyzes the adaptive scheme to show how
the beamforming parameters are updated in each iteration and
work as an entirety gearing towards complexity reductions.
Furthermore, we conduct a convergence analysis of the pro-
posed algorithm to examine the impact of the SG step size
parameters as well as their minimum requirements to ensure
global convergence.

A. Proposed Adaptive Scheme and Complexity Analysis

From Table I, it is important that all the beamformer param-
eters are initialized randomly in their normalized norms and
satisfying the system constraints. We can see that the updates
of all beamformers require the preliminary computation of

TABLE I
PROPOSED ADAPTIVE HYBRID BEAMFORMING ALGORITHM

Initialization:
bk(0) = rand(Mt, 1), bk(0) = bk(0)/norm(bk(0)),
∀ k = 1, · · · ,K;
mk(0) = rand(Mr, 1), mk(0) = mk(0)/norm(mk(0)),
∀ k = 1, · · · ,K;
θ
(n,m)
F (0) = 2π · rand(1) ∀ n = 1, · · · , Nt, m = 1, · · · ,Mt;
θ
(n,m)
Wk

(0) = 2π · rand(1) ∀ n = 1, · · · , Nr , m = 1, · · · ,Mr ,
k = 1, · · · ,K;
Hk(0) = randn(Nr, Nt), Hk(0) = Hk(0)/norm(Hk(0)),
∀ k = 1, · · · ,K;
µB; µθF ; µθWk

, µmk , µHk ∀k = 1, · · · ,K.

For each iteration/snapshot t = 1, 2, · · · :
Compute the scalar parameter Dk(t),
k = 1, · · · ,K, using (23)

Update the baseband precoder B(t)
(bk(t) ∀ k = 1, · · · ,K) using (22), (21)

Update the RF precoder F(t)

(F (n,m)(t) ∀ n = 1, · · · , Nt;
m = 1, · · · ,Mt) using (29), (33), (34)

Update the K RF combiners Wk(t), k = 1, · · · ,K
(W (n,m)

k (t) ∀ n = 1, · · · , Nr; m = 1, · · · ,Mr)
using (40), (41)

Update the K baseband combiners mk(t),
k = 1, · · · ,K using (45)

Estimate the K channels Hk(t), k = 1, · · · ,K using (47)
End iteration/snapshot

Dk(t). In addition, the update of the baseband precoder B(t) is
based on the preliminary computation of Qk(t) which requires
Dk(t) to be computed first. Furthermore, the update of the
RF precoder F(t), the RF combiners Wk(t) and baseband
combiners mk(t) require Ck(t) to be computed first. The
updates of the beamforming parameters do not have to be
executed in sequential order as listed in Table I, which means
they can be updated at any time as soon as the required
information is received at the local stations.

To this point, we need to figure out where the parameters
are computed (either at the transmitter or receivers) to reduce
signaling overhead. In the case when Nr is much smaller than
Nt (but may still be larger than Mt), it would be desirable
to compute Dk(t) at the transmitter, which only requires the
vector Wk(t − 1)mk(t − 1) ∈ CNr×1 to be computed at
the each receiver then fed back to the transmitter along with
the noise power σ2

n,k to finalize the computation of Dk(t).
Ck(t), which only relies on the baseband precoder and the
receiver SINR values, can also be efficiently computed at the
transmitter. Qk(t), which is directly used for the baseband
precoder update, must be computed at the transmitter, with the
feedback of vector Wk(t − 1)mk(t − 1). As long as Qk(t)
is computed at the transmitter, the baseband precoder B(t)
can be updated locally. The local update of F(t) requires
preliminary computations from Dk(t), Ck(t), Hk(t − 1) as
well as the information of vector feedback Wk(t−1)mk(t−1)
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from each receiver.
At the receivers, the SINRs and noise powers are regarded as

local information. In order to update the receive beamformers
Wk(t) and mk(t) locally, feedback required from the trans-
mitter are Dk(t) and the vector Hk(t−1)F(t−1)Ck(t)FH(t−
1)HH

k (t− 1)Wk(t− 1)mk(t− 1) ∈ CNr×1, which is firstly
computed at the transmitter then fed back to the receivers.
Finally, the CSI is iteratively estimated at the transmitters,
based on the updated information of Wk(t − 1)mk(t − 1),
FH(t− 1), Ck(t) and Dk(t).

Remarkably, there is no central processor or central pro-
cessing related behaviors in the system model or the proposed
adaptive algorithm, with both the transmitter and receivers
are still jointly optimized. It might be that an accurate high
resolution feedback link is required for the proposed adaptive
scheme to work as intended. However, the only vector feed-
back Wk(t−1)mk(t−1) ∈ CNr×1 does not have to be large
in most application scenarios. Actually, this feedback can be
encoded together with the main data transmission as part of the
communication process if a separate link cannot be acquired.
Alternatively, since most computations are carried out at the
transmitter, a feedback-based codebook can be adopted at the
transmitter to decide what the feedback is, based on only a
scalar codeword index feedback [45] to the transmitter. In most
cases, a vectorized cookbook quantization is used to limit the
number of bits in the feedback [46]. For a channel cookbook
quatization, the transmitter and receiver beamformers are
mutually determined (i.e. fixed codebook design [47]) based
on the matrix channel, where the total number of feedback
is given by N = log2(Nt × Nr). However, the proposed
algorithm is a steering vector based adaptive optimization
method which does not require fixed codebook design (also
see [47]), and the feedback required in the proposed algorithm
are scalars Dk, SINRk and vector of size Nr, which results
in a feedback of N = log2(Nr × 1) + 1 + 1 = log2Nr + 2
bits. When Nr = 16, we have 6 bits feedback which is exact
the same as experiment 1 in reference [46]. Moreover, if the
feedback of Dk and SINRk can be compressed into the Nr
feedback vector in an effective manner, then the feedback
can even be smaller. Additionally, we also remark that every
local update process can take place or not upon demand
whenever a new feedback is received. The number of updates
in the same coherence time can be set up based on different
requirements. For instance, in the same coherence time, the
feedback of vector Wkmk only need to take place once for a
number of iterations. This is feasible because the updates of
system components do not have to be conducted all at once
simultaneously. Compared to the Rayleigh channel scenario,
the number of receive antennas Nr is usually much larger
in mmWave systems, where large signaling overhead can be
incurred due to larger size of feedback of vector.

On the note of algorithm complexity, a conventional exhaus-
tive search based codebook solution requires the system to test
the entire codebook of F ×W combinations in order to find
the best combination after the whole searching is finished.
However, the proposed algorithm only needs to choose the
best values for both Tx and Rx antennas independently (by
choosing the closest in the polar coordinates) each iteration

after the beamformer parameters are updated, which only
requires a complexity of [tglobal]minK(Nt + Nr), where
[tglobal]min is analytically and empirically proved to be small
in this work. This benefits from the closed-form solutions we
have derived for all the beamformers and also indicates that the
proposed adaptive approach achieves lower complexity than
any exhaustive search based codebook solutions, especially
when the resolution is high or the number of Tx/Rx antennas
is massive.

After aggregating the computational complexity of each step
from Table I, the overall algorithm complexity is given by
K(6NtNr + 6NtMt + 6NrMr + 13M2

t + 3M2
r + 3Mt −

Nt + 4Nr + 2Mr) + 3NtMt + M2
t − 2Mt. We remark that

the proposed adaptive algorithm is only model dependent,
in the applications where only the transmit antenna size is
large (i.e. Nt � Nr,K), the system feedback which is
linearly proportional to Nr does not have to be large, in
which case, the overall system complexity is only O(Nt). It
is important that the proposed adaptive algorithm also avoids
fixed codebook designs as steering vector based closed-form
solutions are obtained via an adaptive beamforming approach
whereas most of the existing techniques (e.g. [1], [3], [15],
[26]) do not simplify the RF codebook design and require
exhaustive search.

To this point, we evaluate the total complexity of the pro-
posed adaptive scheme and the commonly adopted exhaustive
codebook search based method (e.g. [8]). As the focus of this
work is not about codebook design and due to space limitation,
the other scenario-specific and modified codebook based meth-
ods (e.g., hierarchical codebook search) are not considered
here. It is also noteworthy that hierarchical codebook search
may result in lower-complexity, but like exhaustive search,
the actual complexity cost per iteration is still uncontrollable
and requires extra design work while losing a certain level
of generality. For a massive MU-MIMO system, the exhaus-
tive codebook book search is dominated by the complexity
KNtNr2

b(Nt+Nr) and becomes KNtNrb(Nt +Nr) with fast
implementation, assuming the RF precoder and combiners
share the same resolution and b is the number of bits of phase
shifter resolution, which is considerably large in this case.
While the proposed adaptive hybrid beamforming maintains
a search complexity of [tglobal]minK(Nt + Nr) and total
complexity of [tglobal]min

(
K(6NtNr + 6NtMt + 6NrMr +

13M2
t + 3M2

r + 3Mt + 5Nr + 2Mr) + 3NtMt +M2
t − 2Mt

)
,

which presents a comparable complexity as in [6]. For the
ease of comparison, we set b = 1 as the simplest case
for exhaustive search case, K = 4, Nr = 16, Mt = 8,
Mr = 1, [tglobal]min = 10 and evaluate the complexity with
respect to Nt as illustrated in Fig. 2. As can be seen from
Fig. 2, the exhaustive search based codebook approach only
achieves lower complexity when Nt is not large (Nt < 240
in this case). With a massive number of transmit antennas
employed (Nt ≥ 256), the proposed algorithm is able to
achieve significant lower complexity. This is because as the
antenna size scales up, the search on a much larger codebook
space F ×W becomes more challenging and requires many
more codeword pair checks to find the optimal setting, which
induces a significant higher complexity comparing to the
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proposed iterative approach.
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Fig. 2. Complexity comparison of the proposed adaptive hybrid beamforming
and exhaustive codebook search based algorithms, with Nr = 16, K = 4
for massive MU-MIMO system.

B. Convergence and Optimality Analysis

The proposed adaptive algorithm aims to approach the
global optima and works well for large-scale systems. Espe-
cially in MU-MIMO hybrid beamforming system, the sum-rate
expressions regarding each of the beamforming parameters
manifest symmetric or quadratic characteristics after certain
transformations as can be seen in the derivations, which
suggests the global optima should be located somewhere in
the cross sections of the Pareto frontier solutions of them,
which therefore can be jointly and iteratively approached by
a series of SG-like algorithms. In order to ensure that the
proposed algorithm converges to the region where the optimal
solutions reside, the step sizes for the beamformers must be
properly restricted to avoid gradients vanishing problems in the
iterations. As long as all the gradients do not vanish throughout
the iterations, the proposed adaptive algorithm will be able
to converge to the global optimal region. In the following,
restrictions for the step sizes are derived. In addition, the max
time steps guaranteed for reaching the global optimal solution
is provided.

Since the Lagrangian equations for the beamforming param-
eters are holomorphic, L-Lipschitz continuity is guaranteed,
i.e. for Lbk , LF, LWk

, Lmk
, the mappings CMt → C,

CNt×Mt → C, CNr×Mr → C, CMr → C are univariate
convex in terms of their corresponding beamforming parame-
ter, respectively, which can be easily proven by calculating
the Hessians of the Lagrangian functions which are pos-
itive definite) and can be regarded as L-Lipschitz for all
bk, b̃k(b̃k 6= bk) ∈ CMt , θ(n,m)

F , θ̃
(n,m)
F (θ̃

(n,m)
F 6= θ

(n,m)
F ) ∈

C; θ(n,m)
Wk

, θ̃
(n,m)
Wk

(θ̃
(n,m)
Wk

6= θ
(n,m)
Wk

) ∈ C, mk, m̃k(m̃k 6=

mk) ∈ CMr , thereby we have∥∥∥∥∂Lbk

∂bk
− ∂Lbk

∂b̃k

∥∥∥∥
2

≤ Lbk ||bk − b̃k||2,∣∣∣ ∂LF

∂θ
(n,m)
F

− ∂LF

∂θ̃
(n,m)
F

∣∣∣ ≤ L
θ
(n,m)
F

|θ(n,m)
F − θ̃(n,m)

F |,∣∣∣ ∂LWk

∂θ
(n,m)
Wk

− ∂LWk

∂θ̃
(n,m)
Wk

∣∣∣ ≤ L
θ
(n,m)
Wk

|θ(n,m)
Wk

− θ̃(n,m)
Wk

|,∥∥∥∥∂Lmk

∂mk
− ∂Lmk

∂m̃k

∥∥∥∥
2

≤ Lmk
||mk − m̃k||2.

(48)

In order to determine the upper bounds for these step sizes
that guarantee convergences, the L-Lipschitz parameters Lbk ,
L
θ
(n,m)
F

, L
θ
(n,m)
Wk

and Lmk
must be determined first. For the

baseband precoder bk ∀k = 1, · · · ,K, from equations (15)
and (20) we have

∂Lbk

∂bk
=
ln2

2

(
Qkbk −

bHk Qkbk
||bk||22

bk

)
. (49)

Denoting the power of the received signal at user k be σ2
k, the

term bHk Qkbk can be rewritten as

bHk Qkbk =
σ2
k

K∑
k=1

σ2
k + σ2

n,k

=
σ2
k

σ2
k +

K∑
i=1
i6=k

σ2
i + σ2

n,k

=
1

1 + (

K∑
i=1
i 6=k

σ2
i + σ2

n,k)/σ2
k

=
1

1 + 1
SINRk

=
SINRk

1 + SINRk
.

(50)

As can be seen, bHk Qkbk < 1. By substituting (50) to (49),
we have

∂Lbk

∂bk
=
ln2

2

(
Qkbk −

SINRkbk
(1 + SINRk)||bk||22

)
. (51)

By assuming time-wise independence on Qk, ˜SINRk, then
similarly for b̃k we have

∂Lb̃k

∂b̃k
=
ln2

2

(
Qkb̃k −

SINRkb̃k

(1 + SINRk)||b̃k||22

)
. (52)

After substituting (52) and (51) into (48) while assuming bk,
b̃k are normalized, we have∥∥∥∥∂Lbk

∂bk
− ∂Lbk

∂b̃k

∥∥∥∥
2

=
ln2

2

∥∥∥∥(Qk −
SINRk

1 + SINRk
IMt

)
(bk − b̃k)

∥∥∥∥
2

≤ ln2

2

∥∥∥∥Qk −
SINRk

1 + SINRk
IMt

∥∥∥∥
2

∥∥∥(bk − b̃k)
∥∥∥
2

≤ ln2

2
‖Qk + IMt

‖F
∥∥∥(bk − b̃k)

∥∥∥
2
.

(53)

Comparing (53) to (48), we obtain Lbk

Lbk =
ln2

2
‖Qk + IMt

‖F . (54)
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Then, according to [48], the maximum allowable step size is
limited to 1

Lbk
. In this case, the maximum allowable step size

of the baseband precoder is then given by

[µB]max =
2

ln2
(

1

max
k
‖Qk + IMt

‖F
), (55)

where max(·) denotes the maximum function. The minimum
number of iterations required for the base band beamformer
to converge to a 2-ε approximate optimal value in expectation
is given by

[tB]min =
1

[µB]
2
max

=
(ln2)

2

4
max
k
‖Qk + IMt

‖2F . (56)

Since the processes of convergence analysis for the other
three beamformers are similar, we only present the results
derived from (27), (39) and (44).

For the RF precoder, RF combiners and baseband combin-
ers, we obtain

[µθF ]max =
ln2

4

K

P

1/(

K∑
k=1

max
n,m
|[HH

k Wkmkm
H
k WH

k HkFCk](n,m)|
√
N tDk

),

(57)

[tF]min =
1

[µθF ]
2
max

, (58)

[µθWk
]
max

=
ln2

4

√
NrDk/max

n,m∣∣∣[(P
K

HkFCk(t)FHHH
k − SINRk(t)σ2

n,kINr

)
Wk(t)mkm

H
k

](n,m)∣∣∣,
(59)

[µθW ]max = min
k

[µθWk
]
max

, (60)

[tW]min =
1

[µθW ]
2
max

, (61)

µmk
=

ln2Dk

2
∥∥∥WH

k

(
P
KHkFCkFHHH

k − SINRkσ2
n,kINr

)
Wk

∥∥∥
F

,

(62)
[µm]max = min

k
µmk

, (63)

[tm]min =
1

µ2
m

, (64)

where [µθF ]max, [µθW ]max and [µm]max are the maximum
step sizes that can be chosen for the RF precoder, RF combiner
and baseband combiner of any user k, respectively. [tF]min,
[tW]min and [µm]max are the minimum time steps required
to guarantee local convergence.

From (55), (57), (59) and (62) we can see that choices of
the step size of each beamformer also depends on the global
parameters of the entire system. Considering the time indices,
the L-Lipschitz for each beamformer differs at different time
steps due to the univariate optimization approach for joint al-
ternative optimization. In order to achieve the global optimum
solution, all beamformer parameters must converge to their
own optimal regions, then the global optimum is found in

their cross-section. That is, at least [tglobal]min iterations are
required, where

[tglobal]min = max([tB]min, [tF]min, [tW]min, [tm]min).
(65)

V. SIMULATIONS

This simulation section evaluates the performance and ro-
bustness of the proposed adaptive hybrid beamforming scheme
in terms of sum-rate achieved in massive MU-MIMO sce-
narios. The proposed algorithm can be applied to arbitrary
antenna arrays regardless of the array configurations. For
simplicity, we adopt uniform linear arrays (ULAs) in our
system. A ULA consisting of Nr elements can be described
as

aULA(θ) =
1√
Nr

[1 ej
2π
λ d sin(θ) · · · ej(Nr−1)

2π
λ d sin(θ)]T ,

(66)
where aULA(θ) represents the steering vector, λ is the signal
wavelength and d is the spacing distance between any two
consecutive antenna elements.

In the mmWave channel model, we assume that only one
propagation path is contributed by each scatter, then we can
impose the scattering effects based on the spatial spreading
function as

Hmmw
k (t) =

√
NtNr
Uk

Uk∑
l=1

τk,l(t)ar(θk,l(t))a
∗
t (φk,l(t)),

(67)
where Uk is the number of scatters and set as 4 for all
simulations in mmWave scenario in order to help reflect the
sparsity feature of mmWave channel; τk,l(t) is the complex
gain of the lth scatter to the kth receiver at time instant t
and E[|τk,l(t)|2] = τ̄ ; the lth path’s azimuth angels of arrival
and departure (AoAs/DoAs) θk,l(t) and φk,l(t) are uniformly
distributed in [0, 2π), respectively, whereas their elevation
AoAs/AoDs are uniformly distributed in [−π/2, π/2], for
every cluster; at and ar are the array steering vectors of the
transmitter and the kth receiver, respectively. We also consider
all users in the same cell served by the same base station.

The i.i.d. Rayleigh fading channel can be modelled by
setting AoDs/AoAs uniformly distributed in [0, 2π) and the
number of paths to infinity in equation (67) [15]. For the
mmWave channel scenario, we consider the simulations taken
in the same coherence time, whereas for the Rayleigh channel
scenario, a number of consecutive incoherence time periods
are considered.

First of all, we obtain the sum spectral efficiency versus iter-
ation for the proposed adaptive hybrid beamforming algorithm
since it is an iterative solution for the sum spectral efficiency
maximization. As a measure of the system SNR, we denote
the system input SNR as P

σ2
n

where σ2
n = σ2

n,k∀k = 1, · · · ,K
and set Mt = 8, Nt = 256, Nr = 16, Mr = 2, K = 4
for a massive MU-MIMO system. We set the step sizes
as µB = µθF = µθWk

= µmk
= µHk

= 0.1, which
are also restricted by equations (55), (57), (59) and (62),
then compare the convergence properties of the proposed
adaptive hybrid algorithm in Fig.3, at different input SNR
conditions. The fully digitized case with perfect CSI for input



12

SNR at −30dB and 10dB are also included as the optimum
performance benchmark in this comparison. 300 Monte-Carlo
runs are conducted to obtain each curve. As can be seen, the
proposed algorithm is able to converge within 10 iterations.
Subsequently, we verify the effect of different step sizes by
setting µB = µθF = µθWk

= µmk
= µHk

= 0.2 and show
the result in Fig. 4, which illustrates a similar convergence
performance but with slightly less stable convergence cut-off
points to reach the steady-state. In addition, the steady state
performances at different input SNRs are also slightly lower
than those where the step sizes are set at 0.1. Especially at
low input SNR (−30dB), a small level of fluctuation can be
observed.
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Fig. 3. Achieved sum spectral efficiency comparison of the proposed adaptive
hybrid beamforming algorithm at different input SNRs, in a 256×16, 4-user
massive MU-MIMO system in mmWave channels. Each receiver is equipped
with 2 RF chains. All step sizes are set at 0.1
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Fig. 4. Achieved sum spectral efficiency comparison of the proposed adaptive
hybrid beamforming algorithm at different input SNRs, in a 256×16, 4-user
massive MU-MIMO system in mmWave channels. Each receiver is equipped
with 2 RF chains. All step sizes are set at 0.2

Secondly, we justify the statement we made in Section II,

that in the scenario where each receiver only deals with one
data stream at a time, while still using both analog and digital
beamformers rather than only analog phase shifters with one
RF chain (which was proposed in [26]) at each receiver, and
associating with a global optimization approach, the system
can potentially achieve much better performance, while the
number of RF chains in each digital combiner does not have to
be large. At this point, we remark that the system model of [26]
is a special case of that studied in this work, which attempts
a more generic model that is capable of dealing with different
types of channels (include but not limited to mmWave) without
changing the algorithm structure. With a system input SNR
variation from −30dB to 10dB, Ns = K = 4 Mt = 8, Nt =
256 and Nr = 16, we compare the proposed adaptive hybrid
beamforming algorithm with different Mr values. The sum
spectral efficiency performances of the compared algorithms
in mmWave channels are as shown in Fig. 5. 30 iterations are
conducted to obtain each point of each curve for the proposed
algorithm and 300 Monte-Carlo repetitions are conducted to
obtain the results of all benchmark algorithms, which will be
also applied to all simulations in the rest of this section. As
shown in Fig.5, by using more than only one RF chain (Mr ≥
2) for each receiver, the system is able to achieve much higher
sum-rate.
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Fig. 5. Achieved sum spectral efficiency comparison of the proposed adaptive
hybrid beamforming algorithm with different Mr settings in a 256×16 4-user
massive MU-MIMO system in mmWave channels.

Thirdly, we compare the proposed adaptive hybrid beam-
forming technique to the hybrid precoding analog-only com-
bining beamforming approach [26], the state-of-art hybrid
block diagonalization technique [15], and the fully digital
structure with perfect CSI optimum case. We assign Ns =
K = 4, Mr = 1 for the compared algorithms and evaluate
the achievable sum spectral efficiency versus input SNR in
a variation from −30dB to 10dB, with two different sets of
Nt and Nr values (Nt = 256, Nr = 16 and Nt = 1024,
Nr = 32). We apply equal power allocation for the hybrid
block diagonalization method in [15] and 1-bit resolution for
all phase shifters in their codebook along with the exhaustive
search based approach. The simulation results are as shown in
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Fig. 6. In Fig. 6, the sum-rate performance benefit is obvious
by adopting a 1024 × 32 antenna set, which is often used to
further increase the antenna gain and system throughput and
efficiency (e.g., in mm-wave/THz systems), at a higher cost
and complexity, comparing to a 256 × 16 set. The proposed
algorithm is able to deliver better performance comparing to
the hybrid diagonalization and limited feedback approaches in
a wide range of input SNR while approaching the optimum
fully digital perfect CSI case.
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Fig. 6. Achieved sum spectral efficiency comparisons of the proposed and
existing hybrid beamforming algorithms with different Nt and Nr in a 4-user
massive MU-MIMO system in mmWave channels..

Next, we examine the effects of the number of users in
a massive MU-MIMO system when the proposed adaptive
algorithm is applied. For consistency, we set the number
of supported data streams Ns = K and use equal power
allocation for the hybrid block diagonalization method. We
fix Mt = 8 and Mr = 1, system input SNR is set at
0dB for all algorithms. Fig. 7 shows how the achieved sum-
rates of all algorithms vary with the number of receivers,
with two different sets of Nt and Nr values (Nt = 256,
Nr = 16 and Nt = 1024, Nr = 32). While the proposed
adaptive algorithm has asymptotically similar performance
comparing to the hybrid block diagnalization approach, it
shows a less performance saturation tendency as the number
of users goes up and achieves higher sum-rate comparing to
the other algorithms. However, it is important to point out that
the proposed adaptive algorithm does not perform as well as
the hybrid block diagnalization approach when the number of
users is small (e.g. K < 4 in this case), which is probably due
to the fact that the gradients are easier to get stuck at local
minimal with single feedback channel at the user end. The
only limitation is that the total system feedback load scales
up linearly with K, which is an important factor to consider
in practice.

Since the same conclusions of the above simulation results
hold for i.i.d Rayleigh fading channel, its simulation result
is omitted in order to conserve space. In Fig. 8, we evaluate
the performance of the proposed algorithm compared to the
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Fig. 7. Achieved sum spectral efficiency versus number of users K
comparison of the selected algorithms, with different Nt and Nr for a massive
MU-MIMO system in mmWave channels.

method of [17] in the flat Rayleigh fading scenario, which
gives the optimal antenna phase shifter designs (for Rayleigh
fading channels only) based on three assumptions: transmitted
data streams is half the number of RF chains; perfect CSI
is known by the system; high system input SNR. For the
purpose of fair comparison, we include: the case where the
proposed algorithm also has the perfect CSI, which means
the adaptive channel estimation step is not required for the
proposed algorithm; and the case that the CSI is stationary
but unknown to the system for all algorithms; as well as
the case of fully digital design with perfect CSI. We set
Mt = 2K = 2Ns = 8, Nt = 256, Nr = 4 and present
the result in Fig. 8.
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Fig. 8. Achieved sum spectral efficiency comparison of the proposed adaptive
hybrid beamforming algorithm with perfect CSI in a 256× 4 4-user massive
MU-MIMO system with flat Rayleigh fading channels.

Furthermore, we are interested in the scenario where the
CSI is either time-varying or non-stationary which is a very
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common case for Rayleigh fading channels, that is, either the
CSI or the statistics of the CSI changes over every period of
coherence time. This is very similar to the situation when CSI
is totally unavailable to the system. Since none of the existing
massive MU-MIMO beamforming techniques are developed
to deal with non-stationary channels, we focus on illustrating
this effect based on the sum spectral efficiency versus iteration
by assuming that the channel estimation step in the system
happens at least once during each coherence time. In order
to show the effects of adaptive channel estimation step in
the proposed algorithm, 20 iterations are allowed during each
channel coherence time, which means the CSI is changed
every 20 iterations. The changes of CSI statistics can be
modelled by adding random perturbations to the channel
matrices. The changes of CSI can be modelled by simply re-
generating the channels at the beginning of every coherence
time so that their statistics are still preserved. Here we only
focusing changing the CSI as an example for demonstration
purpose. We set Mt = 8, Nt = 256, Nr = 4, Mr = 2, K = 4
and re-generated the channels every 20 iterations. We study the
performance of the proposed algorithm in terms of the sum
spectral efficiency versus iteration at different input SNRs and
the result is illustrated in Fig. 9. The number of users, number
of antennas and RF chains remain the same as in the previous
simulations. The channels are generated based on the large-
scale Rayleigh fading channel characteristics. As can be seen,
the proposed algorithm is able to update the beamformers and
maximize sum rate in less than 20 iterations every time before
the channel is changed. As soon as the channel changes, the
optimum beamformers estimated for the previous channel state
no long apply which results in immediate performance loss.
However, within a number of iterations, the algorithm is able
to adapt the beamformers to maximize the sum rate again
before the channels are changed again (at iteration 20, 40, 60).
At high input SNRs, the proposed algorithm is less sensitive
to noise and more sensitive to the channel uncertainties, which
results in taking longer to converge and fluctuations. At low
input SNRs, the algorithm becomes more sensitive to the noise
level and less sensitive to the channel uncertainties. However,
the noise level is fixed (e.g. at -30dB or -10dB), the algorithm
shows less fluctuations and more stability in the converge
performance.

The average run time of the proposed algorithm tested in
300 repetitions is 0.1145 seconds/iteration, or 2.29 seconds/run
(assuming 20 iterations per run), which can be used to judge
the rationality of channel coherence time for different scenar-
ios.

VI. CONCLUSIONS

In this work, an efficient adaptive hybrid beamforming
technique, including a SG-based adaptive algorithm and a low-
complexity adaptive scheme, are developed for massive MU-
MIMO systems. The proposed adaptive hybrid beamforming
technique is based on the system sum-rate maximization prob-
lem, aiming to avoid local minimas in order to approach the
global optimum solutions through joint iterative optimization.
The proposed adaptive scheme requires the SINR feedback
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Fig. 9. Achieved sum spectral efficiency comparison of the proposed adaptive
hybrid beamforming algorithm at different SNRs in a 256× 4 massive MU-
MIMO system with time-varying large-scale Rayleigh fading channels.

from each user and a limited size transition vector to be
exchanged between the transmitter and receivers. Both analytic
and simulation results show that the proposed algorithm can
achieve superior performances comparing to the existing state-
of-art hybrid beamforming techniques without requiring to
know the CSI as the channels are also adaptively estimated
together with the beamformers.

In the future work, unequal power allocation can be taken
into account as an extension of the original optimization
problem. Additionally, in the special case of mmWave channel,
the channel sparsity characteristic can be exploited and the
proposed algorithm will need to be tailored correspondingly
with possibly lower complexity but at a sacrifice of losing gen-
erality of channel independence. Furthermore, as mentioned,
the more general case which the base station transmits multiple
data streams to each receiver (i.e. combined beamforming and
multiplexing) at a time cannot be solved in closed-form or with
explicit complexity while the gradients become completely
intractable. This problem can potentially be solved by deep
learning techniques. However, the main challenge is that the
overall system complexity and signaling overhead will be
extremely high especially during the training phase. This issue
will be investigated in our future research.
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