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Abstract

LTE is the fastest growing cellular technology and is expedb increase its footprint in the coming years, as well ag@ss
towards LTE-A. The race among operators to deliver the arpeguality of experience to their users is tight, and dersawgphisticated
skills in network planning. Radio network dimensioning (BNis an essential step in the process of network plannind,h@s been
used as a fast, but indicative, approximation of radio sitent. RND is a pre-requisite to the lengthy process of thghoplanning.
Moreover, results from RND are used by players in the ingustr estimate pre-planning costs of deploying and runnimgetavork;
thus, RND is, as well, a key tool in cellular business modglliin this work, we present a tutorial on radio network disiening,
focused on LTE/LTE-A, using an iterative approach to find ¢abeed design that mediates among the three design rearitem
coverage, capacity, and quality. This approach uses asttatilink budget analysis methodology, which jointly aaoots for small
and large scale fading in the channel, as well as loading dugaffic demand, in the interference calculation. A conmIBRND
manual is thus presented, which is of key importance to ¢pesaleploying or upgrading LTE/LTE-A networks for two reas. It is
purely analytical, hence it enables fast results, a priratofan the race undertaken. Moreover, it captures essesatiembles affecting
network dimensions, and manages conflicting targets torensser quality of experience; another major criterion i@ tompetition.
The described approach is compared to the traditional RNihgua commercial LTE network planning tool. The outcomehier
dismisses the traditional RND for LTE, due to unjustifiedrease in number of radio sites and related cost, and mdiivatéher

research in developing more effective and novel RND procedu

Index Terms
Link budget analysis, iterative radio network dimensiapioellular network planning, inter-cell interferencetistiics, LTE/LTE-A

|. INTRODUCTION

Cellular radio network planning in general, is the procebsalecting the minimum radio site positions, and corresiog

parameters and optional features to provide adequatecseiviall subscribers. Cellular technology is evolving, awegv cellular



generations often require smaller cells. Neverthelessinmbent operators prefer to reuse existing radio sites dritidigap with
new sites. In this context, radio network planning concenagimising the number of reused radio sites and identifffiegminimum
number and location of new radio sites [1]. In general, thedhplanning objectives: coverage, capacity and qualitges¥ice
(QoS) are often inter-dependent and interrelated; hehey, need to be addressed jointly. A radio network plannirgy@se is
limited to a given area (e.g., town, city, country, etc.)yexage targets refer to the percentage of the area covertite percentage
of population in the area covered. A point in the area is @®rsid covered, if a user in this location is able to estalaisaliable
voice or data session at the desired rate on both uplink anahldd directions. For instance, in 2013, London had 97.9%aa
coverage and 99.7% population coverage; whereas Edinthadh77.3% and 98.2%, respectively [2]. Capacity targets bmy
defined as the number of active calls, data sessions, orttot@lighput per cell, depending on the cellular technol@@yality
targets reflect the users’ satisfaction, hence depend ondlgar technology considered. Blocking probability ised for fixed
rate circuit switched access systems; user data rate isfas@acket switched systems.

A dominant objective in RND is to minimise the cost of the netlwdesign, however there is an inherent trade-off, common t
all communication systems, that also exists between cgpaoverage and quality. In other words, for a given fixedtctte RND
may be designed in a multitude of ways, whereby each desitgcie a different level of trade-off between coverage, capa
and quality. For example, for that cost, a cellular operatay decide to have sporadic coverage of selected hot-spibtdimited
coverage, controlled capacity, and high quality. Alterrey, for the same cost, another cellular operator may shdo maximise
its footprint at the expense of quality and/or capacity. Bt problem can also be addressed from a different perspeassuming
that the percentage of area (or population) covered is ieghby the spectrum licensing agreement, for instance, thB Ridy
be designed in various ways based on different trade-offlibgjums. A minimum number of high power macro-cells witharge
spectrum allocation may be deployed, thus limiting the dgplent cost but potentially compromising quality of seevidue to
high inter-cell interference. Another option would be t@rease number of macro-cells operating at less power, hanitang
the inter-cell interference, at the cost of higher expends. In this work we address these various trade-off andodstrate
their importance by comparing the cost-related metricsifiér@nt designs; hence the trade-off between quality avst & also
emphasized and central to the paper.

RND is the first step in radio planning, and is traditionalBntred around the link budget analysis (LBA), a radio sitanto
estimating tool. The raw outcome of the LBA is the maximunowid path loss. This is used with a propagation model, tones#
the maximum cell coverage range, which is then used to esith@ minimum required radio site density. A cell, traditdly,
represents an area covered by one antenna such as a secsgdioi@ed radio site. A radio site is the location of the raatioess
equipment and antennas; in LTE it is the evolved Node B or eNBA is enabled by some simplified assumptions concerning
heights, clutter types, and traffic distribution, as showfrigure 2. The statistical propagation model used in LBAgsdnot include
terrain height effects, but, often has a slope and intercalpie for each type of environment, otherwise referred tolaier type

(e.g., urban, sub-urban, rural). Furthermore, the plapairea is divided into few homogeneous and continuous sabatieat are
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Fig. 1. Radio network planning is an ongoing task that ievatetween planning and optimisation. The RND process isssenéal step in radio planning; it is
also the initial site count estimation tool.

depicted by one clutter type. Also, in the LBA phase, useesasmsumed identical and uniformly distributed within eascbagea in
the network; thus, leading to uniform traffic distributioasd equally loaded base stations. This fairly simplifiedrapph allows,
nevertheless, for a quick analysis and an indication of ebiiht The authors in [3] use conformal mapping to transfdrengctual
traffic distribution through canonical domains to a symicatrscenario; then, they use a common RND approach to fgethi
number and canonical location of base stations, followedynverse transformation function to find the correspogdaalistic
locations. The LBA also provides valuable insight into tlileets of different parameters and features on networkgperénce.
The LBA process is described in [4], [5], and [6] in the coritex second cellular generation 2G/GSM (global system for

mobile communication), 3G/UMTS (universal mobile telecouonications system), and 4G/LTE-A (long term evolutionatbed),
respectively. However, authors in [6], readopt 3G assumngtiwithout derivations or validations; consequently,rtheaditional
approach is unable to accurately capture the tradeoffsdegtveoverage, capacity and quality in LTE/LTE-A. RND resulave
direct implications on operational and capital expenditof an operator, ergo it is crucial to reflect the impact ofiaas design
targets (coverage/capacity/quality centric) in the besiplan.

The second step in radio network planning is the tool-basadnmng, traditionally performed using commercial plamqiools
to perform detailed predictions (see Figure 1). In theséstabe propagation model takes into account the charattariof the
selected antenna, the terrain elevation, and the land u$daad clutter surrounding each eNB. Moreover, an elabatratffic
modelling application is employed to represent, realsiyc users’ positions in the network and their differerdffic profiles as
shown in Figure 2. The tool-based planning exercise take®thput of the RND as a starting point; at the end of the potes
number of radio sites and locations would be optimised &rthased on more realistic assumptions. Monte Carlo stiookare
performed to derive network performance indicators. Adawgly, the setting of parameters, such as radio site lopatntenna
azimuth and tilt, neighbouring and mobility parameterisgft, and frequency planning (if applicable), can be adpish order

to reach desired targets. Results obtained from an eféeetivd successful RND exercise present a good starting pmititet
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Fig. 2. Major assumptions facilitate the LBA-based RND s Firstly, heights are ignored, thus the area is comgldéat. Second, the target area is divided
into subareas, each belonging to a clutter class with spemifipagation models. Lastly, traffic maps are uniform witdach subaredbps/km?).

RND assumptions

tool-based planning phase, and often require minimal &adjeists to meet the design targets in the realistic settifigss, the
tool-based planning step is a practical validation teshdorrectness and preciseness of the RND approach.

Radio network planning is an on-going activity in a live netlx The post-deployment planning objective is to optintise
network in view of the changing environment such as: in@éasisers, improved data rate, and new services. |deadyRNMD and
planning tool are updated with live network data and usedi¢émtify a proper optimisation technique prior to implenagiun (see
Figure 1). Such an approach avoids unnecessary outagesamalk performance degradation, and ensures users quéksrvice
through the optimisation phase. Thus, RND and tool-basadnphg do not end upon network deployment, but are contislyou
revisited during the network’s lifetime.

In this paper, we present a tutorial on the LTE network RNDcpss through an original analytical approach that higdidi E
tradeoffs. An LBA built on analytical methodologies with mequirement for simulations presents a key advantage beaaiuits
ability to yield fast results that are essential for netwptanning and business modelling. Accordingly, it has bdenrtorm, in
previous cellular generations’ LBAs, to represent theaftd random variables, such as fading, through statispoater margins
which are typically derived from simulation results conegilinto lookup tables [7]. Effectively, this approach is ratid for LTE
since the intrinsic flexible nature of LTE and its advancealtdees result in a multitude of lookup tables, hence rendetiis
circumvention quite impractical. In this tutorial, we denstrate that a short-cut pragmatic setting of such parametay lead to
wrong results, and emphasise the importance of developstatistical RND process in the context of LTE, inviting moesearch

in this domain. It should be noted that throughout this pater term fading is used to refer to joint small and large es¢atling



which are often termed fast fading (Rayleigh/Rician) aravsfading (shadowing), respectively.
A. Literature review

A thorough investigation into published material indicatieat this work is the first to offer a comprehensive tutasialanalytical
RND with focus on LTE/LTE-A. Authors in [6] dedicate a whol&apter to LTE RND, however, the process of dimensioning,
as part of the bigger network planning procedure, and thwvatams and implications of pertinent entities affectitig network
dimensions are not comprehensively covered. Upase et[8] pmovide a brief description of the network dimensionargd planning
procedure for WiMAX from an implementation perspectivewewoer, it lacks supporting information of theoretical bgadund and
link budget derivations.

Some recent papers tackle LTE-specific RND from differemsjpectives. An analytical model for orthogonal frequerdiyision
multiple access (OFDMA) dimensioning is proposed in [9] tadfithe minimum number of channels required to guarantee a
minimum loss probability. The model considers an isolateltito estimate the number of required sub-channels perdesggnding
on the signal to noise ratio (SNR), in which the signal is e#d by large scale fading. Simulations, instead of arad/tnodelling,
are often used for dimensioning such as [10] and [11]. Awhie{10] propose an in-house simulation tool for LTE coveragd
capacity dimensioning, and a resulting analysis on theceffeheight and clutter types on cell range. The simulatiams however,
based on path loss averages, thus large and small scalg fa@imgnored. A recent work, [11], looks at using capacitpetisioning
results in order to find suitable solutions for network etioln. The authors extend usage of known propagation models¢fined
statistical method to evaluate two possible network deraifin approaches: adding macro-cells or small cells, mi#ipg on the
city model and traffic distribution. Another work, relatem re-dimensioning for improving QoS, is presented in [13jeTauthors
investigate how QoS affects network capacity dimensiomsairwhich stage the network should be extended. Howevemtiazel
focuses on control overheads, and ignores channel fadidg#toer cell interference in the dimensioning calculations

Research on the LBA part of the RND has, perhaps, receivee aitention than the full RND topic. There are a few research
papers that propose an LTE perspectives to the traditiomalfical LBA; we identify them as the traditional reseadinection.
Two other directions look at the outage analysis of OFDMAhtedogies, one based on a single sub-carrier scenario attiean
on a multi sub-carrier scenario.

The traditional research direction readopted the tradgti@limensioning approach of 2G and 3G networks on LTE sudélas
[13]-[15]; therefore adjusting the LBA with LTE specific fiad and interference statistical margins. However, LTH&m to
increased spectral efficiency is based on the network'sbilitgato adapt fast to signal-to-interference-plus-roistio (SINR)
fluctuations. Moreover, LTE’s flexibility in adaptive modtion and coding as well as multiple antenna techniquedtsesua
myriad of possibilities hence an unmanageable number oiesrin the lookup tables. Subsequently, the previouslgpiet detour
is no longer practical for LTE; therefore, there is a needdrousately and statistically capture the effect of varialdach as fading
and loading in the LBA.

Another research direction models the system interfereoosidering a single sub-carrier scenario. For example| Seal.



in [16] and [17] propose an elaborate derivation of intdtagerference (ICI) probability density function undewutti-path Rayleigh
and Ricean small scale fading respectively, conditionethenarge scale fading and the network load. Their objedtiv® point
out the inaccuracy of assuming Gaussian ICI and its effedramsmitter and receiver design in OFDMA. The approach is th
complex and relies on Monte Carlo simulations to derive ages, hence not suitable for dimensioning purposes. Ontlie band,
Ben Cheick et al. in [18] propose an outage probability asialypased on the statistical modelling of the downlink ifelemce
using two approaches: the Fenton-Wilkinson and the celitnéltheorem. They reach mathematically manageable égusbut in
the process, approximate small scale fading effect of fitieig cells’ channels to their average value, and condidécell load.
Tabassum et al. in [19] capture accurately the effect of ausite fading (i.e., small and large scale fading) on the ob&mfrom the
serving cell and interfering cells, while accounting foe ticheduling algorithm impact on ICI. The analysis providssmations
of the outage probability and the cell ergodic capacity mgsinot proceed to use the outcome for dimensioning purp¥aeg
and Fapojuwo in [20] propose an analytical framework for aagenal cellular network with Rayleigh small scale fadiagd
consequently, derive corresponding coverage probalality the spectrum efficiency characterisation. Another stalee research
in this field is by Andrews et al. in [21], in which general msléor multi-cell SINR are presented using stochastic gaoyme
and assuming base stations’ locations follow a Poissonilalision as opposed to fixed grid. Tractable models are pegavith
simplifying assumptions such as Rayleigh channels andigielgl thermal noise; results from these are compared toemical
models with more realistic assumptions. The work is valeabldefining a new line of research, however, the models megpare
not applicable to the LTE RND exercise in their presentedhfohlthough final planning designs are often non-grid as altex
site acquisition constraints, it cannot be considered asengn the RND phase. This additional layer of complexityften part
of planning and is considered to be an outcome of the planpingess, not an input to it. Single sub-carrier ICI estiorais an
essential milestone in the RND exercise but is also a crifiaé in the evaluation of innovative features for inteefiece mitigation
such as inter-cell interference coordination, e.g., [22].

A third research direction is based on a statistical interfee model with multiple sub-carrier considerations.l@uo and
Mazenga in [23] base their approach on the exponential @fé&eSINR model, as in [24] and [25], approximated by a Gassi
random variable. The approach however is complex and stits on simulations while ignoring large scale fading.iKet al.
in [26] propose an approach based on the mean instantanapasity concept as in [25] using the Fenton-Wilkinson méttm
approximate the joint effect of large and small scale fadinghe SINR distribution but with similar assumptions, a$18], thus,

assuming full cell load.

B. Contributions

The main contribution of this work is that it presents thetfoasmprehensive LTE/LTE-A radio network dimensioning tiab
To the best of our knowledge, it is the first tutorial to tackhe practical derivations and implications of LTE RND, ks
thorough statistical modelling of pertinent radio aspebt® use an original approach to highlight the paradigm of IRED,

through performance analysis and a case study, to motiwater@search in this direction. To this end, another contigbuof the



paper is the presented statistical based dimensioningagpipaccompanied by results, analysis, and insights faouwsparameters

and scenarios. Inasmuch, this tutorial has two main aims:

1) The first objective it to provide engineers in industryhlwit compact overview of the process of radio network dimerisgm
that is used by cellular operators globally to dimensiondrads of networks that serve billions of subscribers. Theradew is
supported by mathematical analysis and performance saalt can provide useful practical insights and highlightthtions
of existing methodologies. Indeed, a reliable RND appraoach key engine for operators competing for quality of sexvic
delivery, and for tool developers offering cutting edgetdiees, as well as for telecommunication vendors and caarsislt
dimensioning their business plan.

2) The second objective is to trigger more research in thés dry highlighting the limitations of the traditional appoh
and providing a road-map for a new approach based on statigtiterference modelling, while effectively capturiraping
dynamics on serving and interfering cells as well as thecefté¢ cell loading on levels of interference from neighbogri
cells. The presented approach improves on traditional oastlby deriving LTE-specific LBA parameters (e.g., linkirge t
interference degradation margin to the actual cell loadingheighbouring cells and corresponding channel fadinggage
study is presented with derivations, results, analysid,iasights, to demonstrate the benefits of the statisticatagzh. Such
results aim at promoting the usage of statistical analysifRND, especially when addressing advanced features aiedeta

in Section VII.

In this paper, we first present a methodology descriptiornefdtatistical LBA process, backed with derivations andrjpretations
of key factors affecting LTE/LTE-A design. Then, a practitaplementation of the methodology is provided, leadingtdetailed
analysis of LTE/LTE-A design tradeoffs. In this exercisejaal characteristics of the technology are framed suctedireathing
and elasticity, effect of inter-site distance on edge ugpegence, and relation between transmit power and cefjeaBubsequently,
the tutorial describes the integration of the statisticBALin the iterative RND process, to balance the conflictinmelsioning
requirements of coverage, capacity and quality. A caseystuthen presented, with the objective of comparing thegresi RND
to the traditional RND, by conducting tool-based simulasdor each, using a commercially planning tool. This sectietails
the method of data migration to the planning tool, in additio guidelines for interpreting simulation results and pamning the
simulated network performance to the design targets. The study shows that the traditional RND results in 36% ursesog
extra eNBs, and a network performance that exceeds thetsargkereas the statistical-LBA-based approach yieldfopaance
indicators close to the initial targets. Additional eNBsjuge higher capital expenditure (CapEX) due to the costuidimg and
installation, and an increase in operational expendit@eEX) due to the additional maintenance and operationt. l8luch an
increase in cost motivates more research in the domain of RND, to provide various parties in the industry with a relab
procedure for technical and business dimensioning.

The rest of the paper is organized as follows. Section Il gadackground on link budget analysis highlighting theitiaaal

approach and LTE specific parameters. Section Il preséetsi¢rivations leading to the statistical link budget asialy(SLBA).



Corresponding results and insights learned from the ptedeapproach are discussed in Section V. Section V preseniterative
dimensioning process for LTE based on SLBA. A case study ewimg the traditional RND to the approach presented, using a
commercial planning tool, is presented in Section VI. Hinagection VII summarizes the tutorial and highlights kéyaltenges

in future dimensioning of future networks.

C. Mathematical notations

Mathematical notations and parameters are listed in Tafe dlarity. As a convention, variables that are interchealgy used
in linear form (X) and in logarithmic form are presented with | when expressed in dB or dBm, e.d., is the path loss between
the user and the severing eNB in linear form (i.e. ratio) andis the same entity expressed in dB, wher&4sis the total transmit
power in Watts and”’ is the same power in dBm. Another notation convention adbstehis work is that the subscriptin X,
indicates the concerned eNB, e.d\, refers to the fading variable on the downlink channel from ferving eNB, whereas,,

refers to the path loss from the neighbouring eNB

Il. RADIO NETWORK DIMENSIONING (RND)

RND forms the initial stage in network planning and, traafitlly, it has consisted of two main processes: coveragenpig
using the LBA, and capacity planning using Erlang equatimmnsGSM [27] or Shannon and pole capacity equations for sprea
spectrum technologies [28]. Often the two processes aiaiitely revisited, especially with spread spectrum raatioess, to find an
RND solution that balances coverage and capacity. LBA idredron Reudink’s identified deterministic relationshipgvizeen cell
edge coverage probability/reliability (ECP) and area cage probability/reliability (ACP) [29]. Cell edge relidiby refers to the
probability that the radio frequency signal strength meadwn the contour at the cell edge will meet, or exceed, aatksgjuality
threshold (e.g., -90dBm). Whereas, cell area reliabiltyhie probability that the signal will meet, or exceed, thaliqy threshold
after integrating the contour probability over the entireaaof the cell. Because of this relationship, estimatirgdistance to the

cell edge can be shown to be theoretically equivalent toraeténg the reliability of the signal strength within thellc29].

A. Traditional link budget analysis

The link budget analysis is a traditional tool used to coraghe maximum allowed path loss (MAPL) between the baseostati
transmitter (TX) and the mobile receiver (RX) at the cell edgs shown in Figure 3. The MAPL is then translated into aregitje
using the propagation equation, looking at both the uplidk)(and the downlink (DL) directions. A typical LTE DL budgét
presented in Table Il, where parameters have been groupethivse that are considered constants, and those that mseleced
random variables. Referring to Table Il, and starting with maximum power at the base station, the effective isatrogadiated
power (EiRP) is first calculated accounting for all gains &v&bes in the transmitter antenna chain. The EiRP per sulecé?)
is then obtained by assuming that power is distributed ¢gosakr the number of available sub-carriers. Then, thermoé&de power

in a sub-carrier §2) is computed given the thermal noise power spectral demsity sub-carrier bandwidth. The basic SNR is



TABLE |
TABLE OF MATHEMATICAL SYMBOLS.

Parameters | Description
A Fading gain component
a Path loss exponent
B Cable/connector/combiner losses
Bs Receive noise figure
Bs Penetration loss
Ds Subscriber density
Dgub Number of sub-carriers
Ar Accepted difference between, andrgs in iterative approach
Ay Accepted difference betweep andnc in iterative approach
E Total effective isotropic radiated power (EiRP)
Ix(z) Probability distribution function of variable&
~ Signal-to-interference-plus-noise ratio (SINR)
~' Signal-to-noise ratio (SNR)
g0 Gamma function
Gr Receive antenna gain
Gr Transmit antenna gain
n Cell load
na Assumed cell load in iterative approach
ne Capacity cell load in iterative approach
1 Total interference
I, Interference from neighbouring cell
K Path loss constant
An Expected value of,
L Mean path loss
Limax Maximum allowed path loss (MAPL) of a cell having inter-caiterference
Lo MAPL in case of isolated cell
1 Interference degradation component
MB, ... Total losses
My Fading margin
Ma, Total gains
M, Interference degradation margin
N Number of cells in the network
P’ Total transmit power in Watts
P EiRP per sub-carrier
R Cell range in km
rA Assumed cell range in iterative approach
rs Safe cell range that leads to the required edge coveragalmtiop in iterative approach
S Received signal strength
o Total thermal noise power in channel
T Effective transmit power per sub-carrier
0 Thermal noise power spectral density
U Number of subscribers per eNB
w Bandwidth per sub-carrier in Hz

computed by taking the ratio of received signal strengtthtothermal noise power in the channel. However, a realistiplifier
(the mobile receiver in the DL budget) also adds some extiserfoom its own components and degrades the SNR ratio; tus t
SNR at the output of the amplifier is worse than the SNR at psiinin other words, if the target SNR]'(arget) is -9.1dB and
the noise figure of the mobile device is 7dB, then the SNR afrtpet of the mobile receiver should be -2.1dB. In additiofteio
other constraints are included in the LBA to account for algabsorption loss in designs that are targeted for indoan-@ar
receivers, referred to as penetration loss in Table II.

Two essential design margins remain unaccounted for: tii@damargin Mf) and the interference degradation margM#().

These design margins are shown in the variable parametetisrsef the link budget and are given special attention isigleng
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Fig. 3. This figure represents the losses and gains encednisr the signal from the transmitter to the receiver. In otdefind the maximum allowed path loss,
we assume maximum transmit power and minimum required SIfNfReareceiver. The gains and losses that can be assumedohestic are presented in solid
lines; whereas the statistical variables, such as larde §ading and interference degradation margins, are shawdoited lines.

the LTE link budget, as will be discussed in coming sectidrie fading margin is a deterministic power margin that consaées
for signal variation due to statistical fading distributiand, thus, used to improve cell edge reliability. The iietence degradation
margin, is the degradation of the SNR in the presence of ndliaterfering neighbouring cells causing ICI. It shouldrimed that
in some literature, the term noise rise is used instead effgrtence degradation. For instance, consider an ingsréerdegradation
margin equal to 3dB in the downlink budget. This indicateat tlan isolated base station that can provide an SNR of -2t&dB
users at its cell edge, would only offer an SINR of -5.1dB ia firesence of interfering neighbours. In LTE, the interieesfrom
other cells is due to the fact that all cells are continuogslgring the spectrum, thus, the level of interference @ titeethe level

of activity in neighbouring interfering cells (higher adty results in higher probability of using the same subrieas).

B. Propagation model characteristics

The mean path loss between the base station and a receiver e¢lt edge is expressed as in (1). Consequently the receive
power at the cell edge can be expressed as shown below, Whisrthe received power in dBn; is the effective transmit power
of the base stationl, is the mean path loss in dBg is the cell range in kmK and« are the path loss constant and path loss
exponent, respectively [30]. In (2), the variable captures the signal variations due to fading; thus, theivedesignal is not

deterministic but follows a statistical distribution gomed by the channel fading characteristics.

L =K —10a-log,,(R) 1)

v

S=T-L+A=T-(K—10a-log,y(R)) + A 2)

Figure 4 (right) represents an instantaneous snapshotafaidirectional cell edge where the random dotted lineasgnts the
points that satisfy the target signal strength (e.g., -90§B-igure 4 (left) depicts the statistical distributiontbé signal strength at

the cell edge around a normalised mean. In this figure, therghdading characteristics are restricted to large sede§ which is
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TABLE I
TYPICAL LTE DOWNLINK LINK BUDGET ANALYSIS (LBA).

Constant parameters Unit Formula Value
Total transmit power dBm P’ 46
Transmit antenna gain dBi Gr 18
Cable/connector/combiner losses dB B, 2.5
EiRP dBm E=P +Gr—-B; 61.5
Total number of sub-carriers 10MHz Daup 600
EiRP per sub-carrier dBm P =10-log(5>) 33.7
Thermal noise density dBm/Hz 0 -173.8
Bandwidth per sub-carrier Hz w 15000
Total thermal noise in channel | dBm 52 =60+ 10-log(W) -132.0
Receive antenna gain dBi Gr 0
Receive noise figure dB Bs 7
Required SNR target dB Y target -2.1
Penetration loss dB Bs 18
Total gains dB Mea,.. =Gr 0
Total losses dB Msp,,,,, = B2 + Bs 25
Effective power per sub-carrier| dB T=P+ Mg,,.. —Mp,.,. 8.7
Variable parameters Unit Formula Value
Fading margin dB My 5
Interference degradation margin dB M, 2
Dimensioning results Unit Formula Value
MAPL dB Limax =T — (V' targer + 6° + My + M,,) | 135.8
Cell range km R =102 0.931

...... Actual cell range

D 50% ECP
% 75%ECP

—150% ECP
== =T75%ECP

0 0.675
Fig. 4. Left: Log normal distribution with zero mean used ®&fide adequate large scale fading margbfﬂf, to improve cell edge reliability. Right: Actual cell
contour fluctuates due to large scale fading (dotted randoee). |IDeterministic cell contour ignoring the large scadelihg variables (solid circle) results in 50%
locations on the cell edge with received signal strengthakqu better than target. Deterministic cell contour inahgdlarge scale fading margiMf, obtained
from the distribution on the left, results in 75% locations the cell edge with, at least, required target receivedasigtiength (dashed circle).

often represented using a log-normal distribution. Therdogmal distribution’s standard deviation depends on tlea,afrequency
and size of obstructions; it is typically betwe#tB and12dB [29]. Figure 4 (left) depicts a normalised log-normal digition with
zero mean (standard deviation is set to 1). Traditionalfgding margin Mf) is added to the target signal strength to account for
the statistical fluctuation of the signal power, and thugriore the reliability from 50% to 75%, for instance. In orderidentify

the adequate fading margin, firstly, the distribution inufigy4 (left) is used, and a normalised margin of 0.675 is fawnidhprove
the reliability to 75%, with only 25% of the values falling@l® this value. ThenAZ/f is found by multiplying 0.675 by the standard
deviation of the actual fading distribution (e.§dB), consequentlny =0.675-8 = 5.4dB. The improved-reliability target signal

strength is thus:-90 + 5.4 = —84.6dBm and the resulting cell contour is shown in a dashed line inf&gt (right). Thus, adding
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the fading margian, improves the cell edge coverage probability but reduces#ll range. Using Reudink’s mapping between
edge coverage probability and area coverage probabitity,assuming a path loss exponent of 35.2dB per decade anth éopat

constant of 137dB, then the area coverage probability tlwatidvresult from such a design would be 90% reliability.

C. Traditional cell range calculation

The final outcome of the link budget is the maximum allowechgass, or MAPL, which defines the maximum possible loss
as a result of propagation loss that can exist between rgcaid transmitter in such a way that the transmitter is ohpfolver
and the receiver achieves the required SINR, for the tar@R. Mccordingly, the MAPL is the difference between the Eigd?
sub-carrier P), affected by the design margins, and the target SINR at ¢fleedge {tareet) @s shown in Table II. In order to
simplify the representation of MAPL, the effective power seb-carrier ) will be calculated based on the EiRP per sub-carrier
(P) by adding all deterministic gains and subtracting all detaistic losses, thug]’ = P+ Mg, — Mp,...,, as shown in Table I.

In reality, the MAPL @max(/fs,ﬁ)) is a random variable affected by both variablels; for fading on serving cell ang, for
interference degradation. For the purpose of the link byydgeleterministic MAPL, conditioned on the fading variabiedelled
via the margian and the interference degradation variable modelled vimhﬂginMH, is computed based on the power balance
of all deterministic parameters in the link budget, negdigd design margin]\(?f + J\/v[H). Accordingly, the deterministic MAPL,

v

Luax, Can be expressed as follows in dB, which matches the linlgéiuth Table I
zmax = (ﬁ + ]\Z,Gmm - J\/v[Btotal) - ('tharget + 5° + Mf + JVYH) = (T - ﬁtarget - &2) - (Mf + Mu) (3)

Consequently the cell range is also a random variaBlels, 1), and the deterministic maximum cell range can be derived as
follows by equating (3) and (1) and solving fé¥ to obtain the maximum possible cell range:

9

Emax - K

—10« “)

10810 fmax =

D. Effect of fading and interference degradation margins

Figure 5 is used to depict the effect of the fading margin dnedinterference degradation margin on the cell range. Tteived
signal strength{) is represented in dBm as a function of the log distaRda km. In this figure, the fading margin is the difference
between the solid line corresponding to mean received paweérthat of the dashed blue line that guarantees 75% santpies a
the target valué‘targctl. The fading margin is derived as explained in Section II-@ agsults in bringing the cell edge closer
to the base station (fromy to 7). The interference degradation margin accounts for SNRadkegion due to the presence of
neighbouring interfering cells. Since the thermal noiseasstant, the SNR degradation is actually the degradafigheotarget
received signal powerﬁ@argct). In other words, to maintain the target SNR in the preserfcettter cell interference, the target
received signal power needs to be increased flfhmgetl to §target2. In Figure 5,§target1 represents the target received signal

power for an isolated cell anﬂutargct2 represents the same in a multi-cell deployment scenarie. ditfierence betweelfi‘targct1
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Fig. 5. Effect of large scale fading margiM(f) and interference degradation margibf[,g) on the cell rangerq, defined by the intersection of tfﬁiarget1 line
and the mean propagation curve, is the mean cell range witame scale fading considerations in an isolated cell ager(black dot).r; is cell range as a result
of including fading; it is defined as the intersection betwdéee Stargetl line and the propagatlon curve attenuated by a maltggn (blue dot).r5 is the effective
cell range, when more that one cell reuse the same frequeritis the intersection between tl&argct2 line and the attenuated propagation curve (green dot).

and S‘targct2 represents the interference degradation margin and depenthe level of activity or load in the network.

In reality, fading and interference degradation are védemboverned mostly by the fading characteristics of sgraimd interfering
cells. Traditionally, these variables have been accouioteth dimensioning, through statistical margid\é’ﬁ and]\Z/M), derived from
Monte Carlo simulations [31]-[33]. Fading distributions ¢ellular systems are well known and usage of log-normatiligion
to represent large scale fading, or Rayleigh and Rice tcesgmt small scale fading are commonly accepted. On the btret,
the interference degradation distribution in an LTE systexs not been framed yet; the tradition, nevertheless, stsnsi adopting
pragmatic margins inspired from UMTS link budgets.

This pragmatic assignment renders the traditional appra@sensitive to LTE specific dynamics. As an outcome, theltieg
design is often pessimistic, i.e., the network is over-digiened due to high setting dff,,, thus additional cost is incurred with
no added value. In Section Il of this tutorial, we overcornis problem by first defining the interference margin as a tioncof
cell loading and fading characteristics on channels frorrfaring cells. Accordingly, the statistical distriburi of the interference
degradation is derived, hence, enabling the appropridategef M# in the link budget. This leads the way to a statistical link

budget analysis, which, finds the distribution of the cefiga as a function of fading and interference from other cells

E. LTE/ LTE-A link budget

The principle and objective of LBA remain the same in all glef generations. Essentially, it is a power budget exerthiat
targets the cell edge users to find the maximum allowed path ldowever, parameter interpretation and points of raterelo
vary significantly, resulting in a technology specific LBArfeach of the 2G, 3G, and 4G networks. An LBA comparison betwee
the three cellular generations is provided in Section II;Eand a discussion on the impact of LTE-A features impacthenltBA

is presented in Section II-E.2.
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Fig. 6. The figure on the left represents a comparative diagiar 2G, 3G, and 4G, showing three critical LBA parameterat thre radio access technology
specific. It should be noted that, related to LTE, the 15kHthés bandwidth per sub-channel; the total spectrum bantivddh be up to 20MHz (without carrier
aggregation). A reduced sub-channel spacing of 7.5kHzsis bssible in LTE, e.g., the physical random access chdRRACH). The figure on the right shows
LBA parameters that depend on the operating frequency,huiay differ among the three different cellular technolsgie

1) LTE LBA in comparison with UMTS/HSPA and GSKkey technology-related differences in GSM, UMTS/HSPA, &id
link budget parameters are depicted in Figure 6 (left) affdrdinces related to the operating frequency are showrgar€i6é (right).
The first technology-related difference concerns the cedmndwidth. UMTS, for instance, is based on a 5MHz chanaetividth;
whereas LTE uses 15kHz and 7.5kHz narrow sub-channels.diifésence affects the thermal noise power and consequémgl
noise floor. Moreover, the target SINR in LTE has been altedalue to various radio access design characteristics carahees;
accordingly, a lower SINR can achieve the same data rate HSFA [6]. Sources of interference, however, differ fundataty
among radio technologies. GSM is a frequency division mldtaccess technology, hence intra-cell signals are ootighowever,
frequencies/channels are often reused, within a netwohlichwgenerates some level of inter-cell interference. UMS & spread
spectrum radio technology, i.e., users share the same lidthdand are only separated by spreading and scramblingsctr¢his
case, the SINR calculation includes two interference carepts: intra-cell interference and inter-cell interferenin addition to the
thermal noise. The interference contribution is thus diye®lated to the channels’ fading and the serving and rimghing cells’
load, which are relative to the pole capacity. On the othedh&TE is an OFDMA technology, in which intra-cell inter&rce is
minimal while inter-cell interference is dependent on iifggng cells’ activities (i.e., cell load) and fading onabacorresponding
received signal. In this case, inter-cell interferenceslated to the probability of neighbouring cells reusing shene sub-channels
simultaneously. Hence, scheduling schemes matter greathstimating this probability, and basically, higher clelads would
lead to higher chances of sub-channel reuse. The cell lodd kis relative to the percentage of used resources; wheareas
UMTS/HSPA, it is related to the pole capacity. Inter-cellantra-cell interference affect the SINR ratio variatiamdathus, need
to be captured in the corresponding interference margiabtarin the link budget analysis as shown in Figure 3. A stiatll model
of LTE interference margin is utilised in this tutorial toghiight the need for further research in the domain of LTE|yical
dimensioning.

The measurement reference point is another major differeetveen UMTS/HSPA and LTE. UMTS is dimensioned in view of

the received signal code power (RSCP) over the 5MHz bantywdhbereas, LTE is concerned with the reference signal vedei
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power (RSRP) over a sub-channel bandwidth of 15kHz. Othgomdéferences between UMTS and LTE are related to the djpera

central frequency such as: penetration loss and path loselimas highlighted in Figure 6 (right).

2) LTE/LTE-A advanced features in LBAhe link budget in Table Il captures the LTE specific paramsetas explained above,
for the basic LTE deployment. Nonetheless, there are ogltiadvanced LTE features, such as inter-cell interferecedination
and coordinate multi-point transmission/reception (CoMRat should also be accounted for in the dimensioningagserinter-cell
interference coordination (ICIC) was first introduced inELTielease 9, enabled by the exchange of load and interfengfocmation
over the X2 interface (LTE interface between eNBs). Acaogtl, eNBs use this information in the scheduling algorittaravoid
allocating resources, that are highly used in neighbouciglts, to cell edge users that are vulnerable to interfexeldth the
emergence of heterogeneous networks in LTE-A, enhanced (€ICIC) was defined in release 10, in which almost blank sub-
frames (ABS) are used on the macro-layer to reduce downifitéeference on UEs associated with small cells. LTE relddse
includes further enhanced ICIC (felCIC), which aims at Heagginterference by the UE through inter-cell interferermancellation
for control signals, enabling further small cell range asien. xICIC is essentially based on shared informationregm@ighbouring
cells, which is used in the resource scheduling algorithmavioid ICI [34]. Evidently, ICIC in all its forms affects thevel of
ICI, as well as the network coverage and capacity. Authorf8%) demonstrate increase in cell edge users throughputedls w
as cell overall throughput with xICIC. Authors in [19] progm an analytical model for ICI for different scheduling aitfums
such as greedy, proportional fair and round robin. From ae@me dimensioning perspective, different ICIC algorghwould
generate different levels of inter-cell and inter-layeet(lbeen macro-cells and small cells) interference, and ldhioe captured
in the interference degradation estimation in the LBA. M, the capacity dimensioning should account for the 16¢Geme
implemented, such as the presence of ABS [35].

CoMP would certainly affect the coverage dimensioninggsiit can provide diversity gains that can directly boost $iRR
levels. Also, capacity resources from all cells in the CoM&ster would be used simultaneously for one user; this shbel
accounted for in the capacity dimensioning. On the othedh#rere are many forms of uplink and downlink CoMP which vabul
result is variable gains and consume different resouraas frells in the CoMP cluster. It would be an interesting fatarea of
research to consider the interplay between cellular nétytanning/deployment and CoMP enhancements.

LTE-A is an evolution of basic LTE with improved ICIC and neaatures such as carrier aggregation and heterogeneousketw
Carrier aggregation is introduced in release 10 of LTE amthéur extended in release 11. It basically consists of guuipa cell
with more than one carrier components (total maximum badthwip to 200MHz) with joint scheduling, hence reaching siseith
higher data rates. These carrier components may be indfiff@arts of the spectrum, hence, would have different gaqu-related
LBA parameters (see Figure 6 (right)). Consequently, thecsire of the LBA remains as in Table I, however, differeperating
frequencies would result in different link budgets. Morenuit is critical to capture the scheduling of different quonents in the

ICI modelling and in the capacity dimensioning. For examplg36], a distributed interference coordination schemefémto-cells
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(cells with very low transmit power, often used for indoovemage) with carrier aggregation is proposed. Each feraliosperates
on all the carrier components of the network, initially, ahén decides whether to maintain each of the carrier compsrimased
on local measurements. The proposed algorithm is showrdtecesthe ICI, and consequently increase the SINR and thaghput.
Therefore, the implementation of carrier aggregation imipact coverage and capacity network dimensions, and dhmuteflected
in the ICI estimation; a key parameter affecting the SINRydeethe link budget and network throughput.

Heterogeneous networks are multi-layered, consisting aérorcells and small-cells (low power cells). Small cells enainly
used for data offloading while the macro-cells provide th&uitous coverage; they may share part of, or all the spetgtand
they may have dedicated spectrum. In a dedicated spectrploysieent, each network layer is dimensioned separatelygutie
described LBA with adjusted parameters for the small celtshsas transmit power and propagation model. OtherwiseSthi&R
calculation should also account for inter-layer interfex@ as part of the ICI, with possibly different cell loads affedent layers;
however, the LBA remains typically the same. Authors in [¥0} instance, provide a simulation-based dimensioningragch
for heterogeneous networks. The approach assumes ar mitizgber of cells, and performs the cell association progéts the
objective of maximising the users’ throughput. Then, aelihination procedure is initiated to find the minimum numbgcells that
would preserve the network metric. Authors in [38] look atetdnogeneous network employing carrier aggregation, aopogse
a two-dimensional interference coordination scheme comgipower control and component carrier assignment; cpresaly
network outage is reduced significantly compared to a schesitgy power control only. In this tutorial, we emphasize teed
to capture heterogeneous networks and carrier aggredatibie dimensioning process, which would affect coverage @apacity
results. Moreover, heterogeneous networks with multicadicess technologies (multiRATS), a feature of the fifthutat system

generation (5G), are further discussed in Section VII-A.

I1l. STATISTICAL LINK BUDGET ANALYSIS (SLBA)

The traditional LBA is thus rigid, mostly in the interferendegradation margin definition, and has no bridging betwaen
capacity and coverage dimensioning. The impact of chamma#h@ and cell loading on the interference degradationdcbel easily
captured through simulations, such as Monte Carlo, but wwatld compromise the essence of the link budget analysisgbei
purely analytical and fast in generating dimensioning ltestfhe usage of statistical margins in link budgets, toriong reliability
with known channel fading distributions, is a common pieetas detailed in Section 1I-D. The usage of interferenceatkgion
margin is however different; effect of ICl is tightly relat¢o the technology, and results obtained from previousitzlgenerations
cannot be directly applied to LTE. Moreover, due to the maifferent deployment scenarios of LTE, it is not practicalredy
on tabulated simulation results for identifying a suitablg,. Thus, it is a critical milestone to be able to capture thectfiof
interference degradation in the absence of prior resulisaathout the need of simulations. Accordingly, there is adhéo develop

a generic LBA approach that reacts to the actual fading cheriatics of interfering channels and probability of iféeence. It is
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also essential to feed back results from capacity analgsiket coverage dimensioning, and vice-versa, to obtain anbed radio
dimensioning design.

These issues are addressed in the statistical link budgdysisy a new concept for link budget analysis introduceaum
previous work [39]. The objective is to find the cumulativéeef of variables affecting the LBA in the form of a statistic
cell range distribution; hence statistical link budget lgsia. The link budget is essentially a coverage dimensigrbol; it is
nevertheless, tailored in view of capacity and QoS conggaiCapacity is represented by the interference degmdatiwhich
is a function of loading in neighbouring cells. Quality ofngee is firstly captured by the setting of the target SINRaset),
conventionally defined through link level simulations whimap the desired link BER/BLER to a required SINR for a defidath
rate under given channel models. In addition, edge and aresrage probabilities are also a measure of QoS.

The first subsection details the derivation of the interieeedegradation margin as a function of cell loading and rbbfading
from interfering neighbours. Next, the derivations of istatal distributions of the SINR, the interference degigoh, the MAPL,

and the cell range are presented in the context of LTE and apedpo simulation results for validation.

A. Interference degradation in LTE

In the light of the discussion presented in Section I, thteriierence degradation, due to simultaneous co-chantigltadn
surrounding cells, is defined and derived in this subseclitie proposed system model assuméshree-sector sites where each
sector is modelled as a hexagon of diamedferand the base station is located at the intersection of theethectors. The cell
edge user receives the required signal from the servingoagélhlso interference from th& — 1 other sectors in the network. The
inter-site distance (ISD) i§f(3)R. Neighbouring cell ) has a cell load,, which is the percentage of the used resources (power or
sub-carriers) in the cell, and should reflect the effectapacity demand from the subscribers covered by the givaorsgd. The
actual cell loads, per cell, vary spatially and temporailgilive network. However, the RND is designed for the peaffittdhence,
the cell loads used reflect the highest levels predicted.ctount for spatial and temporal variations in traffic andresponding
cell load, intelligent radio access schemes are proposestistribute traffic in such a way that maximises the numtbeets that
can be switched off, without degrading the network perfaraga Authors in [40], for instance, propose a planning madhagy
that identifies the ideal location of eNBs and corresponadinpff switching patterns to economise on energy while gméng the
network’s performance, under changing traffic conditiofransmitted signals are subjected to distance-based gsghahd generic
fading, as in (2), and universal frequency planning is agslinin order to capture the interference degradation orendge in
LTE, we first derive the downlink budget of an isolated celhsidlering the SNR at the cell edge. Next, we derive the linfiget
for a cell surrounded byv — 1 interfering cells, considering the SINR at the cell edgal eompare it to the isolated cell scenario
to capture the effect of ICI.

In the caseof anisolatedcell, thereareno othercellsto interfere with the user'ssignal hence at the cell edge,the SINR is equal
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to the SNR (/) which can be expressed as the ratio of the signal from théngecell, S as in (2), and thermal noise power:

T-A
S .
v = 52 = o2 (5)

whereT is the effective transmit power dedicated to the cell edgs,us, is the mean path loss between the serving ealhd
the cell edge user as in (1), and is the fading gain component on the corresponding radia [iifle link budget is designed to
secure a target SINRy{,qc1) at the cell edge; thus by equating the measured SNR to tett&NR we can find the maximum

allowed path loss that would satisfy the condition. Accogly, we replace the measured SNHR) with the target SINRviarget)

in (5), and solve forL] ., = L, such thaty’ = viarget, as follows:
T-A
L =" 6
e Vtarget 02 ( )

In a realistic LTE deployment scenario, the serving cell lddae surrounded by many other LTE cells sharing the samérsipec
thus, causing interference to each other. In this case atigettedge performance is measured through the SINR asv&llohere

7y, is the loading on neighbouring cellandT" is the transmit power per radio link, assumed the same faredl in the network:

T-Ag
_ Ss _ L.
Yo £ _ - ™)
D DR MR R D DI TR
n=1,n#s n=1,n#s "

In a similar manner as done for an isolated cell, the measBiN® (v) is equated with the target SINRx{,qet) in (7), then we

solve for Ly,ax = L such that v = viarget, as follows:

I . T- AS o T- As 02 . L;nax 8
max — N - - .- 0_2 . - L ( )
. arge T-Ay
Vtarget * <0'2 + Z Tn - TL—Iin> o+ Z U
n=1,n#s n=1,n#s

Comparing (6) to (8), the effect of neighbouring cells iféeence results is an additional noise to the maximum alibpatth loss,

referred to as interference degradation, as defined below:

1 2 S,

1 o ol
Z = = = 9)
iz Al N Ss 7
1+1/62 > nu-T-An-Ly 0>+ Y 025
n=1,n#s n=1,n#s

In an isolated cell scenarig,would be unity;y = v/, andL,.x = L, ... In a realistic deployment, an additional loss is incurrad d
to ICI, dependant on the cell loading and fading, thus lingitthe maximum path loss further whekg,,, = % Consequently,

the maximum allowed path loss is a function of multiple ramdeariables.

B. SINR: Statistical distribution

On the downlink, the SINR for the cell edge user served by edaind interfered byN — 1 cells is defined as in (7). The

pertinent random variables aré,, related to the serving cell fading characteristics, apdrelated to individual channel fading
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characteristics of each neighbouring interfering celln€muently, the SINR is a random variable affected by th@mélafading
characteristics of the desired signal,) as well as that of the neighbouring celld,(). SINR is the key quality target of the
dimensioning exercise and is the most complex to capturéenatically. Nonetheless, a closed form for the SINR diation
assuming Rayleigh small scale fading on all channels coeckeis possible as shown in this section.

We first assume Rayleigh fading with unity average fadinggrosuch that the probability distribution function of theiasle A
is fa(a) = e~“. Accordingly, the total power received from interferindls€I) is the sum ofV — 1 independent random variables,

thus the distribution of is the result of the convolution oV — 1 distributions.

N N
n=1,n#s n=1,n#s

where,s is the serving cell indexi,, = n, - X,, - A,, n, being the loading on neighbouring cel|] A, being the random variable
characterising the fading on that cell, ak¢ = % is the received signal strength without fading nor loadiogfficient. The PDF
representing the variations of the received signal fromamece of interferencg, is as follows, where\,, = E[I,,] = n,,-X,,-E[A,,]

is the expected value df,:
fr.G)= Yi. e () (11)

We use the moment generating function (MGF) approach tcsfioam convolutions to multiplications. ThEIGF; (x) of I, is

thus 17A1N and theMGF(z) of I is the product ofN — 1 MGFs as shown below:

il 1

n=1,n#s n

Using partial fraction expansion, thRdGF;(x) can be expressed as follows:

N
C
MGF(z) = » ——— (13)
n=1,n#s 1- An o
= 1 _ 14
n = II T, (14)
k=1,k#n,k#s "

Expressing the product as a weighted sum, the distributioh @n be derived by invertinyIGF;(z) as follows:
N .
friy="Y_ /y, e Indiiz0 (15)

n=1,n#s

Let Y and Z be as follows, wherel; is the random variable characterising the fading on theisgreell:

Y = o241 (16)

As
Z = v a7)
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Then their respective distribution can be derived as fdlobased on the distribution @t

N 2
Pl = 3 e )y 2 62 (18)
n=1,n#s
f2) = [ v datv) ey (19)
Finally, the SINR ) can be expressed as a functionfsuch thaty = X, - Z, whereX, = Ll is the received signal from the
serving cell without fading consideration, and the coroegping distribution is as follows:
1 v
fr(v) = X, Iz <Z)
N
b b
= = C 2 (20)
n_lz.,r;;es An \ 027+ 1/ A (boy +1/M0)°

whereb, = 02 - L, andb, = L,. It should be noted that at this stage a closed form expmes$siathe SINR distribution assuming

a composite fading distribution, that jointly captureggluand small scale fading, is still not available.

C. Interference degradation: Statistical distribution

In the link budget, the capacity aspect is represented bynteeference degradation as derived in Section IlI-A amatesented
in (9). The interference degradation)(measured by a cell edge user is thus a random variable edfdst the channel fading
characteristics of the neighbouring celld,() considering the corresponding loading factay,)( The distribution of received

interference from all cellsI{), as defined in (10) in Section IlI-B, is found to follow; (i) as in (15). Sinceu = Ito® the

o2

distribution of the interference degradation as a functibrf; (i) can be expressed as follows:

fu(p) =0?- fr(o®(n—1)) (21)

Under Rayleigh fadingfy, (1) can be derived as follows (see Figure 7 (a) for comparisoh tibnte Carlo simulations):
N

Cn _o%u—1)
fulpy =0 37 em w (22)

n=1,n#s n

To find the distributionf, (1) under composite fading, we approximate the PDFa) of all A,, with a gamma distribution with
shaping parameten,, and inverse scaling parametey [41]. Then, I, also follows a gamma distribution with shaping parameter

m, and inverse scaling parametgr as defined below, resulting ify, (i), as in (24), wherg() represents the gamma function.

G = B 23)
fr(i) = —nl_gma—lo=Gai (24)

g(my)
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We assume that afl, are positive distinct real numbers and impose the consttzéh them,,’s are positive integers, not necessarily

distinct. EachI,, is therefore the sum o, independent exponential random variables with mg?nThe moment generating

N
function of 7= > I, can be expressed as a function of the moment generatingdoraft7,, as follows:
n=1,n#s
N N Cm"
MGF;(z) = [[ MGF, (@)= ][] —2~— (25)
n=1,n#s n=1,n#s (Cn B x)mn

Through the partial fraction expansion, the moment gemaydtinction of / can be expressed as follows:
N My c
MGF,(z) = Y Z T (26)

ZC _
n=1,n#s j=1 <n

n
j= 1#" i)
Consequently, the distribution @f is obtained after some manipulations, as shown below:

Z Z cn_] ] 1 (//L _ 1),j—1e_<7102(ﬂ_1) (28)

n=1,n#s j=1
D. MAPL: Statistical distribution

The first outcome of the link budget is the MAPL, denoted by, as shown in (3). It indicates the maximum loss limit
between transmitter and receiver (at the cell boundarydieéwvhich the outage probability will increase above thgearMAPL
is, in essence, a function of two variables;, the fading on the wanted signal apg however, by adopting an adequate fading

margin M, it can be expressed as a function of a single variablas in (29), by replacing the variablg, in (8) by the statistical

margin M. In logarithmic scaIeLmax( ) can then be expressed as follows:

v v

Linax(it) =T — (V' anger + 02 = My — i) = L' max — fi (29)

Thus, in linear formL .. (p) = Luax (see(8)), wherd.] .. is the MAPL of an isolated cell conditioned oh, modelled viai/y,

I ax =T — (Vrarget + &> +J\2/f), and the distribution of MAPL can be derived as a functionhaf tlistribution of the interference

degradation. as follows:

L L
() = Eis pyy (Ees) (30)

E. Cell range: Statistical distribution

The cell range is derived from the path loss equation and tA@Mvalue as detailed in Section II-A. The cell range equatio

(4) is re-written here, solving for R, whet,., is as in (29),K is the propagation constant, andis the propagation exponent:

(31)
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Fig. 7. Comparison between derivations based on statitis&ributions defined in Sections III-C, IlI-D, and Ill-Eof interference degradation, MAPL, and cell

range, respectively, and Monte Carlo simulations with 5@ loading. Plots (a)-(c) are for Rayleigh fading channeldal. Plots (d)-(f) are for composite fading
channel model with shaping factor set to two.

Therefore, the distribution of the cell rangR, is directly derived from that of the MAPLI(,.,) as defined in (30) and can thus

be expressed as follows:

fr(r)

1
K

- <

Coverage gap in
under—dimensioned
netwrok

Coverage overlap in
over—dimensioned

(32)

Fig. 8. The figure on the left side shows an under-dimensiorgaork; the figure on the right shows an over-dimensionadar&. The dotted lines represent the
actual cell boundaries based on received SINR, whereasotitelises represent the Voronoi boundaries based on cetitions.

F. Verification with Monte Carlo simulations

The derived statistical distributions in Sections 11l-@;D, and IlI-E are validated by comparison with Monte Caslioulations

for both channel fading models: Rayleigh and compositenfadi he results are presented in Figure 7 assuriii¥g cell loading

and shaping factor of two for the composite fading channkk $tatistical distributions are found to match closely koGarlo
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Fig. 9. Effect of cell loadingy, on cell range distribution. The inter-site distance in albes is 1.3km, thus the cell edge user is located at 0.75km tfie eNB.
Left: higher cell load results in wider standard deviationthe PDF curve, hence higher cell edge elasticity. Righlghéi cell load results in shifting the CDF
curve closer to the eNB and vice-versa, hence cell breathing

results for both channel types and for three key dimensgeimtities: interference degradation, MAPL, and cell range

IV. STATISTICAL LINK BUDGET ANALYSIS: RESULTS ANDINSIGHTS

The statistical link budget analysis is a coverage dimemisgtool that computes the coverage cell range, based cuipied
capacity (cell load). In parallel, capacity dimensioniagperformed, to find the maximum capacity cell range, basedefined base
station available capacity, and estimated traffic denifgally, both procedures should be tuned in such a way tleatdverage
cell range and capacity cell range are equal, hence creatiianced design. If the coverage cell range is larger figatapacity
cell range, the network is considered under-dimensioneshawn in Figure 8 (Left), in which there are coverage gapsvéei
cells. On the other hand, when the coverage cell range idesmialwould result in coverage overlap, as shown in Figu(&ight),
which indicates that the network is over-dimensioned.

In order to explore the tradeoff characteristics inherenL.TE technology, we apply the cell range distribution dedvin
Section IlI-E to different network deployment scenariobrée critical aspects of LTE dimensioning: cell breathing @lasticity,

ISD effect, and transmit power effect, are revealed andriest in Sections IV-A, IV-B, and IV-C, respectively.

A. Cell breathing and elasticity

Cell breathing is the trade-off relation between capacitgll(load) and coverage (cell range). The effect of cell lngds
demonstrated in Figure 9 which presents the PDF and the atirubistribution function (CDF) of the cell range. Thednsite
distance considered is 1.3km, i.e., a cell range of 0.75kkrehsing the loading on the neighbouring cells moves thennoé the
statistical cell radius towards smaller ranges (and vieesa); a phenomenon referred tocedl breathing

To demonstrate the tight dependency between capacity artage, we take a numerical example. Let us assume a sudscrib
density of Dg equal to 550 subscribers pem? and a maximum eNB (three-sectored) capacity of 2100 sulesstithen at 30%
capacity cell load, one eNB can cater for= 630 subscribers. The capacity cell range is first computed byutating the area
in which these subscribers are found usiiigDs = 1.14km?*, consequently, the corresponding capacity cell range isletp
0.76km. Next, statistical coverage analysis is performed. Refgrto the results in Figure 10 (Left), the ISD at a cell load36fo

corresponding to a target edge coverage probability of 78%.3km. This can be deduced looking at the point of inteisect
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between the 70% probability line and the 30% cell load curvEigure 10 (Left). Thus the statistical coverage analysisuming
30% cell load, results in a cell range equaldt@skm which is very close to the capacity cell rang&6km and the design can
be considered balanced between coverage, capacity anityqual

If, however, a quasi-full capacity cell load (90%) was usestéad, i.e.l/ = 1890 subscribers, it would result in an interference
degradation margin of 3.85dB with the same cell edge prdibabihis value can be deduced from Figure 10 (Right) by logk
at the intersection of the 70% probability line and the 90% load curve. A fixed interference degradation margin of58lB
used in the link budget would lead to a coverage cell range.®™kn. In the capacity analysis, the area covered by one aNB i
first computed().566km?, consequently using/ = Ds - 0.566 = 311 subscribers, the capacity cell load can be found as the ratio
311/2100 which is 15%, a much lower loading than assumed in the coverage analysis.design is unbalanced, and since the
actual cell load is less than the value assumed in the LBAgtiBs are considered under-utilised, and the resulting orétis
over-dimensioned (see Figure 8 (Right)). Had we selectexveckll load, e.g., 10%, the design would have been unbatbsiilg
but with over-utilised eNBs, resulting in lower QoS and plolescoverage gaps (see Figure 8 (Left)).

Moreover, higher cell loads result in wider cell range véioias around the mean (refer to Figure 9 (Left)). This inthsahat at
high load, the aggregate effect of channel variations frioenserving cell and the neighbouring cells amplifies the SiN&uations
at the cell edge; this effect is referred to @l elasticity It is vital to correctly estimate the variation in the celagticity range
as a result of loading when planning network parameters agdhose related to handover, cell selection and congesbiotnol.
The cell edge ring, determined by the cell range elasti@tynore representative of the performance perceived byladge user,
when compared to the traditionally adopted margins thab@aticfor signal variations only. This is primarily true bese the cell
elasticity captures the aggregate effect of fluctuationallo€hannels affecting this user. Accordingly, the widthtbis hem can

rightly be used in parameter settings, thus reducing the faecostly post network deployment optimisation.

B. Inter-site distance effect

The statistical cell range distribution is derived basedagoredefined ISD, which is the presumed distance betweenddio r

sites. The presumed cell range is calculated by dividingpttesumed ISD by/3 (assuming hexagonal cells). The CDF of the
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cell range, as an outcome of statistical dimensioning catgis the probability of actually having a cell range lesmtar equal to
the pre-selected value in a real cell. This probabilityeetifzely reflects the outage probability of users at the eddie. It should
be noted that, in the context of LTE, an outage probabilitesdaot necessarily imply that the user would be out of cowerag
nevertheless its achieved SINR, hence throughput, woulerideate. In this section we study the relation betweenpiesumed
cell range, the resulting statistical cell range distiifat and the cell edge outage probability.

In Figure 10 (Left), the cell range CDF’s under four differsettings of ISD are drawn. Looking at the CDF curve corresiitg
to ISD=1.3km or 0.75km presumed cell range, we find that théssical cell range varies, and its probability of beinguelgto
or higher than 0.75km (the presumed cell range) is about 4% ¢ell edge outage probability 30%). This probabiliggduces
though to 5% (i.e., cell edge outage probability 95%) whem 8D increases to 1.4km, as indicated by the probabilityhef t
effective cell range being equal to or higher than 0.8kmr&sponding presumed cell range). It is, thus, of major irge to
tune the ISD to the statistical cell range and, consequgiily the most adequate distance between radio sites thddweduce
the performance degradation at cell borders. The impogtamdurther amplified, in the case of LTE, since a mere 100 raete

increase in the ISD would degrade the cell edge performaalmmbacceptable levels.

C. Transmit power effect

Next, we explore the trade-off between total transmit po@#rin Table 1), which is identically set in serving and neighinimg
cells, and the statistical cell range. Increasing the traingower of the wanted signal, naturally, boosts the resgesignal; however,
the effect of increasing the transmit power of interferirgjghbours, simultaneously, leads to a counter effect teatls to be
analysed. The analysis is conducted under two scenariagioreall (cell range of 1km) and small cell (cell range ofkirg.

Firstly, an ISD of 1.732km (cell range of 1km) is fixed for thréoads in neighbouring interfering cellg)( 10%, 50%, and
100% (Figure 11). For each of the scenarios, different totaismit power settings are considered and the resultilgam®ge
distributions derived. First, analysing the effect of defid on the cell range for three total transmit power sestirgg..8W, 39.8W,
and 47.8W, in Figure 11 (a) and (b), it can be seen that higbkttaads reduce the impact of additional power on the celgea
Increasing the power from 31.8W to 47.8W enhances the cefjady 131m in the 10% cell load scenario and only 113m in the
100% cell scenario. This indicates that, higher cell loagsult in higher ICI, which takes a leading role as an interfiee source
in the SINR ratio, thus bringing it closer to signal to intrdnce ratio (SIR). On the other hand, lower cell loads teésukduced
ICI, leaving the thermal noise as the leading source onfertence and bringing the SINR closer SNR. In Figure 11 (engmit
power is increased to the point where, further augmentsitiave no effect on the cell range (case of 200W and 250W).

A case study on small cells deployment (ISD=0.866km) is thsented. In this case, the effect of transmit power idbhasi
with a realistic transmit power range 26dBm to 40dBm. Firstly, the effect of total transmit power on SNR/SINRerage values
is shown in Figure 12(a). As expected, SNR improves linewityh increased power, however SINR initially improves uiitti

reaches saturation where the effect of IClI becomes much ingrertant than thermal noise and SINR approaches SIR. In the
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Fig. 12. Effect of total transmit power on SNR, SINR, MAPL acell range in a small cell scenario.

case of SIR, the power cancels out from numerator and demomnithus increasing power has no effect at all. Next, thecefbf
the total transmit power on the average MAPL and cell ranggh@vn in Figures 12(b) and (c), respectively. Clearly, éasing
the power beyond0dBm has minimal gain on the cell range which approachesat#uarafter this inflection point, following the
behaviour of SINR.

This relation between total transmit powe?’{, capacity {), quality (SINR), and coverage (cell range) is key to plagrsmall
cells. Small cells are a prime enabler to future cellularegations, owing to their improved area spectral efficielye to their
limited geographical footprint, small cells’ design has idewange of solutions varying from noise limited (when Sl¥RIloser to

SNR) to interference limited (when SINR is closer to SIR)dtlit is very useful to find an efficient power setting that maises

the cell range with minimum ICI.

V. |ITERATIVE STATISTICAL ANALYSIS OF LTE DIMENSIONING

In Section Il we have described the statistical approaahiriterference modelling in an LTE network which lead to the
derivation of statistical distributions of key dimensiogientities, namely, SINR, interference degradation, mara allowed path
loss and cell range. The causal relations between capacitgrage and quality that have been drawn, highlight thel dee
accurate considerations of capacity demand in the link dudgalysis, and uncover severe performance degradatiomgy result
from pragmatic assumptions. Thus, the RND process cannstlbed solely with the LBA,; issues, such as capacity and eme
balancing, require recursive link budget analysis to cmatg among conflicting requirements. Accordingly, anatise approach is

needed to yield a tuned downlink design in ISD selection agtdiork parameter selection, as detailed in Section V-A.étlogless,
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a complete RND exercise should find the balance between tvalid design and the uplink design; otherwise, it wouldutes

in coverage gaps as explained in Section V-B.

A. lterative downlink dimensioning

In this section, we highlight the importance of iterativeklibbudget analysis using the algorithm shown in Figure 1% pitocess
starts by setting input parameters that are determiniaticiser defined. A cell loagl, (typically 50%) is assumed and a pragmatic
interference degradation margin is associated with iti¢glty 3dB). Then, the traditional link budget (see Tablgi$l used to find
an approximate corresponding cell range Then, the inner loop is initiated which attempts to find tlestdSD that would provide
the required ECPHCP.:ect). This is done using the SLBA, to derive the cell range disiibn, and consequently, calculate the
safe cell rangeg that satisfies the ECP and its corresponding ISD. Using SL&And the cell range distribution, through one
iteration only, is not guaranteed to yield the required EERs the case of whemg is less than-4. On the other hand, ifs is
greater than-4, the design would be pessimistic, leading to over-dimenisgpat a redundant extra cost.

When the difference between, andrg is below a user defined targétg, the inner loop reaches convergence, upon which
the capacity analysis is initiated. Through the capacitglysis, the cell load based on the cell rangeis obtained, denoted as
nc. If the difference between the assumed cell lgadand the capacity cell loagl> is within the user defined error margil,,
then the outer loop has converged. Otherwise, it will ierantil the convergence target is reached, by modifying tmimed
cell load each time. It should be noted that for each itematibouter loop, the inner loop reiterates until convergemdereover,
there is a user defined upper limit on the number of iteratersinner loop and per outer loop which would halt the proeen
if there is no convergence. Furthermore, additional cairgis govern the process such as minimum and maximum pélieiss
cell load. If the network is lightly loaded, the minimum cédlad will be used even ifj4 > nc. However, ifne is higher than
the maximum allowed, the transmit power of the base statitinbe attenuated to limit the coverage, and meet the balavitte
capacity requirements.

The cell range that results from this iterative process metuto the network conditions defined in the input parametadsthe
design targets. The cell edge user would have a probabflitgaeiving the target SINR equal to the edge coverage pibityab

not more nor less (see Figure 8).

B. Uplink dimensioning and balancing with downlink

A complete RND exercise should consider the uplink direttio addition to the downlink, and find a balance between th&m
cell that reaches a larger radius on the downlink comparegdgaiplink, or vice-versa, is considered unbalanced, anddv@sult
in undesirable performance. Figure 14 (Left) shows a ndtwaisign based on downlink LBA but not matched by the uplihle; t
users in the dashed area have good reception from the semiingut fail to establish uplink connections. Figure 14dR) shows
the opposite case, in which users in the dashed area do revees signal from the serving cell, although their uplingreil

would have been well received. The dashed area in both cassmnsidered a coverage gap and should be avoided in network
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Fig. 14. The diagram on the left side shows a cell with betmrrdink coverage than the uplink. In this case the shaded has good downlink reception but
weak coverage. The right diagram shows a cell with betteinkigloverage than downlink.

dimensioning and planning. Hence, it is essential to ba&ahe uplink and downlink cell range in the dimensioning s An
uplink RND (i.e., iterative LBA) should be performed in peawith the downlink RND, and the limiting link would be idkified.
The tuned cell range dictated by the limiting link should ldepted in the inter-site distance calculation and the eNihtdf the
uplink cell range is limiting, the transmit power of the bagation should be tuned down in the LBA in order for the downkli
cell range to match the limiting uplink. On the other handthié downlink cell range in smaller, often the uplink LBA doast
require modifications since the uplink power control wouldicenatically tune down the uplink transmit power to matah limiting
downlink cell range.

The uplink link budget is similar to the downlink shown in Tall with some differences as listed below:

o The total transmit power of a UE is lower than that of an eNE.(23dBm for class three UES). The uplink budget should be
dimensioned in view of the lowest performing UE expectedhi@ hetwork, which conforms with the 3GPP standards (3GPP
TS 36.101).

o The transmit antenna gain is that of the UE and the receivenaat gain is that of the eNB (the inverse of the downlink

budget). Normally, the UE antenna gain is considered OdBh@link budget.
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o The eNB receive noise figure is often lower (e.g., 4-5dB [6§).,, better than the UE. The power amplifiers used in UEs are
usually less performing than those in the eNBs, due to cassiderations; hence, UEs have higher noise figures.

« Interference degradation margin on the uplink is estimsddak typically lower than the downlink [6]). The uplink imference
sources are active mobile UEs with low power and omnidiogeti antennas; whereas the downlink interference sourees a

neighbouring eNBs at fixed locations with high power and diomal antennas.

Consider a central serving cell surrounded by many cellsinguthe same spectrum. Users in neighbouring cells maye rées
sub-channels allocated to a given user, and would causdeirgace to its uplink signal received at its serving celeTuplink
interference sources are then users that roam in the netherice their location cannot be predicted. Moreover, feafusuch
as fractional frequency reuse, inter-cell interferencerdmation, and scheduling, affect the level of interfeergenerated by
neighbouring users, and need to be captured in the dem&titabassum et al. have thoroughly researched this topichane
reached analytical modelling of the uplink inter-cell ifitzence, taking into consideration composite fading agltllocading in the
modelling. The authors have modelled uplink interferendth whannel based scheduling [42], proportional fair scitied [43],
with slow and fast power control mechanism [44], and witlcfi@nal frequency reuse [45], among other works.

Once the inter-cell interference is modelled, a similatisiaal link budget analysis to that in Section Il should developed.
Then the tuning between coverage and capacity constrdiotdds be performed using an iterative method. The coveraged
is based on the LBA, which includes the interference dediaalaand is affected by the cell load, i.e., the users’ dhation and
profile and the scheduling algorithm. The capacity desiggegdaas an input the cell range, and compares the generatedytiout
to the cell’s capacity, based on the user’s distribution radile and the scheduling algorithm, to yield the effectiedl load. Once
the uplink RND is completed and tuned, it is compared to therdiok results; the limiting link would be the one that retsuin

a smaller cell range and the other would be adjusted to match i

VI. PRE-DEPLOYMENT RADIO NETWORK PLANNING: A CASE STUDY

In this section, we discuss how the two main steps in the ppegment phase of network planning can be combined (see
Figure 1). This is done in a case study format, in which tworapphes are considered for RND: the traditional RND and the
SLBA-based RND. Next, the tool-based planning phase is miakken, by feeding RND results to a network planning tookisa
tool, supported by a digital terrain map, is capable of cotimgurealistic propagation losses based on actual teriaivaton and
clutter classification (refer to Figure 2). Also, the todbals realistic representation of users and traffic, herige uised to generate
realistic coverage and quality plots and outage statisfibe error margin between the RND and tool-based resultssesaed
for both approaches, as well as the gap between the QoSsredtbined from the tool-based simulations and the pre-eéfin
requirements.

There are various network planning tools in the market wiithilar features and capabilities such as Atoll by Forsk [4&set
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by TEOCO [47], and Mentum Planet by InfoVista [48]. Mentunafdt 5.5.0.352 LTE FDD (frequency division duplex) is used
in this case study. The tool is used together with a 20m ré&soluigital terrain map of greater Beirut and the focus aiea
selected to be Ras Beirut as shown in Figure 15. The tool ctespguropagation loss based on a digital terrain map and takes
into consideration terrain height to analyse diffractiosdes and uses clutter classification to adjust propaglatsses according

to additional clutter absorption loss.

The selected area is relatively flat, as shown in Figure 15¢&) covers a diverse range of varied clutter types rangorg tore
urban to suburban and forests (see Figure 15(b)). In a feafiplication, each clutter type would have a represestatbsorption
loss (identified through field measurements) which would ltkee propagation loss computation. In this case study, Wewvall
clutter classes are assumed to have zero additional almsolpss, consequently propagation loss is mainly a factadistance
and terrain curvature. Clutter classification is also oftrised to gear the subscriber distribution and respectivalaelinetwork
usage accordingly. For instance, it is normal to assumeehighbscriber density in dense urban areas compared tgestlalso
it may be assumed that subscribers in industrial areas higherhusage to cellular services. However, in the case stuelsented,

a uniform subscriber distribution is assumed throughoetéatea.
A. Analytical radio network dimensioning

To conduct the analytical RND exercise, the traditional &hdBA-based approaches are used, respectively, in SectibAsl
and VI-A.2 to find the minimum number of eNBs needed to meetpteedefined requirements. The RND parameters listed in
Table Il are adopted in both cases with other parametersfawden Table Ill. The QoS parameters are the required SINRet
cell edge f:arget) @and the fading margini( ;) which corresponds to the edge coverage probability... is defined based on link
level simulations and depends on cell edge data rate reqgeire but also on bit error rate or block error rate constsawvhich are
QoS related. In this case study, a typical valueyQf... = —2.1dB is considered, corresponding to low spectral efficieMy, on

the other hand, is defined using the log-normal distribuéierdescribed in Section Il and, in this case study, 72.5% edgerage
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probability is required with a log-normal large scale fagistandard deviation equal ®5dB. Using Reudink’s relation between
area and coverage probabilities [29], together with thepagation exponent in Table Ill, the target area coverageaiiity in this

case is 88.2%. Capacity parameters listed in Table Il haenkintroduced in Section IV, and the main propagation patars

are explained in Section Il. The radio site area coefficiesna igeometry-based coefficient, used in cellular networhnpiay, to
compute the area covered by a site knowing the range of onis skttors assuming the shape of a sector is a hexagon and the

range is its diameter. In the case of a three-sectored stsith area coefficient i5.95.

TABLE Il
RND CASE STUDY NETWORK PARAMETERS

Capacity Parameters | Unit | Value |
Subscriber density sub/km? | 550
Sector capacity Mbps 35
Subscriber usage kbps 50

| Propagation Parameters | Unit | Value |
Propagation exponent dB/decade| 35.2
Propagation constant dB -137
Site area coefficient 1.95

1) Traditional LTE dimensioningin the traditional RND, a fading margiMf =5 dB is used. The interference degradation is
often accounted for through a power margﬁ‘h, typically 1—4dB;MH =2dB is selected for this case study which is suitable for
an urban environment. The major weakness of the traditiapploach is the lack of analytical method to associate angied!
load with the appropriatMu; often a conservative value is adopted. Having defined atipaters, the link budget can be thus
calculated and the dimensioning results are obtained &sllia Table 1. The area covered by one radio sité.i - R?, where
R = 0.931km, resulting in1.8km? per eNB. The target area beifigkm?, requires[70/1.8] = 39 eNBs.

2) SLBA-based dimensionind@:he same design assumptions and targets adopted in Sedtiarl \Are reused except for the
interference degradation which is statistically estirdatsing the SLBA approach. Additional calibration parame@re listed in
Table IV. The accepted error on cell rangeAs; which represents the maximum acceptable difference betweeassumed cell
range ¢4) and the safe cell range ) (refer to Figure 13). As explained in Section V, the safd cahge is derived from the
cell range distribution for a given edge coverage probigbilihe accepted error on cell load 4s;,, also shown in Figure 13. This
represents the acceptable difference between the assweihéolad, 4, and the capacity cell loady~, deduced from the resulting
safe cell range and corresponding cell coverage area. Térauiation step is only used in case of capacity limited desiglentified
by a capacity cell load higher than the allowed maximum. ksthscenarios, the downlink power is attenuated in stepsdiace
the coverage and meet the capacity constraints. The atienwstep defines the amount of attenuation used in evergtider.

SLBA-based dimensioning results are summarized in Tablehich shows a larger tuned cell range and fewer eNBs compared

to the traditional approach results in Section VI-A.1l. Incalso be seen that the resulting design is coverage limitexk s10
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attenuation is required. The actual cell edge probab#itsni outcome of the SLBA-based algorithm and, is deduced fhentuned

cell range distribution; it is the probability of the cellnge being equal or greater than the tuned cell range (1.0R6km

TABLE IV
SLBA-BASEDRND: ADDITIONAL CALIBRATION PARAMETERS.

Calibration parameters Unit | Value

Accepted error on cell rangé\ i (Inner loop)| m 10

Accepted error on cell load);, (Outer loop) | % 1

Attenuation step dB 0.5
TABLE V

SLBA-BASEDRND RESULTS

Results Unit | Value
Number of iterations total 10
Run time sec | 41.7
Tuned cell range km | 1.026
Cell load % 54.75
Actual edge coverage probability % 73
Required attenuation dB 0
Number of required eNB eNB 32

B. Tool-based radio network planning

The second level of network planning consists of using theamue of the first step (i.e., RND), and adding another layer o
complexity such as actual terrain and realistic maps. Thasoutcome would be closer to real propagation and capaeityadd
in the given area. Consequently, the dimensioning resudtaimed in Sections VI-A.1 and VI-A.2 are used as an inputh® t
automatic cell planning (ACP) tool. The ACP automaticalgngrates identical and equidistant radio sites to fill upex defined
area based on the cell range obtained.

LTE analysis of both scenarios is conducted in the ACP toadl @re results are compared. For each scenario, two coverage
plots are generated: downlink SINR and downlink coveradee @ownlink SINR plot represents the average downlink SINR p
pixel, taking into account the received signal strengtthvpibwer control, the thermal noise, and ICI. The downlinkerage is a
binary plot, which gives a dark blue colour if at least onehef tefined LTE modulation and coding schemes (MCS) is adhbieyva
according to the downlink SINR.

Furthermore, capacity analysis is performed in the comialet@ol using Monte Carlo simulations for each of the tworsagos.
Monte Carlo simulations take as an input the coverage magstent, in addition to user defined subscriber and traffic maps
Accordingly, several iterations are run and, in each itematsubscribers are spread randomly using Poisson distib and
densities defined in the traffic maps. For each subscribezaah iteration, the possibility of a connection is assessetlin case

of failure, the reason is identified. Iterations are repeatetil the results converge to a user defined target. Thugitd€arlo
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(a) SINR: Traditional scenario. (b) SINR: SLBA-based scenario. (c) Downlink coverage: Traditional scenario. (d) Downlink coverage: SLBA-based
scenario.

Fig. 16. Plots (a) and (b) show the SINR (dB) plots for the itradal and SLBA-based scenarios, respectively, whildédatihg the radio site locations. Plots (c)
and (d) show the downlink coverage plots from each scena@he.dark blue indicates coverage, i.e., at least one of edliMCS is achievable according to the
downlink SINR; otherwise the pixel is considered not codeamd is marked with light blue colour.

simulations result in blocking probability, i.e., percagé of successful connections, and cell load per cell. Thidaarly a QoS

key indicator of performance perceived by the users.

1) Commercial tool results for traditional dimensioninghe ACP procedure, using traditional RND output, result80neNBs
and the corresponding coverage plots are shown in Figur@g a6d (c) for downlink SINR and downlink coverage, respety.
Moreover, the downlink coverage results are summarisedableTVI. It is worth noting that the ACP tool results in ninesse
sites compared to the RND results in Section VI-A.1. Theethree main reasons for this discrepancy: the approximagiken
in the area coefficient, the form of the focus area, and thaiteelevation. In RND, a cell is approximated with a hexagowl
the area covered by a cell is computed using the area coafficieACP however, the shape of the cell coverage dependben t
terrain, clutter and antenna pattern. Also, in the RND dgerat is assumed that the target area is composed of hegagitim
identical dimensions for all cells, i.e., all cells are cdetely contained in the target area, and no part of that arésftiuncovered.
In ACP however, the user defined target area does not compy RND assumptions and, thus, some parts of the area are not
well covered. In a realistic radio network planning exegcithe ACP results are further optimised to insure that thgetaarea is
completely covered adequately.

The area coverage probability obtained is 94% (Table VI)ciwhs higher than the target value of 88.2%. The cell loadltesu
from the Monte Carlo simulations are listed in Table VIl angteess rate results are listed in Table VIII. The averagentiol

cell load is 40.85% and the success rate is 91.1%.

TABLE VI
TOOL DOWNLINK COVERAGE RESULTS

Traditional | SLBA-based

Covered area (ki) 62.4 59.7

Total area (kr) 66.4 66.4

Area coverage probability 94.0% 89.9%

2) Commercial tool results for SLBA-based dimensionifigte ACP procedure, using SLBA-based RND output, results in

22 eNBs and the corresponding coverage plots are shown urdsgl6(b) and (d) for downlink SINR and downlink coverage,
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TABLE VI
TOOL DOWNLINK CELL LOAD RESULTS.

Downlink cell load | Number of cells| Number of cells
N Traditional SLBA-based
7 < 30% 17 8
30% < n, < 40% 20 5
40% < nz < 50% 34 12
N > 50% 19 41
90 - 66 x
Average cell load Do e Dot vl
7 40.85% 53.1%
TABLE VIII

TooL MONTE CARLO SIMULATION RESULTS.

Monte Carlo results Traditional | SLBA-based
Number of subscribers spread 3558 3576
Number of successes 3270 2945
Percentage success 91.1% 82.4%

respectively. The downlink coverage results are sumniiisdable VI. In this scenario as well, the ACP tool resultden less
eNBs compared to the RND results in Section VI-A.2 for the sasasons discussed above.

The area coverage probability obtained is 89.9% (Table \ictvis very close to the target value of 88.2%. The cell lceglilts
from the Monte Carlo simulations are listed in Table VII andsess rate results in Table VIII. Results from the tradiicscenario
show better coverage performance since about 91.1% of #rs hsve the required coverage performance, but also ihégingr
number of eNBs and unnecessary higher capital and opeahtapenditure. From a dimensioning point of view, the SLB#sed
RND gives better performance since the results obtainedlaser to the design target, thus, provides an economidatico that
matches the deployment targets. Moreover, an averageoaall is computed in Table VII which is the sum of the loads of all
cells (90 in the traditional case and 66 in the SLBA-base@)cdivided by the total number of cells. It is interesting meathat
the average downlink cell load resulting from the radio retplanning, related to the SLBA-based RND, is 53.1% (Takl¢
which is very close to 54.75%, as calculated in the SLBA-0&RKD (Table V). This is a good indication that capacity estiion
in the SLBA-based RND is accurate for the considered scenari

The SLBA-based dimensioning resulted in a network perforreacloser to the targets set; whereas the traditional appro
resulted in36% unnecessary additional eNBs, and incurred additional Gegotel OpEX. This is a clear indication to the importance
of a suitable LTE RND, that is capable of capturing the irgigreffects of the technology in an analytical and fast metiA@curate
dimensioning results are vital to correct network deploghirisiness modelling; it reduces business risks and adgahe industry
party ahead of competition. In addition, LTE RND helps deltwoperators in deciding on reusable radio sites, additicadio sites,
parameter setting, and network features. More importaitthllows operators to make these decisions without distigr network

operation, hence sustaining quality of service and useisfasetion.
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VII. L ESSONSLEARNED AND FUTURE CHALLENGES

In this tutorial, we have followed the progress of radio natewdimensioning from the target definition phase to the-tweded
radio network planning phase. In every step, relevant quscand derivations are presented with practical examplgsdvide a
full understanding of the purpose, background, input, ougnd variations of the step. A statistical link budget gsial approach
is described and applied to an LTE network model for serisitanalysis. The study reveals LTE-specific charactesstihat help
understand the implication of different parameter sestingd capture them in the dimensioning process. One suclvibahés
the trade-off between cell loading and cell range distidnytframed as cell breathing and elasticity. Similarle tmpact of inter-
site distance on cell edge coverage probability is captuskdwing the delicate nature of LTE whereby a 100 metergmiffce
degrades the edge user’s quality drastically. The effepbwfer setting is also studied, with focus on a small cell adenshowing
an inflection point in the power curve that would provide tleguired SINR, and beyond which increasing the power becomes
redundant. Consequently, the results from the sensitaitglysis lead the way towards presenting an iterative RNprageh,
based on statistical link budget analysis, to enable balgraonflicting constraints of coverage, capacity, and i\ case study,
comparing the statistical RND approach to the traditiondDRis presented, highlighting the risks of pragmatic agstions (36%
increase in CapEX and OpEX) and incentivising more resemrtche development of advanced LTE RND approaches.

But the fifth generation (5G) of cellular systems is beingrditoday and is expected to launch in 2020; it is partly atugem
of advanced 4G features, e.g., carrier aggregation, batiatdudes key novel disruptive technologies, as described9]. 5G
design would have direct impact on RND procedures in whiatioua features need to be accurately captured; in thisseete
address key 5G features and corresponding potential RNDi@o$. Heterogeneous networks (HetNets), presenteddtioBe/|l-A,
are a prime 5G enabler. HetNets are basically an evolutioexisting multi-layered networks with the inclusion of réwiionary
technologies such as millimeter-wave (mmWave) radio acaad massive MIMO, for instance. Cloud-RAN is another gitue 5G
technology, that is often considered with control/usenglaplit architecture, discussed in Section VII-B. The riattion between
the backhaul/fronthaul and the RAN is becoming very tighatpoint where a joint RAN and backhaul design and operatien ar
required,; this is explained in Section VII-C. Section VI|-&xplores the impact of device-to-device (D2D) commundcgtincluding
the role of smart devices such as mesh networking and cackiaghine to machine (M2M) communication is an essentiat par
of 5G, and the network is expected to provision diverse sesvio a large spectrum of devices and applications, witlerdifit
capabilities and requirements; all of that needs to be doramiefficient manner to cater for the one thousand fold of eoted

devices; the M2M RND problematic is presented in Section&/II

A. Heterogeneous networks with multiple radio access tedges

The concept of heterogeneous networks has been used ingeargrations of cellular networks under different namedsuc
as macro or umbrella layer/micro layer, or overlay/undedalls, but has recently attracted a lot of attention in tdeeat of

5G [50], [51], [52]. In their new form, heterogeneous netkgoare composed of macro-cells, small cells, femto-cefig, WiFi
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access points for traffic offloading, among other types ofesscpoints. Small cells are characterised by low transmitepo
restricted coverage range, and dense deployment. Ferdame mostly indoor in residential and sometimes busieesgonments,
nevertheless their location is outside the control of therafor. The aim of heterogeneous networks is to push thiecttedvards the
smaller cells since they provide higher spectral efficiethag to their restricted coverage. Therefore, advancedregtsuch as cell
range extension (CRE) and ABS, are included in release 1Gatersmall cells attractive to users [53] [54]. CRE essdptlabses
users to camping on small cells although the signal from theroxcell might be higher; macro-cells use ABS on framescalied
to small cell edge users to reduce their interference. Seatufes will certainly affect capacity dimensioning, sirsome resources
are unavailable to macro-cells, but are reused multipledimvithin their coverage areas through transmission ovesred small
cells. The implementation of these features is tightlytezldgo the scheduling schemes and other radio access hlgsritvhich may
be implementation dependent. One major challenge in hgt@enus networks, is capturing the inter-layer interfeean different
deployment scenarios. Authors in [55] propose an intenfegenodelling in a multi-tier cell deployment, for the uimterference,
which can be used as an initial step towards HetNet capacttycaverage dimensioning. In [56], the authors presentwegwof the
usage of stochastic geometry in the modelling, analysis,d@sign of HetNets and cognitive networks. Indeed, stdthgeometry
is a promising mathematical technique able to provide aroige analytical approach for estimating inter-layer ifgegnce, SINR,
and cell outages. Discussing the issue of load balancingeilNét deployment, the authors in [57] compare the usageoohastic
geometry to other methods (e.g., game theory) to maximseykstem throughput by optimising the load balancing betveeall
cells and macro-cells. These works certainly promote tbsation of stochastic geometry in order to address majailehges
such as modelling inter-layer ICI while accounting for shaald large scale fading without approximations and withmeglecting
thermal noise. Such an analytical modelling of inter-laj@rcan then be used to derive expressions for RND relatedicaetuch
as interference margin and cell range.

Moreover, new access technologies are considered for sell] and new spectrum bands are being explored based limetdr
waves (mmWave). Naturally, waves with smaller wavelengtefmore propagation challenges when used as cellular aadess;
the spectrum in this range is however abundant and at low i€@sty. Nevertheless, knowing that the radio coverage dilsoells
is often limited to very small distances, in addition to threeggence of new technologies, such as 3D beamforming andivaas
MIMO from multi-element antenna arrays, small cells offgrlausible application for mmWave as radio access techyokagthors
in [58] present a propagation modelling of mmWave radio ascan initial step in radio network dimensioning. Underdiag
propagation characteristic in these frequencies enabktasations of inter-cell interference and coverage rangesordingly, the
LBA should be modified according to these propagation cheristics for coverage dimensioning, and the capacity dsiting
should reflect the tighter reuse of the spectrum. Author$®j,[[60] propose a coverage and capacity analysis of mm\tilelar
systems and mmWave Ad Hoc systems, respectively. In [58; #ihow that mmWave coverage may be comparable to microwave
coverage, resulting in higher rate performance in view efihder mmWave available bandwidth. Stochastic geometeyriployed

in [60] to characterize the coverage probability of a mmWAdeHoc network, which is found to exceed the area spectralieffcy
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of lower frequency traditional Ad Hoc networks.

Small cells may have a cell range as small as ten meters, amdtdds of small cells are expected per square kilometerin v
dense areas [51]. Accordingly, roaming users would crob$oeders very often, thus, generating a crippling signgllload from
cell reselection procedures and handovers. The concepifobs phantom cell was introduced in LTE release 12, coimgjsof
splitting the user and control planes. In this architectanebility is managed by the anchor cell (often the macrd}@eid the
small cell is primarily used for data offloading. Consequeritandover and cell reselection are only triggered whegrsisross
anchor cell borders, reducing the signalling loads sigaifity. Soft cells bring a new edge to the RND, because datmsgnd
control channel signals are uncorrelated and need to bendinteed separately to yield a balanced design. Firstlifianaodelling
needs to be re-assessed under the data/signalling plditebepause the traffic generated by one user will be disteid over the
two layers, and perhaps additional control information lddae required to manage the split. Consequently, capaaitgmsioning
should reflect the new traffic model on both data and sigralliyers, knowing that a signalling cell covers more useas th data
cell, but less traffic per user. From a coverage point of veewser is considered covered if both the data and signalhiagreels
are available, since an outage on any channel would resal interrupted communication. Moreover, the radio acoessrniology
on each layer may be different, as well as the SINR target ah ehannel. On the other hand, both layers may be sharing the
same spectrum, in this case inter-layer interference shbal modelled based on the related traffic model. Otherwiagllpl
LBAs should be conducted for each layer, where each captheesadio access technology specifics, propagation clegistats
and supported service characteristics. Authors in [61] ehtite cell outage probability in heterogeneous networkb woft cells,
and propose a cell outage management framework. Such apsenalay be the starting point of comprehensive heterogeneo
network RND, with soft cells, whereby the network dimensi@re re-adjusted until the outage targets on both layermate

Another related work looks at evaluating different depleyrstrategies (macro densification and small cells deasiit) in
different types of cities [62]. Their method is based on vkelbwn propagation models and evaluation methods, comgpithiem to
allow higher flexibility and improved accuracy, thus suieafor heterogeneous networks. Effectively, dimensiorieterogeneous
networks, is not simply finding the radio site count of bothcneaand small cells separately; it also concerns finding ftermm

split between both layers in such a way that network perfoaeaargets are met in a balanced way and at a minimum cost.

1) HetNet extended RNDConsidering a HetNet system which consists\éfmacro-cells, and” femto-cells (or small cells), it
is possible to extend the downlink RND approach describetthigr paper to incorporate the different network layers. teeoells
are specially challenging because they are often deployethd subscribers, thus their location is not decided by tl&lar
operator. Furthermore, femto-cells may be open accessimay serve any subscriber, or may be closed-access in whgghthey
are privately owned and corresponding capacity is exatugivthe owner. Moreover, the spectrum distribution amoregdifferent
layers may be done in many ways, where the two extremes atexgamal versus unified spectrum allocation. In the forries,

spectrum is segregated with an exclusive part of the spacallocated to the macro-cell and another to the femto-egii; the
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bandwidth allocated to each may be, however, dynamicaltimiged. Whereas, in the unified spectrum, the spectrum asesh
among all cells from all types; intelligent ICIC techniquesed to be then used to control interference. The main aagantf
the orthogonal spectrum allocation is that interferenwel&eare kept at a minimum level, on the other hand, the un#pettrum
allocation offers better utilisation of the spectrum.

The first milestone in RND is the evaluation and modellingte interference levels in the network, as we did in (10). Hewe
mutli-layer networks suffer from two types of interferenager-layer interferencel(,.,) and intra-layer interferencdif,»). The
first is incurred from macro to femto-cell users or femto tocneacell users; the other is macro to macro or femto to ferégj.[
Thus, the interference modelling becomes more complex; ovesider the two extreme spectrum allocation schemes, @&sgum
open access femto-cells in both cases. The downlink imerée is measured at the user’s location, over the requiredisannel,
and is the cumulative received signal strength, excludiegdesired signal. There are two types of users is this dagse tserved
by the macro-cells (MU’s) and those served by the femtosd€&lU’s); the corresponding measured interference leweksach type

are shown below, wheréy is the interference seen by a macro-cell user ndis that seen by a femto-cell user.

M F
Ivu = It +Lhotra= Y Smmu+ Y Spau (33)
m=1,m#s f=1
F M
IFU = Iintcr + Iintra = Z Sj',FU + Z Sm.,FU (34)
f=1,f#s m=1

where, S, ,, is the received signal strength of the signal transmittednficell x and received by uses, based on (2), and

indicates the serving cell index. The unified spectrum alion incurs inter-layer interference that depends on theeduling
and ICIC mechanism in place; the general downlink interfeeecan be expressed as above (33)-(34). In an orthogorztsme
allocation scenario, cells in different layers do not re-tlse same sub-channel, hence the corresponding recegmal sirength

is nil, hence, thelj,., is also nil, as shown in (35)-(36) below.

M
hau = linter = Z Sm, MU (35)
m=1,m#s
F
Iry = Ilinter = Z St ru (36)
f=1,f#s

Without loss of generality, downlink interference can thies expressed as a summation of different downlink receivgaabk
strengths. Each of these signals has a fading componentistizatandom variable which follows known statistical distitions
such as, Rayleigh or gamma distributions, hence the PDFalf eeceived signal can be expressed as in (11) or (24), résggc
Mathematical techniques, such as the MGF approach, canktharsed to find the PDF of the summation of random variables,
as was done in the case of Rayleigh fading in (18), and for omite fading (modelled as a gamma distribution) in (26).
As an alternative, stochastic geometry based methods sanb&l used to derive statistical models for the various fieitence

terms. Once the distributionf,,, (¢) and f.,, (i) are identified, then the statistical distribution of theresponding interference
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degradationg}V (n) and £V (1) of each of the macro-cell and the femto-cell layers, respalgt can be derived using the relation
in (21). Similarly, the statistical distributions of the NPA and the cell range can be derived using the relations ih 486 (32),
respectively. Given closed forms of the cell ranges distiims are found, it is then possible to conduct a detaile®RRrformance
analysis for HetNets, and trigger an iterative process fimedsioning of the multi-layered network (e.g., by extengihe iterative

approach described in Figure 13), and trigger the itergiieeess to perform the dimensioning process of the muyjasied network.

B. Cloud-RAN

Cloudor centralRAN, C-RAN, is another prime enabler to 5G networks. The eptds based on splitting the eNB functions and
redistributing them between the RAN and the access poielf.itEhe fully centralised RAN consists of migrating moshétions
toward the RAN and only leaving the radio frequency (RF) anal@g-to-digital capabilities at the access point, otliseweferred
to as remote RF head (RRH) as shown in Figure 17. The advantdgrich an architecture are manyfold, related to redudsion
cost and complexity of deployment and operation in additmincrease in efficiency of resource utilisation. Thesensteom the
fact that lower complexity access points are lower cost agglire less maintenance, and the centralised functionly ipgoling
of resources, such as the base band unit (BBU), hence, hiffi@ency in usage (see Figure 17). The "C” in C-RAN also ref®
cooperativesince it enables ease of implementation of advanced fesathat require inter-cell cooperation (e.g., ICIC and CoMP)
Moreover, the centralised processing and inter-cell coaijum are exploited for green operation objectives, articed carbon
footprints, thus the association of clean with the "C”. Authin [64] propose a user-centric virtual cell dimensigpiim which the
radius of the virtual cell (a dynamic group of RRHSs) is anatysor best system throughput. Indeed, capacity dimensijowith
the C-RAN and pooled BBU differs greatly from the distribdifRAN, in which the RND often addresses peak traffic per cdle T
RRHSs, are a form of small cells, thus, have limited footprinaffic variation in small areas fluctuates drasticallyvign peak
highs and very low traffic. However, the dimensioning tatges shifted from being cell-centric to BBU pool-centricneequently
increasing usage efficiency.

Nonetheless, the C-RAN architecture brings stringent cigpand latency requirements (up ®5Gbps [65] and as low as
150usec [66], respectively) on the backhaul link between the RiRH the C-RAN, termed "fronthaul”. Few current technolsgie
can match these requirements, such as direct fibre; howiaxeincurred cost and inconvenience of laying fibre to eveRHR
renders the solution often infeasible. A fundamental cleamgferred by the C-RAN architecture, is that there are neoentbear
boundaries between backhaul and radio, since the frontha@ulital connection between the separated functions ofrtuitional
eNB. Accordingly, the backhaul dimensioning becomes a dnmehtal part of the 5G RND, as explained in Section VII-C.

Similarly, the evolution towards 5G is blurring the bournidarbetween network nodes and terminals. 5G devices cansact a
terminals, but also substitute for network nodes, such yirg between other terminals and the C-RAN (i.e., pravigig the

fronthaul). Section VII-D describes the device-to-deviegadigm and how it affects the radio network dimensioning.
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Fig. 17. The C-RAN architecture is a 5G enabler and uses RRHBBY pooling and relays for coverage extension. The linknemting RRHs and relays to the
BBU pool or donor cell, respectively, is called the fronthaliso, the C-RAN can co-exist with traditional cells.

C. Backhaul/fronthaul considerations

The backhaul, conventionally, refers to the connectiombenh the radio site and the core network, and is usually geaviising
fibre or microwave links. In the advent of the C-RAN, and rethstringent capacity and latency requirements, thesdicaduare
either not suitable, not available or too costly, which bgsnnnovative replacements. The term backhaul, with C-RAdigecture,
refers to transport network comprising both the fronthand the traditional backhaul. Authors in [51] proposed a Iback toolbox,
including legacy and innovative solutions, to suit diffiereellular deployments. One solution under investigaisamsing millimeter-
wave for connecting small cells to a transport hub, poténtihe radio site [51]. Millimeter-wave offers wide speain at the cost
of fragile connectivity, where line of sight is required buty be disturbed by pole swaying or rainfall. A measuremanigaign
on mmWave propagation, as radio access and backhaul ae@ssonducted in New York City, showing 16% outage probghili
for mmWave backhaul links [58]. Another discussed solutfim-band backhaul; i.e., the LTE radio bandwidth in a mezet will
be shared between LTE users and backhaul connections tbetigal This solution is attractive since it does not requirstalling
new equipment, and propagation in this band is reliablehaut the need of line of sight; however it brings additionahstraints
to the already crowded spectrum. Nonetheless, for mostassg§mmWave, in-band, or WiFi, etc.) or wired (e.g., fibrere node
with copper to the premise) fronthaul solutions, the retatiapacity and latency depend on the length of the link. Atiogly, it
is essential to develop a fronthaul-aware RND, since thetfi@ul may result in a network performance bottleneck otrsar. Self
organised capabilities are used, in [67], for capacity disiening of heterogeneous networks with in-band fronth8uatall cells
use self-optimising techniques to adapt the resourceatlmt based on changing traffic scenarios, in order to maerttie system
capacity. In this case, backhauling affects both capacity @overage dimensioning of heterogeneous networks byribatihg
to the interference level and competing for the shared dpderom a different perspective, authors in [68] analyssvithe

backhaul delay affects the performance of heterogeneausories, for different deployments using wired, in-banddamireless
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backhauling. The paper demonstrates that network dertmficaithout backhaul considerations could deteriorategkrformance
of the network due to high delays.

In fact, interworking and joint design of radio access andkbaul is considered a prime enabler to 5G networks, as peamo
by the JOIN group in [69]. The authors analyse the challerafgsintly designing the radio access and backhaul in a C-RAN
architecture. The challenges in the network layer conceemn-oell association, which is no longer based on signahgth, but takes
also into consideration issues such as backhaul consra@nergy efficiency, and load balancing. Authors from theesgroup
study the problem of joint resource allocation between haagkand radio access links in time division multiplexingdaropose
a scheme that improves network performance significambecislly with the usage of dynamic clustering for intert@elerference
coordination [70]. Owing to the increasing need for joirdimand backhaul design, an appropriate future 5G hetesmgemetwork
RND exercise requires information related to backhaul ciyaatency, reliability and energy consumption for déog on the
macro-cell and small cell count and relative parametersallSeells will only absorb traffic if the fronthaul/backhaisl capable
of supporting it, thus their cell range is limited by the blaakl conditions, in addition to legacy considerations,,aagdio access

coverage, capacity and quality .

D. Device-to-device (D2D) connectivity

Traditionally, users in a cellular network communicatehagach other through pre-deployed network nodes; in 5G itvissaged
that devices, served by the network, are able to commuréeatsg each other directly, thus acting as relays and patlyntreating
a massive ad hoc mesh network [71]. Authors in [72] proposalgorithm that finds a D2D density and power allocation, dase
network conditions, to maximise the D2D achievable trassion capacity. This is typically a D2D dimensioning exeecin which
the number of devices and associated power are found, in 8bama D2D commination scenario. In [73], D2D communicatio
is exploited from a proactive caching approach, wherebuéntial users are identified, and used for caching popules.fi
Consequently, D2D communication is used to transmit tha tiatother users, with good quality of experience, while dvj
network congestion and alleviating backhaul requiremehitss type of D2D usage, requires revisiting the traffic nibag to
incorporate the off-peak caching traffic on one hand, andetaction of peak radio access traffic on the other handgtiifie both
coverage and capacity dimensioning. Accordingly, plagnuith D2D transforms RND of cellular networks to that of acchnesh
networks, thus bringing many new challenges to the planeigycise. A major challenge is to model the D2D traffic, based
D2D usage (e.g., for caching, coverage extension, etcr)different radio access technologies (in-band for deva¢eam eNB and
in-band/out-band for D2D). This information is key to caiya@nd coverage dimensioning. Devices used as a relay canase
the cell range predicted by the LBA; however, the locatiod aapabilities of these devices need to be known for the eqeer
dimensioning. In such a case, the link budget can be desifgmedlower SINR, assuming that devices with better SINR vélay

to users at the cell edge. If D2D communication is in-barel,(reuses the same spectrum as the radio access), inteddrem
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these links needs to be estimated and would affect both ageesind capacity dimensioning.

Devices may also be planned by operators at fixed locatiarsftirming fixed relays, a form of small cell deployment enabpl
5G, used to increase the network capacity or extend the agees shown in Figure 17 [74]. The relay, thus, becomes d smal
cell, and its link to the donor cell is the fronthaul, which egher in-band, if the relay shares the bandwidth with docel
users, or out-band otherwise. Authors in [75] study the fienef relays in three different scenarios: wired, in-baadd mmWave
fronthaul. Their results show that in-band fronthaul magufein negative gains, and promote the usage of mmWave #r th
wireless fronthaul instead. Authors in [76] investigatarpling relays to support traffic in 5G networks with carrigg@egation.
They perform a dimensioning exercise to determine the nummbeeeded relays, and the number of wireless channels hioatd
be used by each relay to schedule data transmissions. Stmilmplanned D2D RND challenges, fixed relays require reletimg
of traffic and D2D interference estimation based on D2DMnanl spectrum. Given this information, the coverage disiarmng
would incorporate relay-enabled extensions, and the dgpdimensioning would take into consideration sharing $pectrum with
the fronthaul and the D2D traffic model.

Full duplex (FD) is a promising technique for implementingband D2D communication. It enables a device to transmit
and receive simultaneously, thus, can potentially doutdedpectral efficiency in the physical layer. Authors in [anplyse the
advantages of FD is heterogeneous networks by integrafihgafios in small cells and allowing D2D underlay commurimas
in parallel. However merits of FD can only be reaped with axbeal self-interference cancellation techniques, as lddtai [78]
among other challenges such as: size of the device, chastiglagion, and joint resource management across layersh&D
ignited intensive research, such as [79], in which authook lat maximising the end-to-end performance by joint ofsation of
the power control and beamforming at the relay. Radio nétwlonensioning with FD is certainly challenging and regsifecused
attention; authors in [80] propose an analytical analygihe outage performance of coherent partial decode-fatwelaying over
small scale fading channels in both half and full duplex sraissions. Outage performance is the first step in RND; thectbe
would be to adjust the network design (macro-cell and D2Dnt@nd corresponding parameters) to meet the outage tdayets

both coverage and capacity.

E. Machine to machine (M2M) communication

Machine-to-machine (M2M) communication refers to macttype devices (MTC) that communicate among each other, dr wit
an application platform, through the cellular network. MZplications are diverse and different; some are fixed ioest such
as sensors and security devices, others are mobile suchalib Hevices and fleet-tracking devices. Nonetheless, antiipated
that massive M2M deployment will create a landslide to datlinetworks; a major factor necessitating network dersifio.
However, M2M communication requirements differ greatlgnfr conventional human-to-human (H2H) communication. Taey

mostly characterised by low data volume but bring stringemtstraints such as underground device location in the chsmart
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(a) H2H only. (b) H2H with smart meters. (c) H2H with smart meters and fleet M2M. (d) Legend.

Fig. 18. SINR (dB) plot of downlink reference signal for theee considered scenarios, showing degradation when M2¥tss are introduced.

meters, or no tolerance to delay in case of security or mediems, for example. It is possible that an RND designgutie
approach proposed in this tutorial proves suitable for H2krs, but would fail to cover smart meters located in diffieméas, for
instance. With M2M requirements set as design targets iwdlverage and capacity analysis, the planning results wigllg differ
from the traditional H2H planning approach. The challengsides in reconciling between planning designs dictated¢hloypan
operated smart phones and those imposed by M2M devices.

Other challenges in network planning stem from the M2M dewbaracteristics. A recent study item [81] on low-cost and
enhanced coverage for MTC devices has been initiated wéhptirpose of facilitating the LTE/LTE-A usage of M2M commu-
nications from an economical perspective. Thus, in ordeethuce the cost of machines, lower requirements are defimethé
transmit/receive capabilities of the devices. The studegian insight to M2M device characteristics; pertinenapaeters to radio
planning include: single receive antenna; reduced tranpower; limited energy storage capabilities; reduced pdatia rate of
1Mbps; device noise figur@dB; reduced bandwidth with baseband data channdl.4i¥iHz; coverage enhancement of at least
15dB (using techniques such as antenna beamforming) Bgdecaompensate for loss in coverage of low cost devicegstricted
coverage areas (such as underground smart meters).

Itis certainly a challenge to capture this new dimensiom&RND procedure, which may necessitate solving for segéatstical
link budget analysis jointly to find a balanced design thaigates H2H and D2D design requirements. A preliminary wtwds
undertaken, using commercial LTE cellular planning toolhtghlight the effect of M2M traffic on the network; it consis three
scenarios: H2H, H2H with smart meters, H2H with smart meterd fleet tracking M2M. Figure 18 shows the degradation of
downlink reference signal SINR upon the introduction of M&grvices in the network. Figure 19 shows the uplink data SINR
severe deterioration when M2M services are enabled. H2ffictia typically downlink heavy, however, M2M’s uplink tréd is
often dominant. For this reason, the uplink SINR is dra8ificaffected by M2M services, whereas, the downlink degtiadais
more moderate. These results clearly highlight the needctoumt for M2M considerations in both dimensioning and roekwv
planning phases. Thus, it is essential to equip networkatpes with an M2M aware RND approach, since accounting foMM2

in early planning stages would certainly reduce costly qolegtioyment rectifications.
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Fig. 19. SINR (dB) plot of uplink data channel for the thremsidered scenarios, showing severe degradation when M2\teg are introduced.
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