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Abstract

Using a metric conformal formulation of the Einstein equations, we develop a construction of
4-dimensional anti-de Sitter-like spacetimes coupled to tracefree matter models. Our strategy
relies on the formulation of an initial-boundary problem for a system of quasilinear wave
equations for various conformal fields by exploiting the conformal and coordinate gauges. By
analysing the conformal constraints we show a systematic procedure to prescribe initial and
boundary data. This analysis is complemented by the propagation of the constraints, showing
that a solution to the wave equations implies a solution to the Einstein field equations. In
addition, we study three explicit tracefree matter models: the conformally invariant scalar
field, the Maxwell field and the Yang-Mills field. For each one of these we identify the
basic data required to couple them to the system of wave equations. As our main result,
we establish the local existence and uniqueness of solutions for the evolution system in
a neighbourhood around the corner, provided compatibility conditions for the initial and
boundary data are imposed up to a certain order.

1 Introduction

The study of solutions to the Einstein equations with negative Cosmological constant, the so-
called anti-de Sitter-like spacetimes, results particularly challenging due to the presence of a
timelike conformal boundary located at spatial infinity. This boundary makes the spacetime non-
globally hyperbolic and, thus, hinders its construction from an initial-value problem. Accordingly,
information on the conformal boundary must also be provided. In this scenario, the methods of
conformal geometry offer a natural approach to face this challenge by providing an (unphysical)
auxiliary spacetime where the boundary is located at a finite distance.

Although the use of conformal methods into General Relativity can be traced back to Penrose’s
seminal work [27], a satisfactory conformal formulation of the Einstein field equations from the
point of view of the theory of partial differential equations was first obtained by Friedrich [15].
The latter enabled a systematic study of asymptotically simple solutions to Einstein equations.
In particular, it made possible a construction of vacuum anti-de Sitter-like spacetimes where a
non-metric formulation of conformal Einstein field equations is employed [18, 19]. At the heart of
this approach lies a first order symmetric hyperbolic system for a set of conformal fields obtained
by exploiting the properties of certain conformal invariants—the so-called conformal geodesics.
For this evolution system, maximally dissipative boundary conditions are considered in order to
establish a result of local existence of solutions. Despite identifying some boundary data in a
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covariant manner, the type of equations used in this construction, in conjunction with the gauge
choice, makes difficult to implement this scheme in numerical codes.

The latter issue becomes particularly relevant in view of the growing interest in the conjec-
tured instability of the anti-de Sitter spacetime—see [5] for an entry point into the subject. A
considerable amount of effort has been directed to understand the dynamics of this class of solu-
tions via numerical methods—see, for example, [4, 6, 14, 13, 1, 11]. Also, alternative hyperbolic
formulations coupling the scalar field have been discussed in [28, 29] and a proof of this conjecture
has been obtained for the Einstein-Vlasov system with spherical symmetry [25].

As an alternative to solving first order systems, Paetz [26] showed that, in the vacuum case, it
is possible to construct a second order evolution system from the conformal Einstein equations.
Based on this result, an alternative construction for vacuum anti-de Sitter-like spacetimes has
recently been presented in [7]. Using a metric version of the conformal Einstein fields equations,
a suitable choice of coordinates makes possible to obtain a quasilinear system of wave equations
for a set of conformal fields. Moreover, the identified free boundary data consist of a Lorentzian
3-metric on this hypersurface together with a linear combination of the incoming and outgoing
gravitational radiation. Due to the manifestly hyperbolic nature of the system under considera-
tion, it is expected that this scheme can be more easily adapted to current numerical codes.

The study of the Einstein field equations coupled to some suitable matter model is generally
carried out on a case-by-case manner. Remarkably, in the context of conformal methods, tracefree
matter models are amenable to a more systematic study. This class of matter models contains
several cases of interest such as the electromagnetic and Yang-Mills fields. In [17], Friedrich has
provided a suitable conformal formulation of the Einstein field equations coupled to a tracefree
energy-momentum tensor, which, in turn, has been exploited to establish stability results for
the Einstein-Yang-Mills system with positive and zero Cosmological constant. Motivated by this
investigation, a local existence and uniqueness result for the same system has been presented
in [24] under the assumption of spherical symmetry. Despite the complications from consider-
ing non-trivial matter fields, advances have been made in a variety of scenarios using different
approaches—see, for example, [22, 20, 21]. Nevertheless, a satisfactory conformal formulation
allowing a methodical study of general matter models remains elusive.

In the present article we generalise the analysis in [7] and consider the construction of anti-de
Sitter-like spacetimes coupled to tracefree matter models. Exploiting the conformal freedom we
set an appropriate gauge yielding a system of geometric wave equations for the relevant conformal
fields [8]. A suitable coordinate choice allows us to cast it as a system of quasilinear wave
equations, provided the matter field has good properties. For this type of hyperbolic evolution
equations there are available results concerning the local existence and uniqueness of solutions—
see e.g. [9, 12]. The conformal constraints supply the system with adequate initial and boundary
data. In this work three models of tracefree matter are considered: the conformally invariant
scalar field, the Maxwell field and the Yang-Mills field. Initial and boundary data have been
identified for each one of them, as well as an analysis of the corresponding propagation of the
constraints. Given the amount of heavy calculations some parts of this work require, the suite
xAct of Mathematica for tensorial computations has been employed—see [31].

The main result of the article can be stated as follows:

Theorem 1. Let S, be a 3-dimensional spacelike hypersurface with boundary 0S, and on it
smooth tracefree anti-de Sitter-like initial data for the Einstein field equations coupled to either: (i)
the conformally invariant scalar field, (ii) the Mazwell field or (iii) the Yang-Mills field. Consider
the cylinder &, = [0,7¢) X 0S8, for some 74 > 0 endowed with a set of smooth fields satisfying
the conformal Finstein constraints on Y, . Assume suitable basic boundary data for the tracefree
matter fields. If, in addition, the data on S, and on Z;, satisfy, up to some order, compatibility
(i.e. corner) conditions at OS,, then there exists a smooth solution to the Finstein field equations
with A < 0 coupled to any of the aforementioned tracefree matter fields in a neighbourhood of OS,.

The proof of this theorem follows from the analysis of the various sections of the article. The
detailed boundary conditions for the geometric fields are shown in Proposition 3 while those for
the matter fields can be found in Lemmas 4, 5 and 6. To the best of our knowledge, the results



in Theorem 1 are the first results regarding the local existence of non-vacuum anti-de Sitter-like
spacetimes in the absence of symmetries available in the literature.

1.1 Outline of the article

This article builds on the theory developed in [7] and [8]. In order to ease the presentation we
make direct use of the relevant results of these references and refer the reader to them for full
details. Accordingly, in this article we emphasise the novel aspects of the analysis and how the
ideas of the above references fit together.

Sections 2 and 3 introduce the basic definitions related to the conformal formulation of the
Einstein equations, as well as sum up and discuss some of the main results in [8], namely, the
evolution system for the conformal fields and the role the gauge choice plays in its successful
recasting as a hyperbolic system. Section 4 presents some results about the conformal constraint
equations on spacelike and timelike hypersurfaces. In Section 5 we focus on analysing the bound-
ary data required to establish a well-posed problem for the system of wave equations and their
relation to the zero-quantities. In Section 6 we provide a brief discussion of how the boundary
data enables us to propagate the constraints on the conformal boundary. In Section 7 several
explicit matter models are studied in detail, focusing on the basic data necessary to couple them
to the evolution system. Finally, Section 8 provides some final remarks.

Conventions

Throughout this work, (M, g) will denote a 4-dimensional Lorentzian spacetime satisfying the
Einstein equations with Cosmological constant A. The signature of the metric in this article will
be (—,+,+,+). Lowercase Latin letters a, b, c,... are used as abstract spacetime tensor indices
while the indices i, j, k, ... are abstract indices on the tensor bundle of hypersurfaces of M. Greek
letters a, 3,7, ... will be used as coordinate indices on either spacelike or timelike hypersurfaces.
Our conventions for the curvature are

chdu“ — Vchu“ = Rabcdub.

2 The tracefree metric conformal Einstein field equations

This section introduces some properties of the tracefree conformal Einstein field equations, the
basic tool to be used in the remainder of this article, along with their relation to the Einstein
field equations.

2.1 Basic definitions

Let (M, §) denote a physical spacetime satisfying the Einstein field equations
Rab = )\gab + (Tab - %gabf)v (1)

where Rlb is the Ricci tensor of the metric ggp, Tab the energy-momentum tensor and T = gabT“b
its trace. Let (M, g) be a spacetime conformally related to (M, g) via a conformal embedding

~ ~ =2/ —1yk~ -
M — M7 Jab '£> Gab = :'2(@ 1) Gab, :‘|<p(./\;l) > 0.
with = the so-called conformal factor. Abusing of the notation we write
Gab = EQ.galr (2)

We will refer to (M, g) as the unphysical spacetime. The set of points of M for which = vanishes
define the conformal boundary. We use the notation .# to denote the parts of the conformal
boundary which are a hypersurface of M.



In what follows let R%q, Rap, R and C%,.q denote, respectively, the Riemann tensor, the
Ricci tensor, the Ricci scalar and the (conformally invariant) Weyl tensor of the metric g,p. For

the discussion of the metric conformal Einstein field equations we conveniently introduce the
fields

Lab = %Rab - %gabRa (3&)
s =1V°V.E+ L RE, (3b)
ded = Z71C%ca, (3¢)

known, respectively, as the Schouten tensor, the Friedrich scalar and the rescaled Weyl tensor.

2.2 The energy-momentum tensor

Unlike the various geometrical objects associated to the metric gqp, the rescaling (2) does not
determine the transformation rule for the energy-momentum tensor. Then, for simplicity, let
define its unphysical counterpart T, as

Tab 72Tab- (4)

(1]

From here we have that
V% =0 <— T =0.

Equation (4) also implies that 7' = 0 if T = 0. In view of this it will be assumed hereafter that the
physical matter model is tracefree. In this context it results convenient to introduce the rescaled

Cotton tensor
Tobe = Ev[aT‘b]c - gc[aTb]dvdE - 3Tc[avb]Ea (5)

which possesses the symmetries Tope = Tigp)e and Tiape = 0.
Remark 1. The physical counterpart of the rescaled Cotton tensor is defined as
Yave = Valpe = VoL
From this, and assuming the Einstein field equations, expression (5) follows. Moreover, the

relation between these two objects is Type = Z7 ' Yype.

2.3 Basic properties

Let introduce the following set of zero-quantities:

Top = Vo VE+ELgp — 5gap — éE?’ abs (6a)
Ou = Vas + LacV°E ~ LB T V'S, (6b)
Agpe = Valpe = VoLae — VeZEd® cap — Elape, (6c)
Aabe = Thea — Ved abes (6d)
Z =)X—6Zs+ 3VEV. .E, (6e)
Peq = R%cd — 2d"bea — 201" Layp — 2L " gape- (6f)

Then the metric tracefree conformal Einstein field equations can be expressed as
Tab = 07 60, = 07 Aabc = 07 Aabc =0 Z = 07 Pabcd = 07 (7)

from where the zero-quantities take their name. A detailed derivation of the system (6a)-(6f), first
obtained by Friedrich in [17], can be found in [30]. As a consequence of imposing the tracefree
condition on the matter sector, the system is supplemented with the conservation law

VT, = 0. (8)



Remark 2. Assuming the vanishing of the zero-quantities, equations (6a)-(6d) are read as dif-
ferential conditions for the fields =, s, Ly, and d%p.q subject to condition (8). Equation (6e)
plays the role of an algebraic constraint which is satisfied if it holds at a single point by virtue
of the other equations—see Lemma 8.1 in [30]. Equation (6f), on the other hand, establishes the
irreducible decomposition of the Riemann tensor.

Remark 3. Direct evaluation of (6e) with Z = 0 on the conformal boundary shows that for anti
de Sitter-like spacetimes (A < 0) . is timelike—see e.g. Theorem 10.1 in [30].

By a solution to the tracefree metric conformal Einstein field equations it is understood a
collection (gap, Z, 8, Lap, d%ecd, Tap) satisfying conditions (7) and (8). The relation between the
metric tracefree conformal Einstein field equations and the Einstein field equations (1) is given
by the following statement:

Proposition 1. Let (gap, =, S, Lab, d%ecd, Tup) denote a solution to the metric tracefree con-
formal FEinstein field equations such that 2 # 0 on an open set U C M. If, in addition, condition
Z =0 is satisfied at a point p € U, then the metric

-2
Jab

(1]

Jab =
is a solution to the FEinstein field equations (1) on U.

A proof of this proposition is given in [30]—see Proposition 8.1.

3 The evolution system

In [26] Paetz has proved that for Ty, = 0, the vanishing of YTup, O4, Agpe and Agpe implies a
system of geometric wave equations for the collection of conformal fields (2, s, Lap, d%peq), where
0 = g%V, V, is the relevant second order operator applied to the various fields. This has been
generalised to the tracefree matter case in [8], Lemma 1, under the assumption that conditions (7)
and (8) are satisfied. In particular, the condition P¢,. = 0 renders an equation for the metric,
namely

Rap = 2Lap + éRgalr (9)
Remark 4. Here, R, encodes the derivatives of g,; once a system of coordinates has been
adopted, while L, is an independent field. The last equation can be viewed as an Einstein field
equation for g, coupled to some unphysical matter fields. In view of this, equation (9) will be
known as the unphysical Finstein equation.

Remark 5. The operator [J does not provide satisfactory quasilinear wave equations however,
as undesired second order derivatives of the components of g, emerge in the principal part of the
system once coordinates are introduced. Furthermore, the system obtained in [8] poses two more
challenges: (i) the appearance of second order derivatives of R and (ii) the existence of second
(and possibly higher) order derivatives of the matter field under consideration. In order to apply
results from the theory of partial differential equations these problems must be addressed. The
first two issues have been discussed in [7], Section 2.3, and will be briefly presented in the next
subsection, while the third one has been analysed in [8] for some particular models.

3.1 Gauge considerations
3.1.1 Conformal gauge source function

Given two conformally related metrics g, and g/, the relation between their corresponding
Ricci scalars can be read as a differential equation for the corresponding conformal factor. Then,
prescribing the Ricci scalar is equivalent to the specification of the representative of the conformal
class [g]. Accordingly, the Ricci scalar associated to the unphysical metric g, will be specified
by the gauge function R(z)—that is

R =R(x).



3.1.2 Generalised harmonic coordinates and the reduced Ricci operator

The second piece of the gauge freedom is contained in the coordinate choice. Let x = (z#) be
coordinates satisfying the generalised wave condition

Ozt = —FH(x), (10)

where F#(z) are the so-called coordinate gauge source functions. A simple calculation shows that
these are related to the contracted Christoffel symbols T* = g°"T'* . via

Fh(x) =T+
In this context, we introduce the reduced Ricci operator
‘%HV[Q] = Rul/ - go’(uvu)FU =+ go(#vu)]:o(x)' (11)
Here, R, is given explicitly in terms of first and second order partial derivatives of g,,. This
operator, along with R(x), produces a hyperbolic equation for g,,, when equation (9) is written
in terms of them.

3.1.3 The reduced wave operator

Making use of the generalised wave coordinate condition a suitable hyperbolic operator can be
defined as follows:

Definition 1. Let T)..., be a tensor field. The action of the reduced wave operator, B, on it is
given by:

1
.T)\...p = DTA...p + ((QLT)\ + ER(I')QT)\ - Rq—)\) - ggTVA(}'U(x) — FU)>TT_..p +

1
St ((2L7'p + 6R($)gm — R:p) = 9or Vo (F7(x) — FU)>T>\~~Ta

where O = gV, V. The action of B on a scalar field ¢ is simply given by
My =g""'V, V., 0.
Further details and motivation behind this definition can be found in [7]. In this sense, we will
say that a system of wave equations expressed in terms of B is proper.
3.1.4 Summary: gauge reduced evolution equations

In view of the previous discussion, and as presented in [8], when generalised wave coordinates are
adopted, the system of wave equations for the components of the conformal geometric fields to
be considered is the following;:

WS =4 — %ER(x), (12a)

Ws = —1sR(z) + EL, L" — iV, R(z)V'E + 12°T,, T — =°L,,, T" + EVFEV'ET),, (12b)
WL, = —22d,,,\ L + 4L, Lyx — Ly, L g + 2V, V,R(z) + 323d,0,, T

—EVAT N — 2T ) VO E, (12c)

Wd,n, = _4EduT[AUdp]WT —2Ed,", dxpro + %d#w\pR(x) - T[MUE2dV]U>\p - E2T[kgdp]0/w
*E2gu[>\dﬂ]0wTTU + EQQV[/\dp]UuTTm + 2V[MT\/\pM + €uwor VT T, (12d)
Mg, = f(g,09). (12¢)

Here, the last equation corresponds to expression (9) written in terms of the reduced wave operator
by means of relation (11).

Remark 6. The reduced system (12a)-(12e) constitutes a system of quasilinear wave equations for
the fields =, s, L., duvap and g,,. Strictly speaking though, this is a system of wave equations
only if g,, is known to be Lorentzian. Precise statements concerning the local existence and
uniqueness results for this type of systems can be found in [9, 12].



3.2 The subsidiary evolution equations

Once a proper system for the conformal fields has been obtained, it is necessary to prove that
any solution to this system corresponds to a solution to the metric tracefree conformal Einstein
field equations. In [8], Section 5, it has been shown that the evolution of the zero-quantities can
be encoded in a system of homogeneous geometric wave equations. Suitable initial and boundary
data for this system will be discussed in Section 6.

Remark 7. A further piece in the analysis is to prove the consistency of the gauge with the field
equations. In [8] it has been shown how to construct a system of homogeneous wave equations
for an additional set of subsidiary fields under the assumption of a tracefree energy-momentum
tensor. The conditions required to establish vanishing initial and boundary data for these fields
have been described in [7], from where the propagation of the gauge follows.

4 The conformal constraint equations

This section will be devoted to the discussion of the constraint equations implied by the metric
tracefree conformal Einstein field equations. This system, first discussed in [16], will serve to
construct the initial and boundary data sets required to establish a well-posed initial-boundary
problem for the wave equations (12a)-(12e). A detailed discussion of their derivation and prop-
erties in the general matter case can be found in [30], Chapter 11.

4.1 Basic definitions

Let H denote a (spacelike or timelike) hypersurface of the unphysical spacetime (M, g) with unit
normal vector n,. Then, we define the norm of n, as:

€ =ngyn”,

so that e take the values 1 or -1 for timelike or spacelike hypersurfaces H, respectively. The
normal vector induces a decomposition via the projector to H

hab = gab — enanb.

The intrinsic derivative D, on H is defined in the following way: let f be a scalar function and
A,® be a tensor field on M, then

Daf = habvbf7
DA’ = he'haha®V AL

Expressions involving higher rank tensors follow an analogous rule. The derivative in the direction
of n® (simply called the normal derivative) is given by

D =n"V,.
The extrinsic curvature of H is defined as

Kop = hahp®V ong.

In the following let

X, s, hy Ly, Ly, dij, dir, diju
denote, respectively, the pull-backs of the following geometric objects

a —_

n"Va=, S5 Yab, nchachch hachdecd7
nbndheahfcdabcd7 nbheahfchgddabcda heahfbhgchhddabcd

to H. In order to take into account the contributions from the matter fields, let p, j;, T35, Ji, Jij
and T, stand, respectively, for the pull-backs of the projections

b b b b b b
nn Taba n hcaTaby hcahd ﬂlb’ n nchdaTabw nchdahe ﬂlbca hdahe thTabc-



Remark 8. The tensor h;; corresponds to the 3-metric induced by g4, on H and it will be either
Lorentzian if H is timelike or Riemannian if it is spacelike. Similarly, we will denote by K;; the
pull-back of K, and by K = hinij its trace.

Remark 9. The fields d;; and d;;;, encode, respectively, the electric and magnetic parts of the
rescaled Weyl tensor dgpcq with respect to the normal n,. It can be verified that

dij = dji, di' =0, dijp = —digj, dpizr) =0,
dijrr = 2€(hipdyy; + hyrdy;).-

From this point onwards, the restriction of the conformal factor = to the conformal boundary
will be denoted by 2—that is,
0= E|y.

Next, we define the Schouten tensor of the intrinsic 3-metric h;; as

1
lij = Tij — ZThij,
where 7;; and r are the corresponding intrinsic Ricci tensor and scalar. In terms of these fields,
a number of constraints are obtained from the different projections of equations (7) to H. This
results in the intrinsic equations

1
DzD]Q = —GZKZ'J‘ — QLU + Shij + §QgTij, (133)
1
DY =K;*D,Q - QL, + 593];-, (13b)
1 _
Djs = —eL;¥ — Ly, D*Q + 592(6233 + T3, DIQ), (13c)
Diij — DjLik = —Gdeij + Dlelkij — E(Kiij — KjkLi) + QTijk, (13(31)
DiLj — D]Ll = Dlelij + Kiijk — KjkLik + QJij, (136)
Dkdkz’j = G(Kkidjk — Kkjdik) + Jij, (13f)
Did;; = K*dy, + J;, (13g)
A = 6Qs — 3eX? — 3D, QD*Q, (13h)
D;Ky; — DpKji = Qdiji + higLi, — hi Ly, (131)
1 1
lij = —€Qd;; + Lij + €<K(Kij - 1Khij) — K K% + 4Kle“hij>. (135)

Here, the last two relations are purely geometric and correspond to the conformal Codazzi-
Mainardi and Gauss-Codazzi equations. Expressions (13a)-(13j) are called the metric tracefree
conformal constraint equations. A full derivation of this system can be found in [30] along with
an extensive discussion of their properties.

4.1.1 The conformal constraints on the conformal boundary

Let £, be the intrinsic Lorentzian 3-metric associated to the conformal boundary with normal
vector #“. In the following, objects and operators crossed by a line / will represent projections
obtained via £,% and #®. Also, ~ will denote an equality valid on .#. Evaluating the conformal



constraints on the conformal boundary (2 = 0, € = 1) we obtain the following simplified system:

LKy = stij, (14a)
DX ~0, (14b)
Dis ~—I; %, (14c)
Dill i — D ilhiy = — Lodriy — Kkl — K jils), (14d)

piEj - @j% = Kik ik Kjkﬂika (14e)
pkdkij = Kkidjk - Kkj di. + Jij» (14f)
» dij~ K" diiw + 44 (14g)
A~ —377 (14h)

DKy = DMK 55 = lijly — Cinll, 14i

)
Vig o= diy + K (K — inij) - Kkink + iKleklfif 14j)

—_~ o~

A procedure to solve these equations in the vacuum case has been discussed in [18] where the solu-
tion is given in terms of a gauge quantity related to the Friedrich scalar and £,;. For convenience,
we introduce the rescaled Cotton tensor of £,;:

Yijk = lDiij - Ej Vike-
Adopting this approach, the following result can be enunciated:

Proposition 2. Let (M,g) be a 4-dimensional manifold and & C M a timelike conformal
boundary with intrinsic 3-dimensional Lorentzian metric £;; and normal §*. Consider a tracefree
energy-momentum tensor Tn, with f; its orthogonal-normal projection with respect to #®. Let
»(x) be a smooth scalar gauge function defined on .#. Then a solution to the tracefree conformal
constraint equations (14a)-(14j) on & is given by the fields

ey /2L (15)
s~ Y, (15b)
Kij ~ J{Eij, (15(3)
Ui~ =D, (15d)
1
Eij ~ Vz — 5%2£ij7 (156)
is ~ =X Yijn, (15f)
along with a tracefree symmetric tensor field d;; satisfying
pj dij ~ Y7 (16)

Proof. Firstly, X is given by (14h). As mentioned before, s is a gauge quantity on .# and
expressed by equation (15b). Direct substitution into constraints (14a), (14c), (14j) and (14d)
readily leads to the solutions for K;;, V;, J;; and d,;;, respectively. Using these, equations (14b),
(14e) and (14i) are trivially satisfied. Regarding the equations with matter terms, when the fields
J;; and J; are written explicitly in terms of the energy-momentum tensor via equation (5), a
straightforward calculation yields

)[ij ~0, J, ==Y

On the other hand, by virtue of the definition of ¥, it follows that that Ekyijk ~ (. Using this
and the expressions for J; and J,; stated above, it is found that (14f) is trivially satisfied and
(14g) corresponds to equation (16). O



Having obtained the solutions for the constraint equations on the conformal boundary, a
converse-like result can be formulated with the addition of an auxiliary assumption:

Lemma 1. Let T C M be a timelike hypersurface such that conditions (15a)-(15e) hold. If 2 =0
on some fiduciary spacelike hypersurface C, of T, then one has that Q=0 on T.

Proof. Consider the case when » # 0 on C,. Using equations (15b), (15¢) and (15¢), the trace of
the conformal constraint (13a) provides the following wave equation for € to be satisfied on 7

; 3 1
ppO=00=-0L - 2:2) - 0, (17)
4 2 2
where it has been used that for a tracefree unphysical energy-momentum tensor T;* = —ep. On

the other hand, when (15a), (15¢) and (15d) are substituted into constraint (13b) we have
1
2P, Q= —QP, s — 593]'1'. (18)

As s # 0 and © = 0 on C,, it follows from the last equation that J2,Q2 = 0 on C,, which represents
a first order initial condition for €. Due to the homogeneity of (17), along with the uniqueness
of its solutions, we conclude then that Q = 0 on T, that is to say, it corresponds to the conformal
boundary. Regarding the case » = 0, it has been showed in [7] how the conformal gauge freedom
can be exploited to render this case into the s # 0 one. O

4.1.2 Solutions to the conformal constraints on a spacelike hypersurface

Constraint equations (13a)-(13j) enable us to obtain the conformal version of the so-called Hamil-

tonian and Momentum constraints on a spacelike hypersurface (e = —1). A straightforward
calculation shows that for a tracefree matter field these take the form:
02 g ) )
5 o+ K? - Ki;KY) = 2KQY, — 20D;D'Q — 3%% 4 3D,QD'Q + A+ Q*p,  (19a)
Q(D,;K;? — D;K) = 2(K;;DIQ — D;%) + Q3j;. (19b)

It follows that under a conformal approach, the collection of fields (h,;, Kij, 2, 2, p, j;) satisfying
the previous equations must be prescribed as the basic initial data, i.e. they determine the
remaining fields on a spacelike hypersurface. Together with the boundary data, this set will serve
to evolve the wave equations for the conformal fields. Directly from the conformal constraints
one obtains the following expressions for the initial data:

s = ;<AQ+ %Q(r—i—[@ - Ki;K") —2K+;Q3p), (20a)
Lij = é(mzj + XK — DZ-DJ—Q) + %Q%ﬁij, (20Db)
L= %(KﬁDkQ - D;%) + %92;;, (20c)
dij = (12( — Lij + 1y + (K (K — iKh”—) — K K% + iKle“hij)>, (20d)
diji = %(DjK;ﬂ- — D Kj; + higLj — hijLy,). (20e)

The fact that these expressions are singular at {2 = 0 leads to the following:

Definition 2 (anti-de Sitter-like initial data with tracefree matter). For a tracefree anti-
de Sitter-like initial data set it is understood a 3-manifold S, with boundary S, ~ S? together
with a collection of smooth fields (hi;, K;j,Q, %, p, j;) such that:

(i) Q>0 on intS,;
(it) @ =0 and |[dQ> = X2 — X > 0 on 0S,;

10



Figure 1: Penrose diagram of the set-up for the construction of anti-de Sitter-like spacetimes as
described in the main text. Initial data prescribed on S, \ 9S8, allows to recover the dark shaded
region D1 (8, \ 8S,). In order to recover DV (S, U .# 1) it is necessary to prescribe boundary data
on S+,

(i11) the fields s, Li;, L;, di; and d;j, computed from relations (20a)-(20e) extend smoothly to
S,

Remark 10. Anti-de Sitter-like initial data sets are closely related to the so-called hyperboloidal
data sets for Minkowski-like spacetimes—see [23]. By means of this correspondence it is possible
to adapt the existence results for hyperboloidal initial data sets in [2, 3] to the anti-de Sitter-like
setting. In particular, this shows the existence of a large class of time symmetric data, i.e. data
for which Kij = 0.

5 General set-up

In this section we identify the relevant boundary data required for the formulation of the initial-
boundary problem for anti-de Sitter-like spacetimes with tracefree matter. Except for the data
corresponding to the electric part of the Weyl tensor, the rest of the construction is identical to
the one for the vacuum case analysed in [7] where a more detailed discussion is presented.

Let (M, g,E) be a conformal extension of an anti-de Sitter-like spacetime (M, §) where gqp
and g, are conformally related metrics. Let S, C M be a smooth, compact and oriented
spacelike hypersurface with boundary 9S,. Furthermore, S, N . = S, is the so-called corner.
The portion of .# in the future of S, will be denoted by .# . In addition, it will be assumed that
the causal future J*(S,) coincides with the future domain of dependence Dt (S, U.# 1) and that
S, UIT =8, x[0,1) so that, in particular, .# T =~ dS, x [0,1)—see Figure 1.

5.1 Coordinates

Let us introduce adapted coordinates x = (z#) such that S, and .# are given as

S={zecR?|2° =0}, I ={zcR?| 2! =0},
so the corner is defined by the condition z° = 2! = 0. Coordinates are propagated off S, via
the generalised wave coordinated condition (10). Observe that this can always be locally solved:
the expression above provides the value of the coordinates on S, while their normal derivatives
are obtained from the requirement that the coordinates (x*) are independent, that is to say, the
coordinate differentials dz* must be linearly independent.

5.2 Boundary conditions for the conformal evolution equations

In order to formulate an initial-boundary problem for anti-de Sitter-like spacetimes we must
provide Dirichlet boundary data for the wave equations (12a)-(12e) on the conformal boundary.
Next we summarise the results found in [7] which directly extend to the tracefree case.

Adopting a Gaussian gauge on the conformal boundary, the metric can be written as
g~dz' @da' + lopdr® ® dz?, (o, =0,2,3)
with .5 the components of the Lorentzian 3-metric ¢;;. In terms of this the boundary data are
Ee0, s Zrl), Vo —Dosts  Bap = log — 252@)lap,
Uy ~ é’R(x) - %7" + %%2(33); daﬂy = —Zilyaﬁw,

where Y. is given by (15a). However, the data for the electric part of the Weyl tensor d,; differs
from the one in the vacuum case, so it will be analysed in the next subsection.

11



5.2.1 Boundary data for (;;

As showed in Proposition 2, the electric part of the rescaled Weyl tensor is determined by equation
(16). In order to analyse this differential equation it is convenient to perform a 241 decomposition
on the conformal boundary. For this purpose consider a foliation of .# given by a family of
spacelike hypersurfaces dS; with normal vector v;. This induces the projector

Si] = gi] + Vil/‘].

In an analogous manner to Section 4, we define the intrinsic derivative operator 9; satisfying
0;sj, = 0 along with a normal derivative § = I/ZDi—see Table 1 for a clear distinction of the
various hypersurfaces and the relevant objects defined on them. The projector s;7 allows us to
further decompose tensors f;; and j; with respect to vt

dij = wij — I/iwj — iji —+ ’wl/Z‘Vj, ]/z = p; — pV;,
where the different components are defined as
—pkypl _ lpk i _ ok i
wij =4y, wi =V, w = v dm Pi=8i i, P=EV'];

From this it follows that w;® = w. Assuming that the acceleration VjEjl/i locally vanishes,
we introduce the extrinsic curvature k;; = [),v; associated to the foliation, as well as its trace
k = sYk;;. A calculation shows that equation (16) implies the system

Sw; — dw = —Qkijw{ij} — Yp, (21a)
26w; — ;w = —2kw; — 2w,k + 26wy + 2 p;, (21b)

with wy;jp = wij — 3s;;w being the s-tracefree part of w;;.

Table 1

Hypersurface Normal vector  Intrinsic metric ~ Derivative operator

S* n® (T) hab = Gab + NaNp Da
I 7#e (<) Lab = Gab — Wa My D,
aSt Ve (T) Sab = eab + Valp 6(1

The arrows next to the normal vectors indicate their direction with respect to
the diagram in Figure 1.

Remark 11. If wgjy, p; and p are given, then equations (21a)-(21b) constitute a symmetric
hyperbolic system for w and w;. In this sense, these fields constitute additional pieces of basic
boundary data. The particular tracefree matter model in consideration will determine p; and p
in an explicit way. On the other hand, it was noticed in [7] that the two independent components
of wy;jy can be related to the notions of incoming and outgoing radiation. By exploiting the
Newman-Penrose formalism, this can be expressed in terms of two complex-valued scalar fields

o and 1.

The above discussion leads to:
Lemma 2. Let ¥ be endowed with the following smooth fields:
(1) a 3-dimensional Lorentzian metric £;;;
(ii) a set of coordinate gauge source functions F*(x) and the gauge function s(x);

(iii) a symmetric tensor wy;;y which is spatial with respect to the foliation induced on & by
the functions F*(x) and tracefree with respect to the metric induced on the leaves of the
foliation;

(iv) a spatial (in the same sense as in (iii)) vector p;, and scalars p and X;

12



(v) a choice of fields w and w; on a fiduciary hypersurface S, of & .

Then there exists to > 0 such that on the cylinder #;, = [0,ts) X OS, the fields w and w; are
uniquely determined and, together with the fields prescribed in (iii) and (iv), satisfy the constraint
(16).

5.3 Summary
The analysis of this section can be summarised in the following:

Proposition 3. Let (¢;;, wyijy, pi, p) be a collection of smooth fields defined on & as in Lemma 2
and (X, s, Kij, Uiy Uiy diji) be the fields constructed according to the procedure described in
the previous subsection. Then, the zero-quantities (6a)-(61) satisfy

0,0, ~0, Z~0
.55y ~ 0,  # LY ~ 0,
0l A gy ~ 0, 20 A gy ~ 0,
BOLL N peq = 0, PP Npeq =~ 0,
Caly? 09" Popgn = 0, 900 0y7 09 Puggy ~ 0,

at least on Z;, = [0,t,) X OS;.

Remark 12. Notice that the boundary data discussed throughout this section is not necessarily
consistent with the initial data at the corner. Demanding the compatibility of these two sets of
data requires to impose so-called corner conditions. If one considers asymptotically hyperbolic
initial data, a gluing construction allows to satisfy these conditions to any arbitrary order [10].
In the present construction, this issue can be addressed by exploiting the conformal constraint
equations and the conformal Einstein field equations leading to a recursive procedure where the
n-th order conditions are dependent on the ones at (n—1)-th order for n > 1. For a more detailed
discussion see [24, 7].

6 Boundary data for the zero-quantities

Proposition 3 establishes that the boundary conditions discussed in Section 5.2 represent the
vanishing of a number of components of the zero-quantities on .#—specifically, the ones involving
intrinsic derivatives. In order to show that these, in turn, imply the vanishing of the remaining
ones, we make use of their properties along with the geometric wave equations—see [8] for further
details. In particular, the relevant expressions are:

Py = 0, (222)
T =0, (22b)
VaO* = Y% Loy — 3221 T, (22c)
ViPabe® = —Aape — EAcap, (22d)
Vel = Y% eba + Aape VPE — L Pycpa, (22e)
3VaAaple = Nabdee VEE + 3T dpajee + 3L Pogjee — S22 Prapie|“Taje + 22X (0 Gpje) e
+EY 10 G e Ties (22f)

where Adabce = 3Ac[dagb]e - 3Ae[dagb]c~

Boundary data for P%,.4. By definition, the field P%j.q inherits the symmetries of the Riemann
tensor. This makes possible to decompose it into three main components:

Pabcd = gaeébfgcgédhpefgha pabc = %dgae‘gbfgchedfgv Pab = %C Vidgaegbfpecfcb

The first two vanish by virtue of the constraints (14i) and (14j), while a calculation shows that
Pop >~ PCoct — o thy € #Pe .q. From equation (22a) it follows that P, ~ 0.
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Boundary data for Y,,. The zero-quantity Y., can be decomposed with respect to #* by
defining the projections Yoy = Lol Yed, Vo = VibéachC and v = #° ﬁbTab. Accordingly, we can
write

Yab = Yab + 27(a Py + Vo Po-

The prescription of the boundary data discussed in the previous section implies that v, >~ 0 and
~Ya = 0. On the other hand, by writing equation (22b) in terms of these projections one has that
7y, 0.

Boundary data for ©,. Consider the projections 6, = £,°0, and 6 = $“©,. Then we have
that
Oq =0, + #,0.

The boundary data prescription for J/, is equivalent to 8, ~ 0. In order to prove the vanishing of
6 we use the identity (22c). Since T, ~ 0, a short calculation yields

DO ~ —305(x).

Without loss of generality, it is always possible, under a further conformal rescaling of the form
gy = w?gap, to choose a conformal representation for which s ~ 0—see Lemma 1-—meaning that
DO ~ 0. Last equation then implies that 0s(x) ~ 0; nevertheless, thanks to the conformally
invariance, this result is valid in general. If sz = 0, the above rescaling enables us to find a
representation for which s # 0 leading, in any case, to conclude that 6 ~ 0.

Boundary data for A,,.. Consider the system of wave equations for the geometric fields (12a)-
(12e). As initial and boundary data sets for the system have already been established, a solution
can then be locally obtained in a neighbourhood of dS,. In particular, d%,.q and its derivatives
are well-defined, which means that all the components of A,p. are regular. Moreover, it can be
checked that the trivial data for P%.q imply that ViPape® =~ 0. Thus, from equation (22d) we
conclude that Agpe. >~ 0.

Boundary data for A,;.. In the case of Ay we introduce the independent components Agpe =
0l Moy Mab = Bl b N ede, Map = 710 Ngee and Ay = 10 #C,% Apeq. In terms of these
we have that

Aabc - )\abc + >\bc %a + 2Aa[c %b] + 2A[c Vib] %a' (23)

The boundary data for the electric and magnetic parts of d%,.q are equivalent to Ay, ~ 0 and
A, ~ 0. Next, we proceed to prove that the two remaining components vanish as well. First,
consider the normal derivative of the identity (22d) and project all its free indices onto .#. This
results in

Z)‘abc =~ _péabca
where Sape = 0,0 Agep. Furthermore, projecting the identity (22f) with #¢;%¢,%¢, and
using the vanishing of Y, Ay and P%,.q on £, a calculation yields

E(Sabc =~ 0;

which then implies that Agp. =~ 0.

To complete the proof, define two further components of Agpe: Ay = %l Up°Acge and
Ag = #0950, Apge. Observe that multiplying (22e) by 7°, one readily finds that DA, ~ 0. This,
in turn, can be used to obtain expressions for the normal derivative of A,; by means of equations
(22d) and (22¢), namely

DAy >~ Ylas, (24a)
pAab = - ZAba' (24b)

From here we have that Ay =~ 0. On the other hand, by exploiting the identity A = 0, a
simple calculation shows that 2A[,; = Asp =~ 0, which proves that Ay, >~ 0.

The above results can be summarised as:
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Lemma 3. Assume that the wave equations for the conformal fields are valid. If the boundary
data for the geometric fields are given as in Proposition 3, then the geometric zero-quantities
vanish on & .

Remark 13. The components of the zero-quantities on S, corresponding to projections on this
hypersurface vanish by the way the anti-de Sitter-like initial data have been constructed. Com-
ponents with a transversal (i.e., timelike) projection can be read as a first order evolution system
for the geometric conformal fields. Thus, in order to ensure the vanishing of the zero-quantities
on S, one needs, firstly, to produce a solution to the conformal constraint equations. Secondly,
one reads the transversal components of the zero-quantities as definitions for the normal deriva-
tives of the conformal fields which can be readily computed from the solution to the conformal
constraints. In this sense, the transversal components of the zero-quantities vanish a fortiorsi.
Furthermore, as a consequence of this procedure, the normal derivatives of the zero-quantities
trivially vanish on S;.

7 Matter models

In this section several specific tracefree models of interest are studied. Namely, the conformally
invariant scalar field, the Maxwell field and the Yang-Mills field. The problem coupling these
matter models to the system (12a)-(12e) poses has been addressed in [8]. In particular, a system
of wave equations has been obtained in conjunction with an analysis for the respective subsidiary
variables. The aim of this section is to identify the basic boundary data corresponding to each
matter model required by the systems (12a)-(12e) and (21a)-(21b). An investigation of their
relation to the propagation of the constraints on .# is also provided.

7.1 The conformally invariant scalar field

The conformally invariant scalar field is a first example of an explicit tracefree matter model of
interest. Let ¢ be a scalar field on (M, g) governed by the equation

V,Veh — %Ré =0.
Defining the unphysical scalar field ¢ = =1 ¢~S, this equation remains invariant under the conformal
rescaling (2). This means that ¢ satisfies
V.Ve — éR(ﬁ =0. (25)
Furthermore, the energy-momentum tensor associated to this field is
Top = VadVi¢ = 56VaVid = 19abVedV6 + 56" Lab. (26)

Due to the second order derivatives of ¢ in the last expression, the coupling of this matter
model to the wave equations (12a)-(12e) will result in the appearance of up to fourth order
derivatives of ¢ in the evolution system. This can be remedied by first noticing that the third
order derivatives are of the form V[,V V. ¢—see equation (5)—so using the commutator of
covariant derivatives they can be expressed in terms of V,¢. First and second derivatives, on the
other hand, can be removed by introducing the auxiliary fields

¢a = va¢7 ¢ab = vavb(by (27)
satisfying the system of wave equations
1 1
D¢a = 2¢bLab + §R¢a + 6¢vaR7 (283')
D¢ab = %QbabR - %R¢Lab - 2¢Cchdgab - %(bcgabch + %¢V(avb)R - 2E¢0ddacbd
+86(0 Loye + 220 T(ajepp) + 30 Vi) R + 20°V (o Lye — 20°d(q)c1p)*Va=.  (28b)

Writing them in terms of the reduced wave operator, these equations together with (25) must be
coupled to the system (12a)-(12e).
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7.1.1 Basic boundary data

Next, we analyse the data one must prescribe on .#. As the fields ¢, ¢, and ¢, satisfy wave
equations, we prescribe suitable Dirichlet boundary data for them. First, notice that ¢ can be
freely prescribed as its value is not constrained by any equation intrinsic to .#; this in turn deter-
mines its derivatives on the boundary. Moreover, the normal derivative is not independent since
(25) can be written as an equation constraining ¢. Alternatively, observe that the prescription
of Neumann boundary conditions, instead of Dirichlet ones, also yields a well-posed problem.

7.1.2 Boundary data for the evolution systems

In order to analyse the Dirichlet boundary data for the auxiliary fields it is convenient to introduce
the projections

Pa = Eabqsb) ¥ E?/Lad)ay anb = éacébd(ﬁcda an Eﬁcgabﬁﬁbu

From the discussion above, ¢, and ¢ can be obtained directly once the basic data have been
imposed; these represent the boundary data for ¢,. On the other hand, observing that ¢,% = %Rgb
we can write
¢ab = ¢ab+ Via¢b+ 7ib¢a + (%RQS - ¢aa) 7ia %lr

Since ¢q, and ¢, can, via commutation of covariant derivatives, be determined from ¢ on the
conformal boundary, it follows that the boundary data for ¢, is completely determined from the
basic data.

Finally, we focus on the boundary data p; and p required for the system (21a)-(21b). From
the decompositions for ¢, and @,p, along with expression (26), one has that

1 1
Ji =~ opi — §¢213i%+ 300401 = D).

This shows that f; can be expressed in terms of the basic boundary data and, in consequence,
the fields p; and p are computable.

7.1.3 Boundary data for the subsidiary fields

In the same spirit of the discussion in Section 3.2, it is now necessary to prove the consistency of
the definitions (27). To this end we introduce the subsidiary fields
Qa = ¢a - va¢a (293)
Qab = ¢ab - VaVb¢, (29b)

where @ is symmetric and tracefree. From the previous discussion, it can be easily checked that
the prescription of boundary data for ¢ is equivalent to

6"Qy =0, #'Qa =0, £ Qg =0, #lQue 0.
Exploiting the fact that Q,% = 0, it readily follows that 7% ;/ianb ~ —0%Qqp ~ 0, implying the
vanishing of Q, and Qg on ..

Remark 14. Similarly, we prescribe initial data consisting of ¢ and D¢ on S, in an analogous
manner as it was done on .#. In consequence, vanishing initial data for Q, and @, are obtained,
which in turn implies that their intrinsic first derivatives vanish. Furthermore, it can be directly
checked that their normal derivatives vanish too. Hence, V,Q, = 0 and V,Qp. = 0 on S;.

On the other hand, assuming the validity of wave equations for ¢, ¢, and ¢, the subsidiary
fields satisfy geometric wave equations. Denoting ), and Qg as Q and Q’, respectively, we have

DQa = Ha(Q7 QI)7

DQab = Hab(Q; Qlu A)v
where H, and H,, are homogeneous functions of their arguments. From the discussion above,
along with Lemma 3 and Remark 13, this system can be supplemented with suitable vanishing

initial-boundary data. In consequence, the unique solution on the spacetime is the trivial one,
ie. Qq = Qup = 0, proving the consistency of definitions (27).
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7.1.4 Summary
The material of this subsection can be summed up as:

Lemma 4. Let ¢ be the conformally invariant scalar field satisfying equation (25) with energy-
momentum tensor given by (26). If ¢ and its normal derivative are prescribed on S, and &, then
the system (12e)-(12e) coupled to (25), (28a) and (28b), written in terms of the reduced wave
operator, constitute a proper system of quasilinear wave equations for the Einstein-conformally
invariant scalar field system.

7.2 The Maxwell field

The next example under consideration is the electromagnetic field. In the physical spacetime the
information is encoded in the antisymmetric Faraday tensor F,; which satisfies Maxwell equations

VeF,, =0,
ﬁ[aﬁ’bc] =0.

Defining the rescaling F,;, = Fyp, the unphysical Maxwell equations have the same form, namely

VeFu =0, (30a)
v[aF‘bc] =0. (SOb)

In terms of the Hodge dual F, = —%Gadech, equation (30b) can be written, alternatively, as
V'F}, =0. (31)

Also, the energy-momentum tensor of the Maxwell field takes the form
1
Tab = F‘u,cF’bC - igachdFCda (32)

in agreement with conservation law (8).

From equation (32) is clear that the coupling of the Maxwell field to the system (12a)-(12e)
results in the appearance of second order derivatives of Fy,,. The hyperbolicity of the system
can be restored adopting a similar strategy as for the conformally invariant scalar field. For this
purpose we introduce the fully tracefree tensor field

Fabc = vaF1bc- (33)

Formulae (30a)-(30b) imply that Fy, and Fy. satisfy the following system of geometric wave
equations:

OF, = 2 FupR — 22F “Udgepa, (34a)

OF e = —28F, " Tyea + 4ZF T} gay — 25F “dyace — AZF 1 dejeqa + 3 Fave R+ AF e Lag
—4F% L — AF 3 g0 Lae + 3 FpcVoR — 2F%d g,V g2 — 42F*Vyd g eaa
—2F,p VR — 2F°deqaVIE — Fidaerc VIE — 4F°d e VIE — Fu dpeae VIE
+2F gopdjear VIE + L gap FryaVOR. (34b)

Replacing U] by the reduced wave operator, these are cast as hyperbolic wave equations and can
be coupled to the system (12a)-(12e).

7.2.1 Basic boundary data

The Faraday tensor accepts a simple decomposition with respect to % in terms of its electric
and magnetic parts defined, respectively, as F, =9#°(,"F,. and F* Eyicﬁangkc; namely

Fab:Fa%b_Fb%a+€Caij7 ;b:F;?/Lb_F;?/La_ecach- (35)
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Here €4pe = Videadbc is the 3-volume form induced on .#. These components must satisfy two
additional constraints on .# implied by Maxwell equations:

D'F; ~0, (36a)
D'EF ~0. (36b)

In order to identify the basic data for the Maxwell field we perform a further decomposition with
respect to v*. Introducing the projections f; = s;F;, f = v'F;, ff = s/F; and f* = v'F],
these take the form

5f —kf—o'f; ~0, (37a)
SfF — kf* — 8 fr ~0, (37b)

which represent an evolution system for f and f*. Observe that the data required to establish
a well-posed problem for this system correspond to the fields f; and f* on .# along with initial
conditions for f and f* at 0S,.

7.2.2 Boundary data for the evolution systems

Having identified the basic data for the Maxwell field, we now proceed to verify that f; can be
determined in terms of the basic data. A calculation using equation (32) yields

ji = —eijp FIF*", (38)
Directly from the definitions of p; and p it follows that
pi=ei(f* = f7),  p=—epnflf* (39)

where ¢;; = I/ke;ﬂ-j is the 2-dimensional volume form on the foliation 0S; satisfying Vieij = 0.
Here f and f* can be obtained from evolving equations (37a)-(37b). Therefore, the boundary
data for the system (21a)-(21b) are completely determined.

Next we show that the basic data also provides data for Fyp.. For this purpose, we introduce
a number of components with respect to y#%:

Fave = La® S Fuepy  far = #a0 Facs,  fab = #0a™! Facp,  Fo = #9500 Fhea.

As F,p. possesses the same symmetries as Agp.—see equation (23)—we can write

Fope = fabc + fbc Via + 2fa[c7/’/b] + 2F[67ib] %a' (40)

From their definitions, a series of straightforward calculations results in
fabe =~ %(l‘)f[bgc]a + %(I)edefggaegbfgcgf*d + €eghfbg€chlpaf*e, (418,)
fab == —s(x)eapela G F — Dy fo. (41b)

On the other hand, one can exploit the symmetries of F,p. to obtain expressions for the remaining
components. In particular, using that Fi,; = 0 and F,,® = 0, along with decomposition (40),
we obtain

fab = 2f[ab]7 (42&)
F, ~ fbab~ (42b)

Thus, once basic data for f® and f** have been provided on .#, all the boundary data for the
field F,;. are computable.
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7.2.3 Boundary data for the subsidiary fields

In the next step of the analysis, we are now required to prove that any solution to the wave
equations (34a)-(34b) is also a solution to the unphysical Maxwell Equations. Accordingly, we
define the subsidiary fields

M, = V'Fg, (43a)
Moy = v[anc]a (43b)
Qabc = Fabc - vanc~ (43(3)

Boundary data for the fields obtained from the constraints (36a)-(36b) is equivalent to
HEM, ~ 0, 0 00T Moy ~ 0.

Additionally, we also have that Q.. >~ 0 as a consequence from the way the data for F,;. were
constructed. The vanishing of the remaining boundary data for the subsidiary fields follows from
observing that

gabe = Zab(Fccb - Qccb) = fcca + Fa = 0; (443‘)
Vicgadgbe cde = %Czadgbe(F[cde] - Q[cde]) = %(fab + 2.]E[ba]) ~ 0. (44b)

Remark 15. Following a similar argument, the constraints on S, establish basic initial data
which implies the vanishing of the subsidiary variables involving intrinsic derivatives, as well as
of Qupe. In the same vein as in Remark 13, Maxwell equations additionally provide evolution
equations for the corresponding electric and magnetic fields. Taking these as definitions for the
normal derivatives, the remaining components of M, and Mg, trivially vanish on S,. In this
regard, a solution to the Maxwell equations must first be obtained. Under this construction, the
first derivatives of the subsidiary fields vanish on S,.

The propagation of the constraints is proven with the help of the system of geometric wave
equations satisfied by the subsidiary variables. Using an analogous notation as in the previous
subsection, and representing M, and My,. by M and M’, respectively, we have that

OM, = H,(M),

DMabc = Habc(M,)7

DQabc = Labc(Ma Mla Qa A)
As vanishing initial and boundary data for the subsidiary fields have already been established,
Lemma 3 and Remark 13 help us to show that the homogeneity of the above system implies that

the only solution on the spacetime corresponds to M, = 0, M. = 0 and Qupe = 0. In other
words, the Maxwell equations are satisfied.

The discussion of this subsection can be summarised in the following statement:

Lemma 5. Let F,;, be the Faraday tensor satisfying the Mazwell equations (30a)-(30b) with
energy-momentum tensor given by (32). If the fields f;, fi are prescribed on & together with f
and f* at OS,, then the system (12a)-(12e) coupled to (34a)-(34b), written in terms of the reduced
wave operator, constitute a proper system of quasilinear wave equations for the Finstein-Mazwell

system.

7.3 The Yang-Mills field

As a third and last example of a tracefree matter field we consider the Yang-Mills field. Due to its
similarities with the Maxwell field, the analysis is, in great measure, analogous to the one in the
previous section. Let g be the Lie algebra of a group &. The physical Yang-Mills field consists
of a set of fields F'%,;, and gauge potentials A%,, where the indices a, b,... take values in g. Let
C%c = C%pq be the structure constants of g. The physical Yang-Mills equations are

@GA"GZ; - 6[;14(1(1 + CabcAbaAcb - Fuab = 07

6aﬁmab + CubcAbaFcab = Oa

?[aﬁ‘abc] + CabcAb[aFcbc] =0.
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Defining the rescaled fields F%,, = Fo,, and A%, = fl“a, the unphysical Yang-Mills equations
are obtained:

VaAab - VbAAaa + CabcAbaAcb - Fuab = 07 (453‘)
VOF®  + C AP F* 4 = 0, (45b)
V[aFabc] + CabcAh[aFcbc] =0. (45C)
By defining the Hodge dual of the strength field F*%,, = —%eadech, relation (45¢) can be

equivalently expressed as
va*aba _|_ OabcAbaF*cab — 0

As the associated energy-momentum tensor is given by
Top = %5ubFachdegab - 5abFaachbCa (46)

undesired second order derivatives of F'%,, will emerge in the system (12a)-(12d). Inspired by the
analysis of the Maxwell field, we can deal with this problem by defining the auxiliary field

Fuabc = va—FClbc + CubcAbaFcbc- (47)

The motivation behind the addition of the term containing the structure constants will become
evident when the boundary data for the subsidiary variables are computed.

Remark 16. One key aspect that characterises the coupling of the Yang-Mills field to the main
system for the geometric fields is the fact that, in order to carry out a hyperbolic reduction, we
require to incorporate a set of gauge source functions

[ (x) = V*AY,. (48)

In terms of this gauge quantity, the fields F'%,, and F'®gp. satisfy a system of geometric wave
equations, namely
OA% = 2A% R+ 2A% Loy + CO%F b A% + COe f (1) A% — COe APV AS, + Vo f(2), (49a)
DFuab = _QEFqudacbd + %FaabR + 2Cuchbathbc - 2CachccabAbc + Cubtfb(m)Fcab
_CubeCRcDFaabAbcAccy (49b)
|:l-Faabc - %FaabcR + 4FudbCLad + 2dechcadCabc - Fcabcfb(x)cubc + %FabcvaR
_FaabcAbdAchabeCecD - 2Abdcabcvchabc - FudedaebcvdE - F‘aaedbcdevdE
+23Fudevedadbc - 4EFud[bed\ad\c]e - QEFuaded[b\d\c]e - 4Fada[ch]d + 4EFU[dec]da
HAEF T gy — SF 0p VR +4AF° 3, FC gaC % — AF 4, Lyge )
—2EF Ty 4eGal — 4F 5% djad) g VeE — 2F% 3% d)a® gaVeZ + 2F % dygp)e) Vo =
— 1P %9101 VaR — 2F“ g,V |a/ L (49c)

Again, one must express these equations in terms of the reduced wave operator when they are
coupled the system (12a)-(12e).

7.3.1 Basic boundary data

Due to the presence of the gauge potentials A%, in the Yang-Mills equations, which are coupled
to the strength potentials, the identification of its basic data will require a bit more of work.
Nevertheless, the approach to be adopted will be the same as for the Maxwell field. First,
introducing the projections F°, = #l,°F%. and F°®, = %, F*%., the fields F'%,, and F*%,
accept decompositions that are completely analogous to the ones in (35). On the other hand, for
the gauge potentials we define A%, = £,°A%, and A® = #*A%,. Accordingly, we have

A%, = A%, + A, (50)
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Equations (45a)-(45¢), provide a set of relations that are intrinsic to the conformal boundary.
The projections defined above enable us to write them as follows:

D'F ~ C% A F, (51a)
DI o % A F (51b)
@i.Aaj - ijai >~ emklgikgle*am — Cabc.Abi.ch. (51(3)

This system is supplemented with the corresponding decomposition of equation (48), namely
DAY ~ f9(z) — 33(z) A" — DA (52)

The last expression makes evident that the derivatives of the components of A%, are not inde-
pendent of each other. In particular, this suggests that DA% is a piece of the basic data to be
prescribed on .#.

Next, a further decomposition on .# with respect to the timelike vector v® can be carried
out. For this purpose we define a number of objects: f% = ¢,/ F%;, f*=v'F%, a% = {;7 A; and
a® = v'A%;. Tt turns out that after suitable contractions, equations (51a)-(51c) and (52) produce
the intrinsic relations

§f% = C%c(af° — aSif*) + kf* +6°f%, (53a)
5f*u ~ Cubc(acf*b _ acif*bi) 4 k’fa + (Sif*uia (53b)
5a%; — 8;a" ~ C%.a’a’; + 267;jf*aj, (53¢)
8'a%; — 6a® ~ ka® + f%(x) — 3s(x) A" — PA". (53d)

Prescribing the fields f;, f*%, f*(z), A* and A" on the conformal boundary, this constitutes
a symmetric hyperbolic system for the fields f*, f**, a%; and a® provided that initial values for
them are given at 9S;.

7.3.2 Boundary data for the evolution equations

In view of the fact that F'%,, has the same symmetries as its counterpart Fyp, it is clear that the
energy flux can be calculated in an analogous fashion. This results in the relation

ji = —Eiijqu*bk(Sab, (54)

from where the boundary data p; and p can be directly computed. The data for A%,, on the other
hand, can be extracted from solving the system (53a)-(53d). Regarding F®,., its symmetries
make possible to perform a decomposition similar to the one carried out in (40). Ultimately, this
shows that the basic data on .# allow us to determine F'® ..

7.3.3 Data for the subsidiary fields

The final piece in the analysis of this matter field corresponds to proving that the basic data on
-7 implies vanishing data for the relevant subsidiary fields. The system (51a)-(51c) is represented
the relations

POM, =0, LT M gr =0, 0,50 MO g > 0.

Analogous to the Maxwell field, the construction of the data for F'®,;. implies that Q%5 ~ 0.
The parallelism between the Yang-Mills and Maxwell fields makes clear that the components
0P M®y and 9%1°0,%0,° M® 4, vanish on the conformal boundary. Concerning M®,, it is possible
to show that it satisfies the identity

%Cachbachab _ CabcAbaMca =0.

As it has been argued that M®, ~ 0, then it follows that for an arbitrary field F'*;, the condition
M*®., ~ 0 must be satisfied. For completeness, the consistency of the gauge can be proved by
defining a further subsidiary field: P®* = V*A%, — f%(x). Trivially, equation (52) implies that
P ~0.
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Remark 17. Vanishing data for the subsidiary variables and their first derivatives on S, follow
from an argument similar to the one in Remark 15.

The subsidiary variables associated to the Yang-Mills field satisfy a set of homogeneous geo-
metric wave equations. Adopting a similar notation for functions which are for homogeneous in
their arguments as in the two previous sections, one can write

OM®, = H*(M,VM,M',M",Q,VQ),
OM®y = H® (M’ M’ VM’ . M",Q),
OM®ape = H ape(M', M",VM",Q,VQ),
0Q%abe = L ape(M,M',M",Q,VQ,A),
OP® = H*(M,M’,P,P’),

where M, M’, M" stand, respectively, for M®,, M®,, and M®.,.. Again, Lemma 3 and
Remark 13 allow us to establish the existence and uniqueness of the trivial solution for this
system, which proves that the Yang-Mills equations are satisfied.

7.3.4 Summary

Next, we summarise the above discussion:

Lemma 6. Let F%,, and A%, be fields satisfying the Yang-Mills equations (45a)-(45¢) with
energy-momentum tensor given by (46), and subject to a set of gauge source functions given by
(48). If the fields f%;, f*%, f%(x), A® and DA are prescribed on & together with values for
9, %%, a% and a® at OS,, then the system (12a)-(12e) coupled to (49a)-(49c), written in terms
of the reduced wave operator constitute a proper system of quasilinear wave equations for the
Einstein- Yang-Mills system.

8 Final remarks

The construction presented in this work depends crucially on the existence of a quasilinear system
of wave equations for the conformal fields coupled to tracefree matter. Remarkably, the construc-
tion of a homogeneous system of geometric wave equations for the geometric zero-quantities only
assumes a tracefree matter field, without the specification of the particular model being neces-
sary. Nevertheless, if a different tracefree matter model is examined, one must proceed to couple
it by constructing suitable quasilinear wave equations as well as initial and boundary data, not
to mention this may require the propagation of a set of subsidiary variables. The construction of
anti-de Sitter-like spacetimes with an arbitrary matter component under conformal methods still
remains as an open problem.

Based on the structural properties of the system of wave equations, we expect that this scheme
can be implemented in a straightforward manner in current numerical codes. In this respect, a
key ingredient of the boundary data is the prescription of the electric part of the Weyl tensor,
which is determined through the solution of a symmetric hyperbolic system. However, neither the
properties of suitable data for this system nor their implications for the stability of the system
are clear. A possible approach consists in exploiting the theory of symmetric hyperbolic systems
to identify the conditions leading to a well-posed Cauchy problem. This, potentially, might shed
further light on the effect of particular choices of boundary conditions on the stability /instability
of the anti-de Sitter spacetime.
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