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1 Abstract

Organic fluorophores with an enhanced emission in the condensed phase have
great potential for the design of optoelectronic materials. Several propeller-
shaped molecules show aggregation-induced emission (AIE), in particular, silole
derivatives have attracted significant attention because of their significant quan-
tum yields in the solid state. In this contribution, we investigate the mechanism
of AIE of a propeller-shaped blue emitter: 1,2,3,4-tetraphenyl-1,3-cyclopentadiene
(TPC). We explore the excited state mechanism in the light of models most
commonly used to explain it: restriction of intramolecular motions (RIM) and
restricted access to the conical intersection (RACI). Our interpretation is sup-
ported by excited state dynamics simulations and the analysis of Huang-Rhys
factors and reorganisation energies. We quantify the effects of intermolecular
interactions and exciton couplings. The mechanism for TPC is compared with
previous investigations of analogue silole compounds. Our systematic inves-
tigation highlights the role of conical intersections on the nonradiative decay
mechanisms and complementary descriptions provided by the RIM and RACI
models.

2 Introduction

Highly emissive organic materials find applications in organic light-emitting
diodes (OLEDs), photovoltaic cells, solid-state lasers and biological sensors.
Designing deep blue organic emitters has been particularly challenging due to
their low emission efficiency and poor stability.[1] Another major challenge for
the design of efficient materials is the aggregation-caused quenching induced
by stabilisation of ππ∗ and charge transfer aggregates promoting deactivation
through nonradiative pathways. Several molecules exhibiting an enhanced emis-
sive response in the condensed phase, aggregation-induced emission (AIE), have
been reported in the last years.[2]
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The first described AIE fluorophores were silole molecules with a propeller-
shaped structure (Figure 1).[3] These compounds can show very high quan-
tum yields in the solid state, for example, the quantum yields of MPPS and
DMTPS are 0.76 and 0.85 in solid films.[4] These molecules have an extended
electron delocalisation involving the π cloud from the butadiene moiety and
the σ∗(Si-C) orbital. Consequently, they usually emit in the green and yellow,
but rarely in the blue.[5] A strategy to obtain blue emitters is to replace the
Si-atom by a C-atom. Because of the strong sp3-hybridisation of the C-atom,
the σ − π conjugation is reduced, which blueshifts emission with respect to the
silole derivatives.

 MPPS                    DMTPS                      TPC

Figure 1: Chemical structure of some AIE propeller-shaped molecules.
MPPS:1-methyl-1,2,3,4,5-pentaphenylsilole, DMTPS: 1,1-dimethyl-1,2,3,4-
tetraphenylsilole, TPC:1,2,3,4-tetraphenyl-1,3-cyclopentadiene. The S1–S0

densities show the more extended delocalisation of the electron densities for
the silole compounds MPPS and DMTPS.

1,2,3,4-tetraphenyl-1,3-cyclopentadiene (TPC, Figure 1) has a low fluores-
cence quantum yield in organic solvents that increases in solid films.[6] The
quantum yield in solid films with respect 1,2,3,4,5-pentaphenyl-1,3-cyclopentadiene,
another AIE chromophore, is 0.37. [7] Derivatives of TPC are efficient blue
emitters showing mechanochromic properties and AIE.[5] Because of their prop-
erties, these molecules have been suggested as candidates for luminous layer
material in single- and multi-layered organic electroluminescence devices in sev-
eral patents (for example in reference [8]). While the excited state mechanisms
of silole derivatives have been explored by different groups,[9] the mechanisms
behind AIE in TPC compounds have not been extensively explored. Herein,
we analyse the AIE mechanism of TPC considering the complementary de-
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scriptions provided by the two main models traditionally used to explain AIE:
restriction of inter-molecular motions (RIM) and restricted access to the conical
intersection (RACI).[10] According to the RIM model, the AIE mechanism is
associated with a restriction of low-frequency vibrations, which are essential in
nonradiative decay. Based on Fermi’s golden rule, Shuai et al. have provided a
theoretical framework for the interpretation of this model.[11] An alternative is
the RACI model proposed by Li and Blancafort[9, 12, 10], which considers the
significant role of conical intersections as funnels of electronic excitations. In
the condensed phase, the energy of the S1–S0 conical intersections can increase
because of steric hindrance blocking nonradiative deactivation pathways and
enhancing the emissive response.

In this paper, we present an analysis of the main radiative and nonradiative
mechanisms of TPC based on the investigation of the excited states energy
surfaces in the vacuum, solution, and crystal phase. We investigate the effect
of intermolecular interactions and exciton formation in the molecular crystal.
Excited state dynamics simulations and the analysis of the Huang-Rhys factors
showed the role of vibrations in the excited state mechanisms. We also identify
the conical intersections associated with the nonradiative decay processes. We
believe our results provide a detailed understanding of the photochemistry of
TPC complementing previous investigations on propeller-shaped fluorophores.

3 Computational Details

To investigate the AIE mechanism, we considered the excited states of TPC
in the gas phase, in acetonitrile solvent, and solid state. The ground state
(FC) and S1 minima were optimised at ωB97X-D/6-31G(d) level [13] within
the (TD-)DFT frameworks.[14, 15, 16, 17, 18] We assessed the performance
of several electronic structure methods for the prediction of the absorption and
emission energies. B3LYP/6-31G(d) level of theory was also used to model TPC
excited states. The polarisable continuum model (PCM) allowed for the con-
sideration of the dielectric environment of the acetonitrile solvent (ε= 35.688).

We also used resolution-of-the-identity coupled-cluster with approximate
second-order excitations (RI-CC2),[19, 20, 21, 22] and complete active space
perturbation theory (CASPT2) method.[23, 24, 25] The CASPT2 computations
were based on configuration state functions obtained with SA-2-CASSCF(10,10).[26]
The active space included π orbitals with significant occupations (Supporting
Information). These calculations were done without an IPEA shift and applying
an imaginary shift of 0.1 au, which solves the problem of intruder states with
a negligible effect on the properties of the system.[27] Since the wave-function-
based methods were found to be more sensitive to the basis set choice, we used
aug-cc-pVDZ for CC2, CASSCF and CASPT2 calculations. For CASPT2 com-
putations, the second set of d-orbitals of carbon was removed from aug-cc-pVDZ
set (we denote this set as (aug-)cc-pVDZ). The S1–S0 minimum energy conical
intersections (MECIs) were optimised with the SA-2-CASSCF(10,10)/6-31G(d)
level of theory, using the branching plane update method[28] implemented in

3



Molcas (OpenMolcas v18.0 binaries).[29] The RI-CC2 computations were per-
formed with the Turbomole v7.0 code.[30]

The experimental crystal structure of TPC, retrieved from the Cambridge
Crystallographic Database (the CCDC code is 1275269),[31] was refined with
periodic boundary conditions DFT calculations as implemented in the Quantum
Espresso code.[32] The PBE-D2 functional was used with a plane-wave cutoff
of 30 Ry and a Monkhorst-Pack k-point grid of (1x2x1) in accordance with the
shape of the unit cell.

A cluster composed of 45 TPC molecules (2295 atoms) was extracted from
the optimised supercell. This cluster model was used in QM:MM calculations
with electrostatic embedding. A single molecule was treated within the QM
framework, whereas the surrounding molecules represented by the molecular
cluster were treated using a MM method. The QM region was relaxed whilst
the MM region was kept fixed at its optimised lattice positions.

FC and S1 geometries were optimised applying the ONIOM(QM:MM) method
[33, 34] using the Gaussian 16 software.[35] The QM region was treated using the
ωB97X-D/6-31G(d) level of theory under the (TD-)DFT framework. The MM
region was simulated with the Amber force field[36] using ESP charges derived
from a vacuum HF/3-21G* calculation of the monomer. The S1–S0 MECI in
the solid state was optimised using the QM/MM method. The QM region was
described at the SA-2-CASSCF(10,10)/6-31G(d) level of theory, whereas the
surrounding cluster was treated using the Amber force field. The S1–S0 MECI
was optimised using the interface between the Molcas and Tinker (version 6.3.3)
codes.[29]

Exciton couplings (J) were computed applying a diabatisation scheme based
on the transition dipole moments of the isolated molecules and the dimers[37,
38]. This method takes into account short-range (exchange, orbital overlap,
charge-transfer) and long-range (Coulomb) interactions. The Huang-Rhys fac-
tors and reorganisation energies were computed for the molecules in gas phase,
solution, and solid state based on the S1 and S0 minima and the normal modes
computed at (TD-)ωB97X-D/6-31G(d) level using the Dushin code.[39] Ex-
ploratory adiabatic dynamics was performed to follow the initial relaxation of
TPC in the S1 state using the Newton-X code.[40, 41, 42] These simulations
were performed using the TD-ωB97X-D/6-31G(d) level of theory. Initial condi-
tions were generated from the simulated absorption spectra.[43] 20 trajectories
were simulated starting from the S1 state. They were propagated for a maxi-
mum of 500 fs with a time step of 0.5 fs. A Wigner distribution of 500 geometries
was generated based on the vibrational frequencies of S1 and used to simulate
the emission spectra of TPC in the solution and crystal applying the nuclear
ensemble approach as implemented in Newton-X.[43, 44]

4 Results and Discussion

The enhancement of fluorescence witnessed in the TPC crystal with respect to
solution can be originated from an increment of the radiative decay (kr) or/and
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a decrease of nonradiative decay rates (knr) as a result of aggregation.[12, 45]
In the next sections, we analyse how these mechanisms are affected in the solid
state considering different factors and models.

4.1 Vertical excitation and radiative mechanisms

Table 1 shows the vertical excitations for the Franck Condon (FC) geometry and
the emission energies of TPC at different levels of theory. We considered single
reference (TD-DFT and CC2) and multireference methods (CASPT2/CASSCF).
The CASPT2 and CC2 excited states were computed using the geometries op-
timised with (TD-)ωB97X-D/6-31G(d).

Table 1: Vertical and adiabatic excitation energies and oscillator strengths (in
parenthesis) of the S1 state of TPC molecule in vacuum, solution (acetonitrile),
and crystal environment.

Energy (eV)
Vacuum/Solution Crystal

Absorption Emission Absorption Emission
RI-CC2/aug-cc-pVDZ 3.76 (0.42) 2.85 (0.51) 3.72 (0.58) 2.87 (0.50)
TD-B3LYP/6-31G(d) 3.37 (0.34) 2.54 (0.35) 3.39 (0.50) 2.55 (0.45)

TD-ωB97X-D/6-31G(d) 3.89 (0.36) 2.78 (0.41) 3.85 (0.52) 2.75 (0.46)
TD-ωB97X-D/6-31G(d), PCM 3.85 (0.45) 2.57 (0.62) - -
MS-2-CASPT2/(aug-)cc-pVDZ 3.98 3.08 3.91 3.05

Experimental[7] 3.62 2.85 3.44 2.75

The absorption spectrum of TPC in solution and in crystal is dominated
by the S1–S0 (ππ∗) transition. The vertical excitations to S1 obtained with
RI-CC2 and TD-ωB97X-D in the vacuum are overestimated with respect to
the experimental values in solution (0.14 eV and 0.27 eV respectively), while
the value with TD-B3LYP is underestimated by 0.28 eV. Emission energies
obtained with these methods show similar shifts. The largest deviations from the
experimental values are obtained with MS-2-CASPT2/(aug-)cc-pVDZ, however
this is still reasonable considering the fact that we are using a (10,10) active
space.

For both absorption and emission, the environment has a small effect on the
energy gaps. Going from the gas phase to solution, the absorption energy shifts
by only 0.04 eV at the TD-ωB97X-D/6-31G(d) level of theory. The crystal
environment shifts the absorption energy for an amount of 0.04 eV and while
emission is shifted 0.03 eV. Emission is more affected in acetonitrile (dielec-
tric constant = 35.7), with a shift of 0.21 eV. In general, all tested methods
reproduced vertical and emission energies reasonably well. The agreement be-
tween calculated and experimental data for the solid is very good. However,
we should take into account that the experimental values are reported for solid
films that could feature amorphous or polycrystalline morphologies[7] and our
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model is based on a perfect crystal. Given the small polarity of the crystal,
composed only of Carbon and Hydrogen, a weakly dependence with the crystal
environment seems to be reasonable.

We simulated the emission spectra in solution and crystal using the TD-
ωB97X-D/6-31G(d) level of theory (Figure 2). The spectra are characterised by
maxima at 2.58 eV and 2.74 eV in solution and the crystal phase respectively.
This represents a very small shift with respect to the vertical emission energies
(Table 1).
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Figure 2: Simulated emission spectra of TPC in solution and crystal. The ex-
citation energies were convoluted with Lorentzian line shapes with a broadening
of 0.10 eV. The shaded areas represent errors in the numerical integration.

Based on the simulated emission spectrum (Figure 2, given as the differ-
ential rate of spontaneous photon emission (Γr)) with respect to the emission
energies, we calculated the radiative rates by numerical integration considering
the following equation:[44]

kr =
1

h̄

∫
Γr(E)dE (1)

The kr values were 1.44 × 108s−1 in solution and 1.35 × 108s−1 in crys-
tal. They are in agreement with the reported ones for related propeller-shaped
molecules.[46, 47] The radiative rates obtained for both phases are very similar,
the value for solution is slightly larger than the solid state rate. This highlights
that the mechanisms for the enhancement of fluorescence should be related with
a restriction of nonradiative mechanisms (see discussion in the next sections).
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4.1.1 Crystal packing: intermolecular interactions and exciton cou-
plings

Intermolecular interactions play a significant role on excited state mechanisms,
they affect radiative and nonradiative decay pathways.[10] Exciton coupling con-
trols the delocalisation of the electronic density and regulates electron transport
in molecular crystals. Herein, we quantify the role of intermolecular interactions
and exciton couplings in the TPC crystal.

The propeller shape of the TPC molecule does not allow for an effective
packing and the crystal has a relatively low density. We extracted all dimers (5)
with distances between the centroids of TPC smaller than 10 Å and calculated
their exciton couplings (D1-D5, Figure 3). The main intermolecular interac-
tions found in the TPC crystal are weak C-H..π, C-H..C, and H..H interactions.
The transition density differences in all dimers are located on the cyclopentadi-
ene moieties of the constituent monomers (Supporting Information), mirroring
the behaviour of the single monomer depicted in Figure 1. Because of the small
overlap of the electronic densities, all dimers experience weak exciton couplings.

Figure 3: Structures of dimers in the TPC showing closest intermolecular con-
tacts (Å) and absolute values of the exciton couplings (in eV)

The five dimers can be approximately classified according to the Kasha’s
excitonic model as H-dimers [48]. The bright state of all the dimers is S2. The
oscillator strengths of S1 for the dimers D1, D4, and D4 are negligible and
their values of S2 are almost twice those of the isolated molecules (Supporting
Information). For D2 and D3, the oscillator strengths of S1 are 0.22 and 0.27
respectively. The dimer with the largest coupling, of 0.013 eV, is D1, which is
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characterised by the short interatomic contacts, which are C-H..C distances of
2.65, 2.73, and 3.23 Å. D4 and D5 dimers have very small J values (0.001), as a
consequence of the large spatial separation of cyclopentadiene rings. Dimer D5
features a π..π interaction at 3.67 Å, which does not significantly contribute to
the exciton coupling. Dimer D4 has a closed structure with the two molecules
interacting via two H..H contacts at distances of 2.6 Å.

Exciton couplings are of similar order to those obtained for 1,1,2,3,4,5-
hexaphenylsilole (0.009-0.013 eV).[49] Their small values in comparison to the
reorganisation energies (see next section) indicates that electron transport will
mainly be incoherent and localised, similarly to well-known organic crystals
like anthracene.[37] In ideal Kasha H-dimers, the emission is quenched because
radiative decay is forbidden.[48] However, this model cannot properly repre-
sent dimers where the interaction between the molecular densities are not well
described by the point-dipole point-dipole approximation.[10] Additionally, ag-
gregation can significantly alter nonradiative mechanisms. In a recent paper
by Shuai et. al [49], the authors found that regardless of the nature of the
investigated dimers (H or J aggregates), exciton couplings always enhance non-
radiative decay constants, however, the effect is very small for low couplings
such as those reported here. Given the loose nature of the Frenkel excitons in
TPC, exciton couplings should not have a significant role in the excited state
mechanisms.

Recent research has highlighted the possible role of through-space π..π in-
teractions in the AIE mechanism of molecular rotors.[50] The analysis of in-
termolecular interactions in the TPC crystal does not show significant inter-
molecular π..π interactions. We have found that in the three phases considered
in our calculations, electronic excitation involves mainly the central aromatic
moiety and no electron transfer between vicinal aromatic rings was observed.
Consequently, intramolecular π..π interactions do not seem to be essential for
the AIE mechanism.

4.2 Relaxation in the excited state

4.2.1 Reorganisation energies

According to the RIM model, for AIE fluorophores, low-frequency modes are
hindered in the solid state.[3, 6] To analyse the effect of aggregation on the vi-
brations, we calculated the Huang-Rhys factors (Sj) and reorganisation energies
(λ) of TPC in vacuum, solution, and the solid state. The Sj factors are shown
in Figure 4. The λ values are obtained by summing the h̄ωjSj contributions of
the normal modes with frequencies ωj , according to:

λ =
∑
j

h̄ωjSj (2)

We decomposed the total reorganisation energy into the contributions of
three different kinds of normal modes—torsional, bending, and stretching (Table
2). For the S1–S0 transition, the total (λ) values are 5288 cm−1 (0.66 eV), 5978
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cm−1 (0.78 eV), and 4263 cm−1 (0.53 eV) for vacuum, solution, and solid state,
respectively (Table 2).
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Figure 4: Reorganisation energies (cm−1) for the S1–S0 transition in, from left
to right, gas phase, solution, and solid state.

Table 2: Reorganisation energies (in cm−1) for S1–S0 transition decomposed
into the contributions of torsional, bending, and stretching modes.

Energy (cm−1)
Gas Solution Crystal

Torsional 2185 2493 1425
Bending 2135 2508 2294

Stretching 967 976 903
Total 5288 5978 4623

In vacuum and solution, the larger contributions to the total reorganisation
energies are the torsional and stretching modes, whereas bending modes con-
tribute ≈ 20 % to the total reorganisation energy. In the crystal, the main
components are the bending vibrations (≈ 50 %). There are three modes
with large contributions to the reorganisation energies which show a similar
behaviour in gas phase, solution and the molecular crystal (914.64, 1476.91 and
1588.60 cm−1, Figure 5). These collective vibrations will be activated as a re-
sult of the bond alternation and conformational change of the aromatic rings
required in the electronic transitions.

In line with previous investigations of the AIE mechanisms in MPPS and
DMTPS,[47, 4] aggregation has a significant effect on the low-frequency region
(Figure 4). In contrast with vacuum and solution, frequencies smaller than 150
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cm−1 have a very small contribution to the reorganisation energies in the solid
state. Consequently, there is a decrease in λ, which is mainly associated with
the reduction of torsional contributions. In particular the out-of-plane rotation
of the phenyl rings with respect to cyclopentadienyl ring are hampered because
of geometrical restrictions imposed by the packing (Figure 8). The restriction
of these motions is essential for the enhancement of the emission in the solid
state.

Figure 5: Modes with significant contributions to the reorganisation energies
for S1–S0 transitions in the three phases.

4.2.2 Excited state dynamics

Trajectory based dynamics simulations can provide information about excited
state relaxation and have been previously employed to explore AIE fluorophores.[51,
52] Herein, we explore the initial relaxation of TPC in the S1 state. We prop-
agated 500 fs of dynamics of the TPC using TD-ωB97X-D/6-31G(d) level of
theory. The aim of these simulations was to complement the description pro-
vided by the vibrational analysis.

We used normal mode analysis [53, 54] to decompose nuclear motions into
the normal modes taking the FC geometry as a reference. In this method,
the trajectories are averaged to remove random displacements.[53] To detect
which vibrations were significantly activated during the dynamics, we analysed
the standard deviation of normal mode displacements in five intervals of time
(0-100, 101-200, 201-300, 301-400, and 401-500 fs). The modes with the most
significant coherent behaviour are shown in Figure 6.

The vibrational mode showing the most significant activation in the first
100 fs corresponds to a frequency of 233 cm−1. This mode involves an in-plane
distortion of the cyclopentadiene ring (Figure 8). In the higher energy region,
collective C-C stretching vibrations (modes around 1523 cm−1) are also acti-
vated. The transition from S0 to S1 triggers a redistribution of the electronic
density of TPC, which involves bond alternation in the central cyclopentadiene
ring. The bond patterns in S1 and S0 can be understood taking by consider-
ing the contributions of different resonant structures to the electronic density
(Figure 7). The alternation of bonds can be visualised from the analysis of the
S1–S0 electron densities (Figure 1).
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Figure 6: Total standard deviation of each normal mode for an averaged trajec-
tory in different time intervals. Modes are only shown if their mean standard
deviation during 500 fs is larger than 0.07 Å.

In S0, the larger contribution to the electronic density comes from the typical
cyclopentadiene resonant structure I. However, the S1 state is better described
by a biradical structure, where R1 and R3 become single bonds and R2 a
double bond (II, Figure 7). This structure is stabilised by delocalisation of
the radicals over the phenyl rings, which is maximised by the planarisation of
the two adjacent phenyl rings in S1. The dihedral angles decrease from 36◦

in the FC region to 9◦ in the S1 minimum. Thus, the low-frequency torsional
modes of phenyl rings (ωj < 100 cm−1) show the most significant coherence with
increasing activation during dynamics (Figure 8). These modes correspond to
those restricted in the solid state according to the analysis of the reorganisation
energies (Figure 4 and Supporting Information).

The alternation bond coordinate defined as d=R1+R3-R2 can be followed
in the dynamics simulations. Figure 7 shows the value of d averaged over all
trajectories. d increases promptly during the first 15 fs starting from the value
in the ground state (d=1.27 Å) to 1.65 Å. Then, bond alternation coordinate
decreases and begins an oscillatory motion around the S1 minimum (d=1.46 Å)
after 30 fs of dynamics (Figure 7).

We will show in the next section that the main nonradiative mechanism of
TPC is ring distortion through puckering, which is in line with the mecha-
nisms for DMTPS.[12] The modes associated with the out-of-plane bending of
the cyclopentadiene ring leading to the corresponding conical intersection are
not significantly activated during the first 500 fs of dynamics. However, non-
radiative decay through puckering conical intersections normally takes longer
than 500 fs.[55] We should also take into account that the mechanism cannot
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III         

Figure 7: Time evolution of the bond alternation coordinate (d=R1+R3-R2)
during first 100 fs of dynamics.

27.01 cm-1             34.91 cm-1                       55.16 cm-1

71.93 cm-1 131.34 cm-1                                                                   233.64 cm-1

Figure 8: Low energy vibrations with significant activation in the dynamics.
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be naturally described by TD-DFT methods.[56] For example, according to the
TD-ωB97X-D results, the S1–S0 puckered MECI is located at ≈0.6 eV above
the provided excitation energy. To explore the later steps of the mechanism, we
used multireference calculations.

4.3 Relaxation mechanisms

The previous sections have focused on the investigation of the initial relaxation
of TPC in vacuum. In this section, we explore the excited state mechanisms
under the RACI model. We optimised the S1–S0 MECI geometries using SA-2-
CASSCF/6-31G(d) in the vacuum and solid state. The MECI geometries cor-
respond to cyclopentadiene ring puckering with additional flapping motions of
phenyl substituents (Figure 9) and are similar to the arrangements reported for
DMTPS [12], cyclopentadiene, and 1,2,3,4-tetramethyl-cyclopentadiene[54]. In
the vacuum, four atoms of the central molecule remain almost in plane (C1-C2-
C3-C4, α = 2.9◦), while the fifth carbon (C5) is puckered (C3-C4-C5-C6, β =
108.1◦).

In the solid state, the molecule distorts, decreasing the repulsion with the
environment. The α dihedral deviates 11.2◦ from the plane to allow for the
increase of the β angle (138.7◦). As a result, S1–S0 MECI in the solid state
is more compact than the structure in vacuum and also more energetic. The
puckering of C5 significantly reduces the C5-C2 distance, which becomes 2.09
and 1.94 Å in vacuum and the solid state respectively. In DMTPS, the values
of these distances are 2.57 and 2.26 Å in solution and solid state.[12]

! = 2.9∘

#=108.1∘

Vacuum

! = 11.2∘

#=138.7∘

Crystal

Figure 9: Geometries of the optimised S1–S0 MECI in vacuum (left) and crystal
(right) viewed from two different angles.

In the S1–S0 MECI, there is a significant contribution of resonance structure
III (Figure 7) and the central cycle in the S1–S0 MECI resembles the structure
of bicyclo [2,1,0]pentene. Consequently, there is an increase of the electronic
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FC S
1
 minimum MECI

Figure 10: SA(2)-CASSCF(10,10) orbital showing an increasing electronic den-
sity between atoms C2 and C5.

density in the C2-C5 region as evidenced by an extension of the electronic
density in one of the orbitals included in the active space (Figure 10). The
occupation of this orbital changes from 1.68 in the S1 minimum to 1.88 in the
MECI.

Single point calculations were performed with RI-CC2 and MS-CASPT2 to
take into account the effect of electron correlation. Figure 11 shows the energy of
S1 and S0 for the FC, S1 minima and the S1–S0 MECI. The S1–S0 gap at conicals
is not 0 because the geometries were optimised with CASSCF. The gaps are
around 0.2 eV and 0.4 for MS-CASPT2 and RI-CC2 respectively. Optimisation
of the MECIs at the same level of theory will be required to reduce the gaps.
However, this should not change the qualitative picture obtained based on the
CASSCF geometries. The energies obtained with SA-2-CASSCF(10,10)/(aug-
)cc-pVDZ are shown in the SI, they provide a similar qualitative interpretation.

As was described in the previous sections, excited-state relaxation in the
vacuum first leads to a S1 minimum at 3.08 eV where the cyclopentadiene ring
is planar. This step should be followed by relaxation to the S1–S0 MECI. The
energetically accessible MECI in the gas phase indicates that internal conversion
via puckering CI is an important relaxation pathway. In the molecular crystal,
because the S1–S0 MECI is classically inaccessible, the relaxation through this
mechanism is disfavoured. The S1–S0 MECI lies 1.6 eV above the initial S1

state and 2.2 eV above the S1 minimum (Figure 11). These calculations show
that access to the puckering S1–S0 MECI is restricted in the solid state, which
is consistent with the RACI model.

In the solid state, since decay through puckering is not possible, the TPC
will decay to the ground state via fluorescence. Internal conversion facilitated by
the overlap between the vibronic levels could be possible provided the molecule
stays in the S1 minimum for a long time. However, as shown before, this mech-
anism is hindered due to the restriction of intramolecular rotations in the solid
state. Similarly to MPPS and DMTPS, the enhancement of emission in the
solid state can be explained by the restriction of access to nonradiative decay
pathways.
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Figure 11: Energies of S0 and S1 states at FC points, S1 minimum, and MECI
geometries in vacuum (left) and in crystal (right). The S1–S0 MECI energies
are represented by averaged S0 and S1 energies.

5 Conclusions

In this paper, we investigate the excited state mechanism in TPC, a propeller-
shaped molecule displaying AIE in the solid state. We analysed the potential
energy surfaces in the vacuum, solution, and crystal phases as well as the role
of vibrations on the excited state mechanisms. Our calculations show that the
enhancement of emission in the solid state is associated with the minimisation
of decay through nonradiative mechanisms.

The crystal structure shows minimal π − π interactions and electronic ex-
citations are not significantly perturbed by the crystal environment. However,
the TPC molecules are close enough to hinder the vibrations in the excited
state with respect to the gas and solution phases. This is clearly shown by both
the analysis of Huang-Rhys factors and excited state dynamics. As previously
described for similar propeller-shaped systems, the excited state mechanism in-
volves initial relaxation to S1, followed by decay to the ground state through a
puckered conical intersection. The access to the conical intersection is restricted
in the solid state enhancing the radiative emission.

Our simulations show that the vibrations activated in the initial relaxation
are not necessarily those taking the molecule to the minimal energy conical in-
tersections. While the restriction of intramolecular rotations guarantees a less
likely decay through traditional internal conversion facilitated by the overlap of
vibrational states, if the conical intersections are accessible radiative emission
can be quenched. We believe this research helps provide a more complete under-
standing of AIE in propeller-shaped molecules considering the complementary
descriptions provided the RIR and RACI models.
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