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Abstract:

The essence of data-parallelism is a constant complexity map function. A data-parallel interpretation of map is the application of a function to every element of a parallel data structure at the same time. This model is at odds with a version of map over lists. Although list map can be interpreted as applying a function to every element of a list, in a non-strict functional language the function applications only occur to those elements of the list required by a subsequent computation. This thesis reconciles these opposing views of map using a three-tiered model: (1) a non-strict data-parallel evaluation mechanism based upon "aims" is used that combines the "only evaluate what is required" philosophy of non-strict evaluation, with the "evaluate everything synchronously, and in parallel" mechanism of a data-parallel paradigm; (2) program transformations inspired by the map distributivity law are used to vectorise functional programs that contain map; (3) the resulting vectorised programs are compiled into machine code that mimics an abstract machine based upon the Spineless Tagless G-machine. The novel features of this machine are that it incorporates the "aim" mechanism of data-parallel evaluation, and case analysis of algebraic data-types is vectorised by performing tag-checking in parallel.

As well as describing how to implement a data-parallel non-strict function language efficiently, this thesis also describes extensions to the non-strict functional language Haskell that enable data-parallel algorithms to be expressed. We describe s, unbounded parallel data structures that share many of the characteristics of Haskell arrays. We present comprehensions, a framework within which communication and parallel operations on s can be expressed. Development of the higher order parallel map, fold, and scan is presented, a trio of functions that is fundamental to a data-parallel paradigm. Unlike other parallel implementations of these functions, particular attention is given to their non-strict nature.
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