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ABSTRACT

Playing techniques such as ornamentations and articu-
lation effects constitute important aspects of music per-
formance. However, their computational analysis is still
under-explored due to a lack of data and established me-
thods. Focusing on the Chinese bamboo flute, we intro-
duce a two-stage glissando detection system based on hid-
den Markov models (HMMs) with Gaussian mixtures. A
rule-based segmentation process extracts glissando candi-
dates that are consecutive note changes in the same direc-
tion. Glissandi are then identified by two HMMs (glissando
and non-glissando). The study uses a newly created data-
set of Chinese bamboo flute recordings. The results, ba-
sed on both frame- and segment-based evaluation, achieve
F-measures of 78% and 73% for ascending glissandi, and
65% and 72% for descending glissandi, respectively. The
dataset and method can be used for performance analysis.

1. INTRODUCTION

Computational analysis of expressive music perfor-
mance has attracted increased attention in the music in-
formation retrieval community over the past decade. For
example, [1] introduced a method for automatic transcrip-
tion of note embellishments in performance, [6] proposed
mathematical models for automatic extraction and charac-
terisation of vibrato effects and portamentos (note tran-
sitions) in string and voice performances, [4] introduced
ways to detect legato and glissando in guitar performance.

The Chinese bamboo flute (thereafter referred to as
CBF), also known as the Dizi or Zhudi, is one of the worl-
d’s most ancient instruments, with a large repertoire of
playing techniques. The acts of breathing, fingering, and
tonguing, in interaction with a thin membrane glued to
the CBF’s resonance hole, create unique sounds and subtle
sound nuances in performance, providing a rich platform
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Figure 1. Spectrogram of ascending and descending glis-
sando examples in Chinese bamboo flute playing.

for analysing playing techniques. The glissando figures
prominently amongst the CBF playing techniques, and has
a readily recognisable pattern ; thus serves as our starting
point for building a systematic methodology for the detec-
tion of CBF playing techniques.

Fig. 1 shows a spectrogram of a series of two ascending
and two descending CBF glissandi. As can be seen, they re-
semble rapid scale segments. Glissando detection in CBF
playing is not straightforward. CBF glissandi are less regu-
lar than the stair-like glissando patterns in piano and guitar
playing [2]. For the same glissando type, variations exist
in the ways they are executed between different players,
different pieces, and even different parts in the same piece.

Hidden Markov models (HMMs) [S] are particularly
well suited to capturing sequential information within time
series. They enable decoding of consecutive note evolution
while smoothing outlier variations in performed glissandi.
In this paper, we propose and test a system combining rule-
based segmentation and HMMs to detect glissandi in real-
world monophonic CBF recordings. The system is trained,
validated, and tested on a specially created CBF dataset.

2. DATASET

The glissando analysis dataset, CBF-GlissDB, part of
the CBF dataset, comprises of recordings by ten expert
CBF players from the China Conservatory of Music. All
data was recorded in a professional recording studio using
aZoom H6 recorder at 44.1kHz/24bits. Each player perfor-
med both isolated glissandi covering all notes on the CBF
and one full-length piece—Busy Delivering Harvest < ¥
DI > or Morning < R 2 >.
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The fundamental frequency of each recording was es-
timated using the pYIN algorithm [3], all errors manually
corrected by the first author using Sonic Visualiser !, and
glissandi annotated and verified by the CBF players.

3. METHOD

Fig. 2 shows the two-stage detection system, including
rule-based segmentation and HMM-based identification.

Training set Validation set Testing set
Isolated 6 pieces 2 pieces 2 pieces
glissandi ——
Cross-validation
Segmentation

i Segmented (Candidates)

i Annotated Segmented

e

Glissando Non-glissando ! Identification !
HMM-GMM HMM-GMM /BRI /I
model model % ‘% Z ﬁ !
NG G NG G NG |
" Model variations %, Evaluation
* # States

Segmentation/Identification
« # GMM components ! !
* Feature combinations
« Window, hop sizes

* Frame-based
* Segment-based

Figure 2. System diagram for glissando detection method.

3.1 Rule-based segmentation

To obtain potential glissando segments from the recor-
dings, the pitch ground truth is first quantized to the nearest
notes in twelve-tone equal temperament scale—16 notes in
the CBF tonal range : G4-A6 for the C flute, and D5-E7 for
the G flute (the only two flute types featuring in our data-
set). Consecutive note changes in the same direction are
then extracted as glissando candidates.

The CBF-GlissDB is subdivided into three subsets, na-
mely, training (all isolated glissandi and 6 whole-piece re-
cordings), validation (2 whole-piece recordings), and tes-
ting (2 whole-piece recordings). The segmentation stage is
applied to all three subsets, but to different ends. For the
training set, segmentation serves the purpose of obtaining
false positives that are then used to train a non-glissando
HMM. In validation and testing stages, the extracted seg-
ments serve as candidates to be assigned glissando (G) or
non-glissando (NG) labels.

3.2 HMM-based identification

Since all glissando candidates (extracted in the previous
stage) share similar pitch evolution characteristics, the in-
put to the HMMs must possess sufficient discriminative
power to distinguish glissandi from non-glissandi. We use
a feature set consisting of both short-term (pitch change,
intensity, intensity change) and long-term (note number,
note duration, note range) features.
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Two HMMs (G and NG) with Gaussian mixture emis-
sions are trained using the training dataset and cali-
brated using the validation dataset. The HMMs para-
meters are initialised using k-means and updated via
an Expectation-Maximization algorithm [5]. During trai-
ning, model parameters—the number of states, number of
Gaussian mixtures, feature combinations, and window-hop
sizes—are varied and the best performing model selected
and applied to the testing data.

4. RESULTS & DISCUSSION

Because glissandi range approximately from 200 to
1100ms, both frame-based and segment-based evaluations
are provided. Segments must overlap by more than 100ms
with the ground truth to be considered correct.

The ten whole-piece recordings are randomly allocated
to the training, validation, and testing subsets in a 6 : 2 :
2 ratio ; 5-fold cross-validation is then conducted. Table 1
gives the precision, recall, and F-measure figures for both
ascending and descending glissandi.

Glissando | Frame-based(%) Segment-based(%)

Stage direction | p R F ‘ P R F

Rule-based | Ascending | 7.0 932 12.6 | 8.2 984 15.2
segmentation|pescending| 3.2 824 5.6 | 6.2 100.0 11.2

HMM-based | Ascending |81.2 77.8 78.0|73.4 79.4 73.2
identification| Descending| 70.0 62.4 64.6 |70.2 77.2 72.2

Table 1. Two-stage glissando detection system evaluation
results (P=precision, R=recall, F=F-measure).

Note that apart from high recall in the segmentation
stage, low precision which indicates a large number of
false positives can be obtained for the NG-HMMs training,
benefits the data balance in our system. Better identifica-
tion performance of ascending than descending glissandi
due to their more regular patterns. Future work will seek to
compare these results with a fully automatic glissando de-
tection system and consider other CBF playing techniques.
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