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Abstract

Linear and other relevant logics have been studied widely in mathematical, philosophical and computational logic. We describe a logical framework, RLF, for defining natural deduction presentations of such logics. RLF consists in a language together, in a manner similar to that of Harper, Honsell and Plotkin's LF, with a representation mechanism: the language of RLF is the $\lambda\Lambda$-calculus; the representation mechanism is judgements-as-types, developed for relevant logics.

The $\lambda\Lambda$-calculus type theory is a first-order dependent type theory with two kinds of dependent function spaces: a linear one and an intuitionistic one. We study a natural deduction presentation of the type theory and establish the required proof-theoretic meta-theory. The RLF framework is a conservative extension of LF. We show that RLF uniformly encodes (fragments of) intuitionistic linear logic, Curry's $\lambda_I$-calculus and ML with references.

We describe the Curry-Howard-de Bruijn correspondence of the $\lambda\Lambda$-calculus with a structural fragment of O'Hearn and Pym's logic BI of bunched implications.

We show that a categorical semantics of the $\lambda\Lambda$-calculus is given by Kripke resource models, which are a monoid-indexed set of Kripke functors. The indexing monoid is seen as providing an account of resource consumption. The models can be seen as an indexed formulation of categorical models of Read's bunches.

We also study a Gentzenized version of the $\lambda\Lambda$-calculus, and prove a cut-elimination theorem for it.
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Chapter 1

Introduction

In this chapter we introduce the notion of relevant logical frameworks and the study of the proof theory, internal logic and categorical model theory of the type-theoretic language of one such framework by introducing the subsequent chapters of this thesis.

The starting point of this thesis is the study of a logical framework for a particular class of logics; that of linear and relevant logics. Such a general theory of logics has two main motivations. Firstly, the desire to study the common "core" of these logics. And, secondly, to provide a single meta-language, capable of representing the class of such logics, which can be implemented on a machine. The implementation of this meta-language then automatically provides implementations for the class of logics [HHP93].

The logical framework that we study has as its meta-language the $\lambda A$-calculus, a first-order dependent type theory with two kinds of dependent function spaces, a linear one and an intuitionistic one. This thesis concentrates on the semantics, both proof- and model-theoretic, of the type theory.

We should like to explain our use of the word "relevant" throughout and in the title of this thesis. Following Read [Rea88], we use the term relevant for the family of logics which have weaker structural properties than intuitionistic or classical logic. We do not restrict its use merely for those logics which have contraction but not weakening.

We refer to related work at the appropriate places in the text.
The $\lambda\Lambda$-calculus and the RLF logical framework

Consider the following situation: in an ambient universe, one uses a meta-language to reason or compute about some (possibly formal) system. Examples of such a general situation abound. For example, in mathematics, one uses logic to reason about group theory. Another example, and one that is at the heart of logical frameworks, is this: in informatics, one uses a low-level language to implement a class of high-level languages, exploiting the computational characteristics of the low-level language, and the correct compilation of the high-level languages into the low-level language, to execute the high-level languages.

Logical frameworks are formal meta-logics which provide languages for describing logics in a manner that is suitable for mechanical implementation. The LF logical framework [AHMP92, HHP93, Pym90] provides such a meta-theory and is suitable for logics which have at least the structural strength of minimal propositional logic. We wish to study a logical framework for describing relevant logics. Such a class of logics is interesting from both a philosophical–logical and from a computer science point of view. Now, in order to describe a logical framework one must:

1. Characterize the class of object-logics to be represented;

2. Give a meta-logic or language, together with its meta-logical status vis-à-vis the class of object-logics, and

3. Characterize the representation mechanism for object-logics.

The above prescription can conveniently be summarized by the slogan

\[ \text{Framework = Language + Representation.} \]

One representation mechanism is that of judgements-as-types, which originates from Martin-Löf’s development of Kant’s notion of judgement [ML96]. The methodology of judgements-as-types is that judgements are represented as the type of their proofs. A logical system is represented by a signature which assigns kinds and types to a finite set of constants that represent its syntax, its judgements and its rule schemes. Representation theorems relate consequence in an object-logic $\vdash_L$ to consequence in an encoded logic $\vdash_{\Sigma_L}$.

A certain class of uniform representations [HST94] is identified by considering surjective encodings between consequences of the object-logic $\vdash_L$ and consequences of the meta-logic $\vdash_{\Sigma_L}$. 
So, all judgements in the meta-logic have corresponding judgements in the object-logic. The judgement-as-types methodology has the property that encoded systems inherit the structural properties of the meta-logic. It is for this reason that LF — whose language, the \( \lambda \Pi \)-calculus, admits weakening and contraction — cannot uniformly encode linear and other relevant logics.

This limitation can be overcome in several ways. One way is to add equations to the signature that constrain the judgement \textit{ex post facto}. This is the method adopted in Avron \textit{et al.} [AHMP92] where, in the encoding of the linear \( \lambda \)-calculus in LF, the linearity constraint is enforced by introducing extraneous language to axiomatize the concept of strictness in domain theory. Another way to overcome this limitation is to weaken the framework by working with a weaker framework language. This approach is more natural as it brings out the fact that the structural strength of the framework effectively reflects the structural strength of the class of object logics it encodes. And that, in order to represent and reason about an object logic of a particular strength, one must endow the framework with an appropriate level of structure. This second method can be seen as an application of what the physicist John Baez calls the \textit{microcosm principle} [BD97].

Thus we seek a language in which weakening and contraction are not forced. We motivate the connectives of the language by considering the natural deduction form of rules for relevant logics. As a specific example for this chapter, we consider the natural deduction rules for the \( \otimes \) and \& connectives of linear logic, in which the sole judgement is concerned with the \textit{proof} of a proposition:

\[
\begin{align*}
\Gamma \quad & \Delta \\
\phi \text{ proof} \quad & \psi \text{ proof} \\
\hline
\phi \otimes \psi \text{ proof} \quad \&I \\
\end{align*}
\[
\begin{align*}
\Gamma \quad & \Delta, [\varphi, \psi] \\
\phi \text{ proof} \quad & \psi \text{ proof} \quad \chi \text{ proof} \\
\hline
\phi \otimes \psi \text{ proof} \quad \otimes E \\
\end{align*}
\[
\begin{align*}
\Gamma \quad & \Gamma \\
\phi \text{ proof} \quad & \psi \text{ proof} \\
\hline
\phi \& \psi \text{ proof} \quad \& I \\
\end{align*}
\[
\begin{align*}
\Gamma \quad & \Gamma \\
\phi_0 \& \phi_1 \text{ proof} \quad (i \in \{0, 1\}) \\
\hline
\phi_i \text{ proof} \quad \& E \\
\end{align*}
\]

Table 1.1: A fragment of ILL

In order to distinguish the encoding of the two introduction (or elimination) rules, we need two kinds of conjunctions; an additive one and a multiplicative one. We also need a connective to represent inference in the object-logic. The representation of the rules as constants in the
signature $\Sigma_{LL}$ is then as follows:

\[
\text{TENSOR-I} \quad \Pi \phi, \psi : o. \text{proof}(\phi) \to o \text{proof}(\psi) \to o \text{proof}(\otimes(\phi, \psi))
\]

\[
\text{TENSOR-E} \quad \Pi \phi, \psi, \chi : o. \text{proof}(\otimes(\phi, \psi)) \to o
\]

\[
(\text{proof}(\phi) \to o \text{proof}(\psi) \to o \text{proof}(\chi)) \to o \text{proof}(\chi)
\]

\[
\text{WITH-I} \quad \Pi \phi, \psi : o. \text{proof}(\phi) \& \text{proof}(\psi) \to o \text{proof}(\& (\phi, \psi))
\]

\[
\text{WITH-E} \quad \Pi \phi_0, \phi_1 : o. \text{proof}(\& (\phi_0, \phi_1)) \to o \text{proof}(\phi_1)
\]

In the above, $o$ is the type of propositions, and the constructors $\otimes$ and $\&$ are both of type $o \to o \to o$. In fact, the $\otimes$ connective is not needed as part of the meta-language, as it can always be curried away to the $\to o$, the connective which represents inference. The $\Pi$ quantification is intuitionistic. However, in logics that describe more resource-conscious situations, such as the the dynamic semantics of ML with references, we need a linear quantification $\Lambda$ too.

The above analysis can be undertaken more generally, by considering Prawitz's [Pra78] general form of schematic introduction and elimination rules from a more relevant point of view. The resulting meta-language, the $\lambda\Lambda$-calculus, has the following connectives: the additive conjunction $\&$; two quantifiers, the linear one $\Lambda$ and the intuitionistic one $\Pi$; and the two implications arising as non-dependent versions of the quantifiers.

The $\lambda\Lambda$-calculus is a first-order dependent type theory with both intuitionistic and linear dependent function spaces. The basic judgement of the type theory is $\Gamma \vdash_\Sigma M : A$, that $M$ is a term of type $A$ in context $\Gamma$ and signature $\Sigma$. The definition relies crucially on a few notions about the joining and maintenance of contexts. In particular, full dependency can only be set up by a notion of “sharing”, which deals with the well-formedness of linear dependent types.

The introduction rules for the two function spaces, the linear one $\Lambda x : A . B$ and the intuitionistic one $\Lambda x ! A . B$ (which is just the notation for $\Pi x : A . B$) are as follows:

\[
\frac{\Gamma, x : A \vdash_\Sigma M : B}{\Gamma \vdash_\Sigma \lambda x : A . M : \Lambda x : A . B} (M\Lambda I)
\]

\[
\frac{\Gamma, x ! A \vdash_\Sigma M : B}{\Gamma \vdash_\Sigma \lambda x ! A . M : \Lambda x ! A . B} (M\Lambda ! I)
\]

This preview of the rules introduces a key characteristic of the type theory, that of building the context with either linear, $x : A$, or intuitionistic, $x ! A$, variables. In particular, there is no zone or “stoup” separating the linear from the intuitionistic parts of the context.

The judgement $\Gamma \vdash_\Sigma M : A$ is decidable. The proof of this statement involves proving Church-Rosser and Strong Normalization, along with several other essential meta-theoretic properties.
In Chapter 2, we motivate the RLF logical framework and give a natural deduction presentation of its language, the $\lambda\Lambda$-calculus. We establish the required proof-theoretic meta-theory of the language. We show that RLF is a conservative extension of LF; that RLF uniformly encodes everything that LF encodes. We also present several object-logic encodings that make use of the characteristics of the $\lambda\Lambda$-calculus. A large part of Chapter 2 has already appeared as:


We make a brief remark concerning the choice and methodology of logical frameworks. Earlier, we mentioned logic as a language for mathematics and our purpose in this thesis is to develop a type-theoretic logical framework for representing certain classes of formal systems. We do so without any logicist intention or claim. One can consider linguistic, algebraic or other frameworks too. But it is important to stress the methodology of type-theoretic logical frameworks as evidenced by the work on LF [HHP93] and, indeed, earlier, from Automath [dB91]. This is to adopt a principle of weakness: to require a mechanism for binding and a minimal, decidable meta-language — and no more. One can always add strength to the meta-language but it is more interesting to study the weak situations first.

The propositions-as-types correspondence

The $\lambda\Lambda$-calculus type theory is motivated by a consideration, *inter alia*, of linear logic. However, it is structurally much closer to BI, the logic of bunched implications. Linear logic begins by removing the structural rules and querying the consequences for the conjunction $\wedge$, which decomposes into the additive conjunction $\&$ and the multiplicative conjunction $\otimes$. BI, in contrast, begins by decomposing the implication directly, rather than in terms of the conjunction.

In BI, we have two kinds of function spaces, the linear one $\rightarrow$ and the intuitionistic one $\rightarrow$ and, correspondingly, two kinds of quantifiers, the linear one $\forall_{\text{new}}$ and the intuitionistic one $\forall$. Proof-theoretically, these arise because of extra structure in the context. There are two distinct context-formation operators, the "$\vdash$", which admits the structural rules of weakening and contraction, and the "$\vdash^*$", which doesn’t. In this scheme, contexts are not lists but trees, with internal nodes labelled by "$\vdash$" and "$\vdash^*$". The introduction rules for the two implications are as follows:

\[
\frac{(X)\Gamma; \phi \vdash \psi}{(X)\Gamma \vdash \phi \rightarrow \psi} \quad \frac{(X)\Gamma; \phi \vdash \psi}{(X)\Gamma \vdash \phi \rightarrow \psi}
\]
Chapter 1. Introduction

There is a similar pair of rules for the two quantifiers in BI; the bunched structure in the variable context $X$ determines which type of quantifier, whether linear or intuitionistic, is formed by the abstraction. In eliminating the connectives, the premiss contexts must be combined with regard to the type (whether linear or intuitionistic) of the connective.

The conceptual similarity with the $\lambda\Lambda$-calculus arises because contexts there can also be seen to be extended in two ways:

\[
\begin{align*}
\lambda\Lambda\text{-calculus} & \quad \text{BI} \\
\Gamma, x: A & \quad \Gamma, A \\
\Gamma, x! A & \quad \Gamma, A
\end{align*}
\]

Subject to some restrictions on BI (so that we are working with a fragment of the original logic), this is exactly what allows us to show the Curry-Howard-de Bruijn correspondence between the $\lambda\Lambda$-calculus and BI. The statement of this result and its proof is given in Chapter 3.

BI is probably a folklore relevant logic though it is only recently that a decent proof theory, semantics and computational interpretation have been given [Dun86, Rea88, OP99].

Kripke resource models

In Chapter 4, we study the categorical semantics of the type theory. The nature of the class of these models can be motivated by considering the notion of "resource", a primitive in informatics. A resource, such as space or time, can be seen to have a monoidal structure, in the sense that we can identify elements (including the null one) and combinations of resources. We can also consider a comparison of resources, in the sense of one being better — perhaps in the sense of being able to prove more facts — than another. A resource semantics elegantly explains the difference between the linear and intuitionistic connectives in that the action, or computation, of the linear connectives can be seen to consume resources. Let $\mathcal{M} = (M, \cdot, 1, \sqsubseteq)$ be such a resource monoid with, in addition, a partial ordering on the elements, then we can give the following (simplified) version of the forcing relation for the internal logic of the type theory:

1. $r \models \phi \rightarrow \psi$ if and only if for all $s \in M$ if $s \models \phi$ then $r \cdot s \models \psi$;

2. $r \models \phi \rightarrow \psi$ if and only if for all $s \sqsubseteq r$ if $s \models \phi$ then $s \models \psi$.

The resource semantics combines and generalizes Kripke's semantics for intuitionistic logic, in which a proposition is interpreted in $\text{Set}^P$, where $P$ is a poset, and Urquhart's semantics for
relevant logic, in which a proposition is interpreted $\text{Set}^\mathcal{M}$, where $\mathcal{M}$ is a monoid [Kri65, Urq72].

The semantics of the $\lambda\Lambda$-calculus is given by Kripke resource models, which are a monoid-indexed set of Kripke functors. Each such Kripke functor is, roughly speaking, an indexed category with some extra structure. Two items of this extra structure are worth mentioning. The first is that the base of the indexed category has two monoidal structures on it. This allows us to model the two kinds of context extension in the syntax: $\Gamma, x:A$ is interpreted as $[\Gamma] \otimes [A]$ and $\Gamma, x!A$ is interpreted as $[\Gamma] \times [A]$. The second item is the existence of a natural isomorphism which allows the formation of function spaces. This is necessary to model the linear dependent function space. The intuitionistic dependent function space is defined by the natural isomorphism too; this is equivalent to the usual characterization of the function space as right adjoint to weakening.

We include two example Kripke resource models. The first is the term model, constructed out of the syntax of the type theory. The main purpose behind its construction is to show a Henkin-style completeness theorem. The second model, a set-theoretic one built in the spirit of Cartmell and Streicher's contextual category of families of sets [Car86, Str88], is much more interesting. The model constructs two kinds of indexed products in $\text{Set}^{\text{Cop}}$, where $\mathcal{C}$ is a small monoidal category. The first is the usual cartesian product, as described in Cartmell for instance. The second is a restriction of Day's tensor product [Day70].

The Kripke resource models, especially the set-theoretic model, can also be seen as an indexed formulation of categorical models of Read's bunches.

The Gentzenized $\lambda\Lambda$-calculus

The presentation of the $\lambda\Lambda$-calculus in Chapter 2 is as a linearized natural deduction system. In Chapter 5, we present a Gentzenized version of the natural deduction system, in which the $(\Lambda\Lambda\varepsilon)$ and $(\Lambda\!\Lambda\varepsilon)$ elimination rules (and their non-dependent versions) are replaced by rules which introduce the connectives into the context, or left-hand side, of the sequent. Consider the linear case. The $(\Lambda\Lambda\varepsilon)$ rule of the natural deduction system is as follows:

$$
\frac{\Gamma \vdash \Sigma \ M : \Lambda x : A. B \quad \Delta \vdash \Sigma \ N : A} {\Xi \vdash \Sigma \ MN : B[N/x]}
$$

where the context $\Xi$ is formed by the sharing-sensitive join of the premiss contexts $\Gamma$ and $\Delta$. In the sequent calculus system, this rule is replaced by the following $(:\Lambda L)$ rule:

$$
\frac{\Gamma \vdash \Sigma \ N : B \quad \Delta, x : D \vdash \Sigma \ M : A} {\Xi, y : \Lambda x : B. C \vdash \Sigma \ M[yN/x] : A} (:\Lambda L)
$$
where \( y \) is new, \( x \notin \text{FV}(A) \) and \( D \equiv C[N/x] \). The \( \text{\( \vdash \) AL} \) rule is the most obvious candidate for the Gentzenizing of \( \text{MAE} \), but is not the only one. We can also consider the rule where the \( y \) intuitionistically extends \( \Xi \). A similar analysis applies to the \( \text{MAE!E} \) rule.

The completeness of the sequent calculus version of the \( \lambda \Lambda \)-calculus with respect to the natural deduction version depends crucially on the presence of the two cut rules which, as they are not admissible, are taken explicitly in the sequent calculus system. However, by working with \( \beta \)-normal forms of proofs, we can prove a cut-elimination theorem.

Chapter 5 will allow us to begin the study of proof-search in the type theory and, hence, in uniformly-encoded object-logics of the RLF logical framework.
Chapter 2

The $\lambda\Lambda$-calculus and the RLF logical framework

2.1 Introduction

Linear and other relevant logics have been studied widely in mathematical [Avr88, Gir87, Mey76, SH91], philosophical [AB75, Dun86, Rea88] and computational [Abr93, HM94, MTV93, PH94, Ten92] logic. We present a study of a logical framework, RLF, for defining natural deduction presentations of such logics.\(^1\) RLF consists in a language together, in a manner similar to that of LF [AHMP92, HHP93, Pym90], with a representation mechanism. The language of RLF, the $\lambda\Lambda$-calculus, is a system of first-order linear dependent function types which uses a function $\kappa$ to describe the degree of sharing of variables between functions and their arguments. The representation mechanism is judgements-as-types, developed for linear and other relevant logics.

We motivate the $\lambda\Lambda$-calculus by considering an abstract form of relevant natural deduction. We specify the $\lambda\Lambda$-calculus, a family of first-order dependent type theories with both linear and intuitionistic function spaces, discussing only briefly the possible intermediate systems. The framework RLF is a conservative extension of LF; the notion of conservative extension takes account of the representation mechanism as well as the type theory. The work reported here builds on ideas presented by Pym in [Pym92].

Recall that we use the word "relevant" according to Read’s description; for the family of logics which have weaker structural properties than intuitionistic or classical logic, not merely for those which have contraction but not weakening. Read’s taxonomy would place linear logic

\(^1\)RLF, in common with LF, is also able to define Hilbert-type systems, although this is beyond our present scope.
(without exponentials) at the lowest point in the "lattice" (we use the word informally and not in any technical sense) of logics. We follow this taxonomy and thus obtain a lattice of logical frameworks, the weakest being RLF, the type theory of which has neither weakening nor contraction.\footnote{In the literature, the terms “sub-structural” and “weak” are sometimes used in this way.} We emphasize that the $\lambda\Lambda$-calculus lies properly in the world of relevant logics: the type theory's contexts are a dependently-typed notion of Read's bunches [Rea88]. Our framework RLF provides a relevant analysis of natural deduction just as LF provides an intuitionistic analysis of natural deduction. We do not study the variety of distributivity laws usually considered for relevant contexts [Rea88]. However, such an investigation should fit into our framework, possibly via variations on the $\lambda\Lambda$-calculus, quite straightforwardly.

This chapter is organized as follows. In Section 2.2, we motivate the $\lambda\Lambda$-calculus in the context of a logical framework by considering an abstract form of relevant natural deduction. We formally define it as a type theory and summarize its meta-theory in Section 2.3, concluding the section with a comparison with related work. In Section 2.4, we show that RLF is a conservative extension of LF. In Section 2.5, we illustrate several example encodings in the RLF framework. The object-logics we consider are a fragment of propositional intuitionistic linear logic, the dynamic semantics of ML with references and a relevant $\lambda$-calculus.

2.2 Motivation

Logical frameworks are formal meta-logics which, \textit{inter alia}, provide languages for describing logics in a manner that is suitable for mechanical implementation. The LF logical framework [AHMP92, HHP93, Pym90] provides such a metatheory and is suitable for logics which have at least the structural strength of minimal propositional logic. We wish to study a logical framework for describing relevant logics. Now, in order to describe a logical framework one must:

1. Characterize the class of object-logics to be represented;

2. Give a meta-logic or language, together with its meta-logical status \textit{vis-à-vis} the class of object-logics; and

3. Characterize the representation mechanism for object-logics.

The above prescription can be conveniently summarized by the slogan

\[ \text{Framework} = \text{Language} + \text{Representation}. \]
We remark that these components are not entirely independent of each other [Pym96]. We will point out some interdependencies later in this section.

One representation mechanism is that of judgements-as-types, which originates from Martin-Löf's [ML96] development of Kant's [Kan00] notion of judgement. The two higher-order judgements, the hypothetical \( J \vdash J' \) and the general \( \bigwedge_{x \in C} J(x) \), correspond to ordinary and dependent function spaces, respectively. The methodology of judgements-as-types is that judgements are represented as the type of their proofs. A logical system is represented by a signature which assigns kinds and types to a finite set of constants that represent its syntax, its judgements and its rule schemes. An object-logic's rules and proofs are seen as proofs of hypotheticco-general judgements \( \bigwedge_{x_1 \in C_1} \ldots \bigwedge_{x_n \in C_n} J \vdash J' \). Representation theorems relate consequence in an object-logic \( \vdash_L \) to consequence in an encoded logic \( \vdash_{\Sigma_0} \):

\[
(X, J_1(\phi_1), \ldots, J_n(\phi_n)) \vdash \delta : J(\phi) \quad \text{object -- consequence}
\]

\[
\Downarrow
\]

\[
\Gamma_x, x_1: J_1(\phi_1), \ldots, x_n: J_n(\phi_n) \vdash_{\Sigma_0} M_\delta : J(\phi) \quad \text{meta -- consequence},
\]

where \( X \) is the set of variables that occur in \( \phi, \psi; J, J \) are judgements; \( \delta \) is a proof-object (e.g., a \( \lambda \)-term); \( \Gamma_x \) corresponds to \( X \); each \( x_i \) corresponds to a place-holder for the encoding of \( J_i \); and \( M_\delta \) is a meta-logic term corresponding to the encoding of \( \delta \).

In the sequel, we do not consider the complete apparatus of judged object-logics. Our example encodings in Section 2.5 are pathological in the sense that they require only one judgement. For example, the encoding of a fragment of intuitionistic linear logic requires the judgement of \( (J_i = J =) \text{ proof} \). This is in contrast to the general multi-judgement representation techniques [AHMP98]. We conjecture that our studies can be applied to the general case, although we defer this development to another occasion.

A certain class of uniform representations is identified by considering surjective encodings between consequences of the object-logic \( \vdash_L \) and consequences of the meta-logic \( \vdash_{\Sigma_0} \) [HST94].

So, all judgements in the meta-logic have corresponding judgements in the object-logic. The judgement-as-types methodology has the property that encoded systems inherit the structural properties of the meta-logic. It is for this reason that LF — whose language, the \( \lambda \Pi \)-calculus, admits weakening and contraction — cannot uniformly encode linear and other relevant logics.

\footnote{The specification in [HST94] is a stronger one, requiring uniformity over all "presentations" of a given logic. Such concerns are beyond our present scope.}
To illustrate this point, suppose $\Sigma_{ILL}$ is a uniform encoding of intuitionistic linear logic in $LF$, and that $\Gamma, \Delta \vdash_{\Sigma_{ILL}} M\phi : J(\phi)$ is the image of the object-consequence $(X, \Delta) \vdash_{ILL} \delta : J(\phi)$. If $\Gamma, \Delta \vdash_{\Sigma_{ILL}} M\phi : J(\phi)$ is provable, then so is $\Gamma, \Delta, \Gamma \phi \vdash_{\Sigma_{ILL}} M\phi : J(\phi)$. By uniformity, the latter is the image of an object-logic consequence $(X, \Delta, \Theta) \vdash_{ILL} S' J(\phi)$, which implies weakening in linear logic, a contradiction.

Thus we seek a language in which weakening and contraction are not forced. We motivate the connectives of the language by considering the natural deduction form of rules for weak logics. We do this in a general way, by considering Prawitz's general form of schematic introductions from a more relevant point of view. Prawitz [Pra78] gives these for intuitionistic logic. A schematic introduction rule for an $n$-ary sentential operator $\#$ is represented by an introduction rule of the form below. In the rule, only the bound assumptions for $G_j$ are shown; we elide those for $G_k$, where $(k \neq j)$, for the sake of readability.

\[
\begin{array}{cccc}
[H_{i1}] & \cdots & [H_{ij}] \\
\vdots & \ddots & \vdots \\
G_1 & \cdots & G_j & \cdots & G_p \\
\hline
\#(F_1, \ldots, F_n)
\end{array}
\]

In the above rule, $1 \leq j \leq p$. The $F$s, $G$s and $H$s are formulae constructed in the usual way. An inference infers a formula $\#(F_1, \ldots, F_n)$ from $p$ premisses $G_1, \ldots, G_p$ and may bind assumptions of the form $H_{j1}, \ldots, H_{jh_j}$ that occur above the premiss $G_j$. We let the assumptions be multi-sets, thus keeping the structural rule of exchange. We require that discharge be compulsory. In the case of the natural deduction presentation of intuitionistic linear logic, for instance, we require that \{ $F_1, \ldots, F_n$ \} = \{ $G_j, H_{j1}, \ldots, H_{jh_j}$ \}. For example, in the rule for $\rightarrow$-introduction, whose conclusion is $\phi \rightarrow \psi$, we have \{ $F_1, F_2$ \} = \{ $\phi, \psi$ \}, $G_1 = \psi$ and $H_{11} = \phi$.

We annotate the introduction schema below to indicate our method of encoding. $\sigma$ is the type of propositions, the $\Lambda$ is the linear universal quantifier and $\Pi$ is the intuitionistic universal quantifier. So we quantify over a linear proposition as $\Lambda F: \sigma$ and over an intuitionistic proposition as $\Pi G: \sigma$. We also use $\Delta G: \sigma$ for the latter and $\Lambda F: \sigma$ to range over both linear and intuitionistic quantifications. Each inference — that is, the binding of assumptions $H_{j1}, \ldots, H_{jh_j}$ above premiss $G_j$ and the inference of formula $\#(F_1, \ldots, F_n)$ from premisses $G_1, \ldots, G_p$ — is represented by a $\rightarrow$.
The premises $G_1, \ldots, G_p$ are combined either multiplicatively or additively, depending on whether their contexts are disjoint or not. We distinguish between these combinations by the use of two conjunctions; the multiplicative $\otimes$ ("tensor") and the additive $\&$ ("with") and so force the structural rules. (In traditional relevance logics, multiplicative is referred to as intentional and additive as extensional.) We use $\boxdot$ as meta-syntax for both $\otimes$ and $\&$, though mindful of the relationship between the two operators. Full expressivity is recovered by introducing the modality $!$ ("bang") into our language. The premiss $!G$ allows us to depart from relevant inference, and to choose the number of times we use $G$ in the conclusion.

In the meta-logic, then, the schematic introduction rule would be represented by a constant of the following type:

$$\Lambda \Gamma, G_j, H_{j,k} \in \Theta \ldots \square (\Box_{l \leq k_j} (H_{j,l})) \rightarrow \square G_j \Box \ldots \rightarrow \#(F_1, \ldots, F_n),$$

where $1 \leq l \leq k_j$ and $\Box_{l \leq k_j}$ represents an iterated $\Box$. From the general encoding formula above, it can be seen that the connectives $\Box$ (i.e., $\otimes$ and $\&$) and $!$ occur only negatively. In the tensor's case, this allows us to curry away the $\otimes$, modulo a permutation of the premises. For example, in the following type, we are able to replace the occurrence of $\otimes$,

$$(\Box_{l \leq k_j} (H_{j,l}) \rightarrow \square G_j) \otimes (\Box_{l \leq k_j} (H_{j,l}) \rightarrow \square G_j) \rightarrow \#(F_1, \ldots, F_n),$$

by $\rightarrow$,

$$(\Box_{l \leq k_j} (H_{j,l}) \rightarrow \square G_j) \rightarrow (\Box_{l \leq k_j} (H_{j,l}) \rightarrow \square G_j) \rightarrow \#(F_1, \ldots, F_n).$$

We can also consider a currying away of the $\&$ by a non-dependent version of the additive function space. A language with two kinds of dependent function space is very interesting but is beyond the scope of our current study.
We recapitulate exactly how we have used the three logical constants in the framework: the & is used to undertake additive conjunction; the $\Lambda$ is used to quantify and (in its non-dependent form $\rightarrow$) to represent implication; and the $\Pi$ is used to represent dereliction from relevant inference. We should then be able to formulate a precise idea regarding the completeness of the set $\{&, \Lambda, \Pi\}$ with respect to all sentential operators that have explicit schematic introduction rules [Pra78, SH83].

A similar analysis can be undertaken for the corresponding elimination rule.

Our analysis allows us two degrees of freedom. The first is at the structural level of types. In this section, our main intention has been to motivate a language in which the structural rules of weakening and contraction are not forced, and so to be able to uniformly encode linear logic. But this language is only one of a range of relevant logics [Rea88], which includes, for instance, Anderson and Belnap's relevance logic [AB75]. Choosing a different language, with it's particular structural and distributivity properties, would allow us to uniformly encode another class of logics. The family of relevant logics determined by these choices is very interesting from a representational perspective, though we pursue it no further in this thesis.

The second, orthogonal, degree of freedom, and one that we do concentrate on in the sequel, concerns the corresponding range of structural choices at the level of terms (as opposed to types). Considering this aspect from the logical point of view, we consider multiple occurrences of the same proof. The degree to which a proof can be shared by propositions is a structural property which determines, via the Curry-Howard-de Bruijn correspondence, a type theory whose functions and arguments share variables to a corresponding degree.

The language that we have motivated in this section, and develop in the sequel, is a type theory in Curry-Howard-de Bruijn correspondence with a structural fragment of $\textbf{BI}$, the logic of bunched implications. The details of this correspondence are given in the next chapter.

2.3 The $\lambda$-$\Lambda$-calculus

The $\lambda$-$\Lambda$-calculus is a first-order dependent type theory with both intuitionistic and linear function types. The calculus is used for deriving typing judgements. There are three entities in the $\lambda$-$\Lambda$-calculus: objects, types and families of types, and kinds. Objects (denoted by $M, N$) are classified by types. Families of types (denoted by $A, B$) may be thought of as functions which map objects to types. Kinds (denoted by $K$) classify families. In particular, there is a kind $\text{Type}$ which
classifies the types. We will use $U, V$ to denote any of the entities.

We assume given three disjoint, countably infinite sets: the meta-variables $x, y, z$ range over the set of variables; $c, d$ range over the set of object-level constants; and $a, b$ range over the set of type-level constants. The abstract syntax of the $\lambda\Lambda$-calculus is given by the following grammar:

$$
\begin{align*}
\text{Kinds} & \quad K \quad ::= \quad \text{Type} \mid \Lambda x : A . K \mid \Lambda x ! A . K \\
\text{Types} & \quad A \quad ::= \quad a \mid \Lambda x : A . B \mid \Lambda x ! A . B \mid \lambda x : A . B \mid \lambda x ! A . B \mid AM \mid A \& B \\
\text{Objects} & \quad M \quad ::= \quad c \mid x \mid \lambda x : A . M \mid \lambda x ! A . M \mid MN \mid (M, N) \mid \pi_0 M \mid \pi_1 M .
\end{align*}
$$

We write $x \in A$ to range over both linear ($x : A$) and intuitionistic ($x ! A$) variable declarations. The $\lambda$ and $\Lambda$ bind the variable $x$. The object $\lambda x : A . M$ is an inhabitant of the linear dependent function type $\Lambda x : A . B$. The object $\lambda x ! A . M$ is an inhabitant of the type $\Lambda x ! A . B$, which amounts to the Martin-Löf-style $\Pi x : A . B$. The notion of linear free- and bound-variables (LFV, LBV) and substitution may be defined accordingly [Bie94]. When $x$ is not free in $B$ we write $A \rightarrow B$ and $A \rightarrow B$ for $\Lambda x : A . B$ and $\Lambda x ! A . B$, respectively. Our basic study does not include the units, but $\top$ and $1$ can be added to the type theory with little difficulty.

We can define the notion of linear occurrence by extending the general idea of occurrence for the $\lambda$-calculus [Bar84], though we note that other definitions may be possible.

**Definition 1** (linear occurrence in $U$)  

1. $x$ linearly occurs in $x$;  

2. If $x$ linearly occurs in $U$ or $V$ (or both), then $x$ linearly occurs in $\lambda y \in U . V$, in $\Lambda y \in U . V$, and in $UV$, where $x \neq y$;  

3. If $x$ linearly occurs in both $M$ and $N$, then $x$ linearly occurs in $(M, N)$;  

4. If $x$ linearly occurs in $M$, then $x$ linearly occurs in $\pi_i (M)$;  

5. If $x$ linearly occurs in both $A$ and $B$, then $x$ linearly occurs in $A \& B$.

The definition is extended to an inhabited type and kind.

**Definition 2** (linear occurrence in $U : V$) A variable $x$ linearly occurs in the expression $U : V$ if it linearly occurs in $U$, in $V$, or in both.
We remark that the above definitions are not "linear" in the Girard sense [Ben94, Bar97]. However, they seem quite natural in the bunches setting. O'Hearn and Pym, for instance, have examples of BI terms — the next chapter will show that the $\lambda\Lambda$-calculus is in propositions-as-types correspondence with a non-trivial fragment of BI — where linear variables appear more than once or not at all [OP99].

**Example 3** The linear variable $x$ occurs in the terms $cx:Bx$ (assuming $c : \Lambda x:A.Bx$), $fx:d$ (assuming $f:a \rightarrow d$) and $\lambda y:Cx.y : Cx \rightarrow Cx$ (assuming $C:A \rightarrow Type$).

In the sequel we will often refer informally to the concept of a linearity constraint. Essentially this means that all linear variables declared in the context are used: a production-consumption contract. But we depart from the usual resource-conscious logics idea that formulae are produced in the antecedent and consumed in the succedent. Given this, the judgement $x:A, y:cx \vdash_\Sigma y:cx$ in which the linear $x$ is consumed by the (type of) $y$ declared after it and the $y$ itself is consumed in the succedent, is a valid one.

In the $\lambda\Lambda$-calculus, signatures are used to keep track of the types and kinds assigned to constants. Contexts are used to keep track of the types, both linear and intuitionistic, assigned to variables. The abstract syntax for signatures and contexts is given by the following grammar:

\[
\begin{align*}
\text{Signatures} & \quad \Sigma ::= \emptyset | \Sigma, a!K | \Sigma, c!A \\
\text{Contexts} & \quad \Gamma ::= \emptyset | \Gamma, x:A | \Gamma, x!A
\end{align*}
\]

So signatures and contexts consist of finite sequences of declarations. The dependency aspect of the type theory requires that "[bases] have to become linearly ordered" [Bar92, page 198]. We assume the usual extraction functions ($\text{dom}(\Gamma)$, $\text{ran}(\Gamma)$) related to such lists. We also define the following two functions which extract out just the linear and intuitionistic or exponential parts of a context:

\[
\begin{align*}
\text{lin}(\emptyset) & = \emptyset & \text{exp}(\emptyset) & = \emptyset \\
\text{lin}(\Gamma, x:A) & = \text{lin}(\Gamma), x:A & \text{exp}(\Gamma, x:A) & = \text{exp}(\Gamma) \\
\text{lin}(\Gamma, x!A) & = \text{lin}(\Gamma) & \text{exp}(\Gamma, x!A) & = \text{exp}(\Gamma), x!A
\end{align*}
\]

The $\lambda\Lambda$-calculus is a formal system for deriving the following judgements:
2.3. The $\lambda\Lambda$-calculus

$\vdash \Sigma \text{ sig}$  \quad $\Sigma$ is a valid signature

$\vdash \Sigma \Gamma \text{ context}$  \quad $\Gamma$ is a valid context in $\Sigma$

$\Gamma \vdash \Sigma K \text{ Kind}$  \quad $K$ is a valid kind in $\Sigma$ and $\Gamma$

$\Gamma \vdash \Sigma A:K$  \quad $A$ has a kind $K$ in $\Sigma$ and $\Gamma$

$\Gamma \vdash \Sigma M:A$  \quad $M$ has a type $A$ in $\Sigma$ and $\Gamma$

We write $\Gamma \vdash \Sigma U:V$ for either of $\Gamma \vdash \Sigma A:K$ or $\Gamma \vdash \Sigma M:A$, and $\Gamma \vdash \Sigma X$ for $\Gamma \vdash \Sigma K \text{ Kind}$ or $\Gamma \vdash \Sigma U:V$.

We abuse notation and also write $\Gamma \vdash \Sigma X$ to indicate the derivability of $X$ in the $\lambda\Lambda$-calculus, in which case the $K$ or $U$ is said to be valid in the signature $\Sigma$ and context $\Gamma$.

The definition of the type theory depends crucially on the following three notions:

1. The joining together of two contexts to form a third must be undertaken so that the order of declarations and type of variables (linear versus intuitionistic) is respected;

2. The idea of linear variable occurrences allows us to form contexts of the form $x:A, x:A$, for some type constant $A$ in the signature. That is, contexts in which repeated but distinct declarations of the same variable are possible;

3. Following a joining of contexts, certain occurrences of linear variables – those that are shared by a function and its argument – are identified with one another. This sharing is implemented by the $\kappa$ function.

These notions will be explicated at appropriate points in the sequel.

We now present the rules for deriving judgements in Tables 2.1 and 2.2 below. To save space, we place any side-conditions along with the premisses. The rules are conveniently separated into a linear and an intuitionistic set, the latter relating directly to the intuitionistic $\lambda\Pi$-calculus.

The signature formation rules enforce intuitionistic behaviour by allowing only a constant of intuitionistic type to extend the signature. The context formation rules allow only types to be assigned to variables. We distinguish between extending the context by linear $(\Xi, x:A)$ and intuitionistic $(\Xi, x!A)$ variables. The context formation rules introduce two particular characteristics of the type theory. The first one is that of joining the premiss contexts for the multiplicative rules. The join must respect the ordering of the premiss contexts and the concept of linear versus intuitionistic variables. A method to join $\Gamma$ and $\Delta$ into $\Xi$ – denoted by $[\Xi; \Gamma; \Delta]$ – is defined in Section 2.3.1 below.
Valid Signatures

\[ \vdash \emptyset \ \\
\vdash \Sigma \text{ sig} \]

\[ \vdash \Sigma, a : K \text{ Kind} \quad a \notin \Sigma \ \\
\vdash \Sigma, a : \text{ Type} \quad c \notin \Sigma \]

\[ \vdash \Sigma, a : K \text{ sig} \quad (\Sigma K) \ \\
\vdash \Sigma, c : A \text{ sig} \quad (\Sigma A) \]

Valid Contexts

\[ \vdash \Sigma \ \\
\vdash \Sigma, x : A \text{ context} \]

\[ \vdash \Sigma, \Gamma \text{ context} \ \\
\vdash \Sigma, \Gamma, x : A \text{ Type} \quad \exists \notin \text{ dom}(\Sigma) \text{ or } x : A \notin \Sigma \]

\[ \vdash \Sigma, \Xi, x : A \text{ context} \quad (\Gamma A) \]

\[ \vdash \Sigma, \Gamma \text{ context} \ \\
\vdash \Sigma, \Gamma, x : A \text{ Type} \quad \exists \notin \text{ dom}(\Sigma) \text{ or } x : A \notin \Sigma \]

\[ \vdash \Sigma, \Xi, x : A \text{ context} \quad (\Gamma A I) \]

Valid Kinds

\[ \vdash \Sigma, \Gamma \text{ context} \quad \Gamma, x : A \vdash \Sigma, K \text{ Kind} \quad (K A) \]

\[ \vdash \Sigma, \Gamma \text{ context} \quad \Gamma, x : A \vdash \Sigma, A, K \text{ Kind} \quad (K A I I) \]

\[ \vdash \Sigma, \Xi, x : A \text{ Type} \quad \Lambda \vdash \Sigma, K \text{ Kind} \quad \exists \notin (\text{ lin}(\Gamma) \cap \text{ lin}(\Delta)) \]

\[ \vdash \Xi \vdash A \to K, \text{ Kind} \quad (K A I I) \]

\[ \vdash \Gamma, x : A \vdash \Sigma, K \text{ Kind} \quad (K A I) \]

\[ \vdash \Sigma, \Xi, x : A \text{ Kind} \quad (K A I) \]

Table 2.1: $\lambda \Lambda$-calculus

In order to motivate the second characteristic of the type theory, consider the following simple, apparently innocuous, derivation.

Example 4 Let $A : \text{ Type}$, $c : A \to \text{ Type} \in \Sigma$ and note that the argument type, $c x$, is a dependent one; the linear $x$ is free in it.

\[ x : A \vdash_{\Sigma} c x : \text{ Type} \]

\[ x : A, z : c x \vdash_{\Sigma} z : c x \]

\[ x : A \vdash_{\Sigma} \lambda z : c x. z : A, z : c x \]

\[ x : A, x, y : c x \vdash_{\Sigma} (\lambda z : c x. z) y : c x \]

The problem is that an excess of linear $x$s now appear in the combined context after the application step. (In this step, the types match literally. However this problem arises where they are equal too.) Our solution is to recognize the two $x$s as two distinct occurrences of the same variable, the one occurring in the argument type $c x$, and to allow a degree of freedom in sharing these occurrences. It is now necessary to formally define a binding strategy for multiple occurrences;
Valid Families of Types

\[ \Gamma \vdash \Delta \vdash A : Type \quad \Delta \vdash B : Type \quad \Sigma \vdash C \rightarrow D : Type \]

\[ \Gamma, \Delta \vdash \Delta \vdash \Sigma \vdash \Delta \vdash A : Type \quad \Sigma \vdash C \rightarrow D : Type \quad \Delta \vdash B : Type \]

\[ \Gamma, \Delta \vdash \Delta \vdash \Sigma \vdash \Delta \vdash A : Type \quad \Sigma \vdash C \rightarrow D : Type \quad \Delta \vdash B : Type \]

Valid Objects

\[ \Gamma \vdash A \in \Sigma \]

\[ \Gamma, \Delta \vdash \Delta \vdash \Sigma \vdash \Delta \vdash \Sigma \vdash \Delta \vdash A : Type \quad \Sigma \vdash C \rightarrow D : Type \quad \Delta \vdash B : Type \]

Table 2.2: \(\lambda\Sigma\)-calculus (continued)
this we do in Section 2.3.2 below. The sharing aspect is implemented via the \( \kappa \) function, defined in Section 2.3.3 below. One implication of this solution is that repeated declarations of the same variable are allowed in contexts. For this reason, the usual side-condition of \( x \notin \text{dom}(\Xi) \) is absent from the rules for valid contexts, though of course we don’t allow the same variable to inhabit two distinct types.

The \((\text{K}\wedge I)\) and \((\text{A}\wedge I)\) pair of rules form linear function spaces. The first of each pair, in which \( x \in \text{FV}(B) \), constructs linear dependent function spaces. The second rule of each pair constructs the ordinary linear function spaces. There are two side conditions for the latter rules: the first joins the premiss contexts and the second then does a necessary book-keeping for those occurrences of linear variables which are identified with each other under the current binding strategy. The side-conditions in the \((\text{A}\wedge E)\) and \((\text{M}\wedge E)\) rules are of a similar nature. The \( \kappa \) function selects those such “critical” linear occurrences. These occurrences are removed to give the conclusion context. It can be seen that these side-conditions are type-theoretically and, via the propositions-as-types correspondence, logically natural.

The essential difference between linear and intuitionistic function spaces can be observed by considering the \((\text{M}\wedge E)\) and \((\text{M}\wedge I)\) rules. For the latter, the context for the argument \( N:A \) is an entirely intuitionistic one (!\( \Delta \)), which allows the function to use \( N \) as many times as it likes.

**Example 5** We end this sub-section with an example of a derivation which does not involve sharing. Let \( A!\text{Type}, d!A \to \text{Type}, e!\Lambda y:A.dy \in \Sigma \). Then we construct

\[
\begin{align*}
\vdash_{\Sigma} & \varnothing \text{ context} \\
\vdash_{\Sigma} e : \Lambda y:A.d y & x A \vdash_{\Sigma} x A \\
\frac{x A \vdash_{\Sigma} e x : dx}{z A \vdash_{\Sigma} (\Lambda x:A.ex)z : (dx)[z/x]} & \vdash_{\Sigma} \Lambda x:A.d x \\
\end{align*}
\]

Now, \( (\lambda x:A.ex)z \to_{\beta} ez \) and \( ez:dz \), which maintains the linear occurrence of the variable \( z \).

2.3.1 Context joining

The method of joining two contexts is a ternary relation \( [\Xi; \Gamma; \Delta] \), to be read as “the contexts \( \Gamma \) and \( \Delta \) are joined to form the context \( \Xi \)”. Or, for proof-search: “the context \( \Xi \) is split into the contexts \( \Gamma \) and \( \Delta \)”.

The first rule for defining \( [\Xi; \Gamma; \Delta] \) states that an empty context can be formed by joining together two empty contexts. The second and third rules comply with the linearity constraint,
and imply that the linear variables in $\Xi$ are exactly those of $\Gamma$ and $\Delta$. The last rule takes account of the structural properties of intuitionistic variables. In search, the intuitionistic variable $x:A$ would be sent both ways when the context is split.

\[
\begin{array}{c}
\frac{}{(\text{JOIN})} \\
[\Xi;\emptyset;\emptyset]
\end{array}
\]

\[
\begin{array}{l}
\frac{}{(\text{JOIN-L})} \\
[\Xi, x:A; \Gamma, x:A; \Delta]
\end{array}
\]

\[
\begin{array}{l}
\frac{}{(\text{JOIN-R})} \\
[\Xi, x:A; \Gamma, x:A; \Delta, x:A]
\end{array}
\]

\[
\begin{array}{c}
\frac{}{(\text{JOIN-l})} \\
[\Xi, x:A; \Gamma, x:A; \Delta, x:A]
\end{array}
\]

Table 2.3: Context joining

Further, the context joining relation must respect the ordering of the contexts and the linearity constraint (as defined by the binding strategy in the next section). That is, if $\vdash_{=\Sigma} \Gamma$ context, $\vdash_{=\Sigma} \Delta$ context and $[\Xi; \Gamma; \Delta]$, then $\vdash_{=\Sigma} \Xi$ context (and vice versa for when $\Xi$ is split into $\Gamma$ and $\Delta$). We remark that if we were also studying the distribution laws for relevant contexts, then the context joining relation would need to take regard of these context equalities.

We make a brief remark about the $[\Xi; \Gamma; \Delta]$ relation with regard to logic programming. As we noted above, in proof-search (the basis of logic programming) the relation $[\Xi; \Gamma; \Delta]$ is read as "split $\Xi$ into $\Gamma$ and $\Delta". An implementation of the $\lambda\Lambda$-calculus as a logic programming language would have to calculate such splittings, perhaps using techniques similar to those for Lolli and Lygon [HPW96, HM94], although it would be interesting to consider approaches in which $[\Xi; \Gamma; \Delta]$ remained unevaluated for as long as possible during search. Such an approach would resemble matrix methods [Wal90].

### 2.3.2 Multiple occurrences

Consider the multiple occurrences idea from a proposition-as-types reading. Then $x:A, x:A$ can be understood as two uses of the same proof of the same proposition, as opposed to $x:A, y:A$, which can be seen as distinct proofs of the same proposition. Though this idea can be seen, in the presence of the binding strategy that we are about to define, as an internalization of $\alpha$-conversion, it allows us a degree of freedom, that at the structural level of terms (as opposed to types), which is useful in dealing with variable sharing (Section 2.3.3).
In this section, we define the "left-most free occurrence of x" in \( U \) and a corresponding binding strategy for it. We use this in the sequel, later noting that it can be generalized.

**Definition 6** The left-most linear occurrence of \( x \) in \( U \) is defined as follows, provided that \( x \in LFV(U) \). We use \( @ \) to denote atoms (constants and variables) and say "\( x, @ \) distinct" if \( @ \) is \( a, c \) or \( y \).

(Principal, Variable) The constant and variable cases are trivial:

\[
\begin{align*}
\text{lm}_x(@) &= \{\} \quad \text{\( x, @ \) distinct} \\
\text{lm}_x(x) &= \{x\}
\end{align*}
\]

(Abstraction) We adopt the usual technique of capture-avoiding substitution for the case where another occurrence of \( x \) has already been bound. By induction, the \( \lambda \) (\( \Lambda \)) binds a given occurrence — the left-most one — of \( x \) in \( U \). So we can \( \alpha \)-convert this to \( \lambda z \in A.V[z/x] \ (\Lambda z \in A.V[z/x]) \) and continue. We give the cases for the \( \lambda \) binder; the ones for \( \Lambda \) are exactly similar.

\[
\begin{align*}
\text{lm}_x(\lambda y \in A.V) &= \begin{cases} 
\text{lm}_x(A) & x \in LFV(A) \\
\text{lm}_x(V) & \text{otherwise}
\end{cases} \quad x, y \text{ distinct} \\
\text{lm}_x(\Lambda x \in A.V) &= \text{lm}_x(\lambda z \in A.V[z/x]) \quad \text{\( z \) new}
\end{align*}
\]

(Application) The left-most occurrence of \( x \) in \( VM \) is in \( V \) or, failing that, in \( M \). The case where \( V \) is a constant or variable is straightforward:

\[
\begin{align*}
\text{lm}_x(@M) &= \text{lm}_x(M) \quad x, @ \text{ distinct} \\
\text{lm}_x(xM) &= \{x\}
\end{align*}
\]

Otherwise, we need to check whether \( x \) is free in \( V \) or not:

\[
\begin{align*}
\text{lm}_x(VM) &= \begin{cases} 
\text{lm}_x(V) & x \in LFV(V) \\
\text{lm}_x(M) & \text{otherwise}
\end{cases}
\end{align*}
\]

(Pairing) We deal with the additive cases by a disjoint union of the left-most occurrence of \( x \) in both components of the pair:

\[
\begin{align*}
\text{lm}_x(M_1N) &= \text{lm}_x(M) \uplus \text{lm}_x(N) \\
\text{lm}_x(\pi_i(M)) &= \text{lm}_x(M) \quad i \in \{0, 1\} \\
\text{lm}_x(A \& B) &= \text{lm}_x(A) \uplus \text{lm}_x(B)
\end{align*}
\]

We define the left-most occurrence of \( x:A \) in a context \( \Gamma \) as the first declaration of \( x:A \) in \( \Gamma \). Similarly, the right-most occurrence of \( x:A \) in \( \Gamma \) is the last such declaration.

The binding strategy now formalizes the concept of linearity constraint:
Definition 7 (left-most binding) Assume $\Gamma, x : A, \Delta \vdash \Sigma U : V$ and that $x : A$ is the right-most occurrence of $x$ in the context. Then $x$ binds:

1. The first left-most occurrence of $x$ in $\text{ran}(\Delta)$, if there is such a declaration;

2. The unbound left-most linear occurrences of $x$ in $U : V$.

There is no linearity constraint for intuitionistic variables: the right-most occurrence of $x : A$ in the context binds all the unbound $x$s used in the type of a declaration in $\Delta$ and all the occurrences of $x$ in $U : V$.

The rules for deriving judgements are now read according to the strategy in place. For example, in the $(M\Lambda \Lambda I)$ rule, the $\lambda(\Lambda)$ binds the left-most occurrence of $x$ in $M(B)$. Similarly, in the (admissible) cut rule, the term $N : A$ cuts with the left-most occurrence of $x : A$ in the context $\Delta, x : A, \Delta'$. In the corresponding intuitionistic rules, the $\lambda((\Lambda I))$ binds all occurrences of $x$ in $M(B)$ and $N : A$ cuts all occurrences of $x : A$ in the context $\Delta, x : A, \Delta'$.

In the sequel we use the left-most binding and cutting strategy as discussed above. We remark that there is a general $ij$ strategy, that of binding the $i^{th}$ variable from the left and cutting the $j^{th}$ variable from the left.

2.3.3 Variable sharing

Variable sharing is a central notion which allows linear dependency to be set up. In fact, this notion is already implicit in our definition (1) of linear occurrence. The $\lambda\Lambda$-calculus uses a function $\kappa$ which implements the degree of sharing of variables between functions and their arguments.

We define $\kappa$ by considering the situation when either of the two contexts $\Gamma$ or $\Delta$ are of the form $\ldots, x : A$ or $\ldots, x : A, y : Bx$. The only case when the two declarations of $x : A$ are not identified with each other is when both $\Gamma$ and $\Delta$ are of the form $\ldots, x : A, y : Bx$.

Definition 8 The function $\kappa$ is defined for the binary, multiplicative $(\Lambda\Lambda E)$, $(\Lambda E)$ and $(\text{Cut})$ rules

\[
\begin{align*}
\Gamma \vdash \Sigma U : \Lambda \varepsilon C, V & \quad \Delta \vdash \Sigma N : C \quad [\varepsilon' : \Gamma, \Delta] \quad \Sigma = \varepsilon' \setminus \kappa(\Gamma, \Delta) \\
\Xi \vdash \Sigma UV : V[N/x] & \\
\Pi(\Delta[N/x]) & \\
\Delta, \varepsilon C, \Delta' \vdash U : V & \quad \Gamma \vdash \Sigma N : C \quad [\varepsilon' : \Gamma, \Delta, \Delta'[N/x]] \quad \Sigma = \varepsilon' \setminus \kappa(\Gamma, (\Delta, \Delta'[N/x])) \\
\Xi \vdash \Sigma (U : V)[N/x] & \\
\end{align*}
\]
For each $x:A$ occurring in both $\Gamma$ and $\Delta$, construct from right to left as follows:\footnote{Formally, $\kappa(\Gamma, \Delta)$ is defined recursively on the structure of $\Gamma$ and $\Delta$, read from right to left. We adopt the above informal notation for ease of expression.}

$$\kappa(\Gamma, \Delta) = \begin{cases} \emptyset & \text{if } \text{lin}(\Gamma) \cap \text{lin}(\Delta) = \emptyset \\ \{x:A \in \text{lin}(\Gamma) \cap \text{lin}(\Delta) \mid \text{either (i) there is no } y:B(x) \text{ to the right of } x:A \text{ in } \Gamma \\ \text{or (ii) there is no } y:B(x) \text{ to the right of } x:A \text{ in } \Delta \\ \text{or both (i) and (ii)} \} & \text{otherwise} \end{cases}$$

The second clause of the definition can also be stated as follows: in at least one of $\Gamma$ and $\Delta$ there is no $y:B(x)$ to the right of the occurrence of $x:A$. This clause is needed to form a consistent type theory which allows the formation of sufficiently complex dependent types. By this, we mean types such as $\Lambda x_1:A_1 \ldots \Lambda x_n:A_n(x_1, \ldots, x_{n-1}).A$ in which the abstracting types depend upon previously abstracted variables. In binary rules, it can be that some variables must occur, in order to establish the well-formedness of types in each premiss, in the contexts of both premisses, and must occur only once in order to establish the well-formedness of types in the conclusion. However, it is possible for other variables occurring in both premisses to play a role in the logical structure of the proof; these variables must be duplicated in the conclusion. These requirements are regulated by $\kappa$.

In the absence of sharing of variables, when the first clause only applies, we still obtain a useful linear dependent type theory, with a linear dependent function space but without the dependency of the abstracting $A_i$s on the previously abstracted variables. For example, we use such a type theory to encode the dynamic semantics of ML with references in Section 2.5 later.

With the definition of $\kappa$ given above, we can consider the following example.

**Example 9** Suppose $A:\text{Type}, c:A \rightarrow \text{Type} \in \Sigma$. Then we construct the following:

\[
\begin{array}{c}
\vdash \Sigma A:\text{Type} \\
\vdash \Sigma c:A \rightarrow \text{Type} \\
\vdash x:A \vdash x:A \quad (\ast) \\
\vdash \Sigma c:cx:\text{Type} \\
\vdash x:A, cx \vdash x:cx \\
\vdash x:A \vdash x:cx \\
\vdash x:A \vdash x:cx \\
\vdash x:A, y:cx \vdash \Sigma (\lambda z:cx:z) y : cx \\
\end{array}
\]

\[
\begin{array}{c}
\vdash \Sigma A:\text{Type} \\
\vdash \Sigma c:A \rightarrow \text{Type} \\
\vdash x:A \vdash x:A \quad (\ast) \\
\vdash \Sigma c:cx:\text{Type} \\
\vdash x:A, cx \vdash x:cx \\
\vdash x:A \vdash x:cx \\
\vdash x:A, y:cx \vdash \Sigma (\lambda z:cx:z) y : cx \\
\end{array}
\]
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The \((\ast)\) denotes the context join to get \(\mathcal{C} \vdash A\). The \((\ast\ast)\) side-condition is more interesting. First, the premiss contexts are joined together to get \(\mathcal{C} \vdash A, x : A, y : c x\). Then, \(\kappa\) removes the extra occurrence of \(x : A\) and so restores the linearity constraint. A similar situation arises when the \(y\) is cut in for the \(\mathcal{C}\):

\[
\frac{x : A, \varepsilon \vdash \varepsilon \text{ } x : A, \varepsilon \vdash x : \tau, \varepsilon \vdash y : c x} {x : A, \varepsilon \vdash (\varepsilon \circ \varepsilon)[y/z]} \quad \text{(\ast\ast')}\]

The function \(\kappa\) is not required, i.e., its use is vacuous, when certain restrictions of the \(\lambda \Lambda\)-calculus type theory are considered. For instance, if we restrict type-formation to be entirely intuitionistic so that type judgements are of the form \(\mathcal{G} \vdash A : \text{Type}\), then we recover the \(\{\Pi, \rightarrow, \&\}\)-fragment of Cervesato and Pfenning’s \(\lambda \Pi - \rightarrow, \&\, T\) type theory [CP96]. Our fragment does not include \(\top\), the unit of \&, we will remark on this while stating the subject reduction property in Section 2.3.5 later. Like the simple dependency case above, this restricted type theory is useful too; we use it to encode a fragment of intuitionistic linear logic in Section 2.5 later.

2.3.4 Definitional equality

The definitional equality relation that we consider here is the \(\beta\)-conversion of terms at all three levels. The definitional equality relation, \(=\), between terms at each respective level is defined to be the symmetric and transitive closure of the parallel nested reduction relation, \(\rightarrow\), defined in Table 2.4 below. We note that, in the \(\beta\)-rules, substitution is performed only for the bound occurrences of \(x\). The transitive closure of \(\rightarrow\) is denoted by \(\rightarrow^*\).

We remark that while \(\beta\)-conversion is sufficient for our current purposes, we foresee little difficulty (other than that for the \(\lambda \Pi\)-calculus [Coq91, Sal90]) in strengthening the definitional equality relationship by the \(\eta\)-rule. We remark on this again in Section 2.3.6 later.

2.3.5 Basic properties of the \(\lambda \Lambda\)-calculus

In this section, we study the basic properties of the \(\lambda \Lambda\)-calculus. The proof techniques are not new and are adapted from Harper et al. [HHP93] for this setting. There are some minor points to note regarding the proofs of the meta-theory. The first point to note is this. As the \(\lambda \Lambda\)-calculus is a conservative extension of the \(\lambda \Pi\)-calculus, the number of cases we have to deal with in the proofs of structural induction is much greater. We concentrate on the \(\Gamma \vdash \epsilon \, M : A\)-fragment of the
type theory (the $\Gamma \vdash \Sigma A:K$-fragment is dealt with quite similarly). Even then, we show only the representative or interesting cases.

Another reason for the large number of cases is the linear dependent aspect of the type theory. For instance, consider the judgement $\Xi, x:A, y:B, \Xi' \vdash \Sigma U:V$ which is obtained via the application of some binary rule. The linearity constraint allows the following: $x$ can linearly occur in one of the types declared in $y:B, \Xi'$ and can linearly occur in $U:V$, and $y$ can linearly occur in one of the types declared in $\Xi'$ and can linearly occur in $U:V$. If no sharing has occurred, then it can be assumed that $x$ and $y$ are sent to separate premise contexts. Sharing complicates the analysis we have to do, though often the argument is still a fairly routine inductive one.

We consider some of the characteristic properties of the reduction relation $\rightarrow$. All three of the following are desirable technical properties, as well as of use in proving the more major results later. We first show that substitution is conserved under reduction.

**Lemma 10** If $U \rightarrow U'$ and $V \rightarrow V'$ then $U[V/x] \rightarrow U'[V'/x]$.

**Proof**: By induction on the length of the proof of $U \rightarrow U'$. We do some representative cases.
U is $\textbf{M}$ Then take $U' = U$ and $U[V/x] \rightarrow U'[V'/x]$ is either $U \rightarrow U'$ or $V \rightarrow V'$.

U is $\lambda y \in A . M$ $U \rightarrow U'$ is inferred by ($\rightarrow M\lambda$). Then $U'$ is of the form $\lambda y \in A' . M'$ and $\lambda y \in A . M \rightarrow \lambda y \in A' . M'$. By induction hypothesis twice we get

$$A[V/x] \rightarrow A'[V'/x]$$

and

$$M[V/x] \rightarrow M'[V'/x]$$

The rule ($\rightarrow M\lambda$) allows us to infer $\lambda y \in A[V/x] . M[V/x] \rightarrow \lambda y \in A'[V'/x] . M'[V'/x]$, which is the same as $(\lambda y \in A . M)[V/x] \rightarrow (\lambda y \in A' . M')[V'/x]$.

U is $\textbf{MN}$ There are two sub-cases to consider.

1. $U \rightarrow U'$ is inferred by ($\rightarrow \text{Mapp}$). Then $U'$ is of the form $M'N'$ and $MN \rightarrow M'N'$.

   By induction hypothesis twice we get

   $$M[V/x] \rightarrow M'[V'/x]$$

   and

   $$N[V/x] \rightarrow N'[V'/x]$$

   The rule ($\rightarrow \text{Mapp}$) allows us to infer $(M[V/x]N[V/x]) \rightarrow (M'[V'/x]N'[V'/x])$, which is the same as $(MN)[V/x] \rightarrow (M'N')[V'/x]$.

2. $U \rightarrow U'$ is inferred by ($\rightarrow M\beta$). Then $U'$ is of the form $M'[N'/y]$ and $(\lambda y \in A . M)N \rightarrow M'[N'/y]$. By induction hypothesis twice we get that

   $$M[V/x] \rightarrow M'[V'/x]$$

   and

   $$N[V/x] \rightarrow N'[V'/x]$$

   The rule ($\rightarrow M\beta$) allows us to infer

   $$(\lambda y \in A . M[V/x]) (N[V/x]) \rightarrow (M[V'/x])[N'[V'/x]/y]$$

   which is the same as $((\lambda y \in A . M)N)[V/x] \rightarrow (M'[N'/y])[V'/x]$. 

\[\square\]
The proof of confluence for the parallel reduction relation $\to$ is an adaption of the combinatorial proof by Stenlund [Ste72], who traces it back to Tait and Martin-Löf [ML75]. The combinatorial approach works as the reduction relation ($\beta$ for Kinds, Types and Objects) is defined disjointly for each of the three levels of terms.

**Lemma 11** ($\to\equiv\circ$) If $U \to U'$ and $U \to U''$ then there exists a $V$ such that $U' \to V$ and $U'' \to V$.

**Proof**: By induction on the sum of the lengths of the proofs of $U \to U'$ and $U \to U''$.

$U$ is $M$ Then take $U' = U'' = M$.

$U$ is $\lambda x \in A.M$ Then we have

$$
\lambda x \in A.M \\
\quad \quad \quad \rightarrow \\
\lambda x \in A'.M'' \\
\quad \quad \quad \quad \rightarrow \\
\lambda x \in A'''.M'''
$$

with $A \to A', A''$ and $M \to M', M''$. By induction hypothesis twice we have that there exists a $A'''$ such that $A' \to A''' \leftarrow A''$ and there exists a $M'''$ such that $M' \to M''' \leftarrow M''$. The result follows by ($\to M\lambda$) if we take $V$ to be $A'' M'''$.

$U$ is $MN$ There are three cases to consider, depending on how $U \to U'$ and $U \to U''$ have been derived by ($\to M app$) and ($\to M\beta$).

1. Both $U \to U'$ and $U \to U''$ are derived by ($\to M app$). Then we have

$$
MN \\
\quad \quad \rightarrow \\
M'N' \\
\quad \quad \quad \rightarrow \\
M''N''
$$

with $M \to M', M''$ and $N \to N', N''$. By induction hypothesis twice we have that there exists a $M''$ such that $M' \to M''' \leftarrow M''$ and there exists a $N'''$ such that $N' \to N''' \leftarrow N''$. The result follows by ($\to M app$) if we take $V$ to be $M''N'''$. 
2. Both \( U \rightarrow U' \) and \( U \rightarrow U'' \) are derived by \((\rightarrow M\beta)\). Then we have

\[
(\lambda x \in A . M)N
\]

\[
\xrightarrow{\eta} M'[N'/x] \quad M''[N''/x]
\]

\[
\xrightarrow{\eta} M''[N''/x]
\]

with \( M \rightarrow M', M'' \) and \( N \rightarrow N', N'' \). By induction hypothesis twice we have that there exists a \( M''' \) such that \( M' \rightarrow M''' \leftarrow M'' \) and there exists a \( N''' \) such that \( N' \rightarrow N''' \leftarrow N'' \). By Lemma 10 we have that \( M'[N'/x] \rightarrow M''[N''/x] \leftarrow M''[N''/x] \) and the result follows for \( V \) as in the diagram above.

3. \( U \rightarrow U' \) follows by \((\rightarrow M\text{app})\) and \( U \rightarrow U'' \) by \((\rightarrow M\beta)\). Then we have

\[
(\lambda x \in A . M)N
\]

\[
\xrightarrow{\eta} (\lambda x \in A' . M')N' \quad M''[N''/x]
\]

\[
\xrightarrow{\eta} M''[N''/x]
\]

with \( M \rightarrow M', M'' \) and \( N \rightarrow N', N'' \). \( \lambda x \in A . M \rightarrow \lambda x \in A' . M' \) is derived by an \((\rightarrow M\lambda)\). By induction hypothesis twice we have that there exists a \( M''' \) such that \( M' \rightarrow M''' \leftarrow M'' \) and there exists a \( N''' \) such that \( N' \rightarrow N''' \leftarrow N'' \). By Lemma 10 we have that \( M''[N''/x] \rightarrow M''[N''/x] \) and by \((\rightarrow M\beta)\) we have that \( (\lambda x \in A' . M')N \rightarrow M''[N''/x] \), so the result follows as in the diagram.

\( U \) is \( \langle M, N \rangle \) Then we have

\[
\langle M, N \rangle
\]

\[
\xrightarrow{\eta} \langle M', N' \rangle \quad \langle M'', N'' \rangle
\]

\[
\xrightarrow{\eta} \langle M''', N''' \rangle
\]

with \( M \rightarrow M', M'' \) and \( N \rightarrow N', N'' \). By induction hypothesis twice we have that there exists a \( M''' \) such that \( M' \rightarrow M''' \leftarrow M'' \) and there exists a \( N''' \) such that \( N' \rightarrow N''' \leftarrow N'' \). The result follows by \((\rightarrow M\&\) if we take \( V \) to be \( \langle M''', N''' \rangle \).
$U$ is $\pi_i M$ $i \in \{0, 1\}$. Then we have

$$
\begin{array}{c}
\pi_i M \\
\pi_i M' \\
\pi_i M'' \\
\pi_i M''' \\
\end{array}
$$

with $M \rightarrow M', M''$ and $N \rightarrow N', N''$. By induction hypothesis we have that there exists a $M''' \mathrel{\rightarrow_{M'}} M'' \leftarrow M''$. The result follows by $(\rightarrow M\pi)$ if we take $V$ to be $\pi_i M'''$. \hfill \Box

The third property of $\rightarrow$, Church-Rosser, follows from confluence.

**Lemma 12 (CR Property)** If $U \rightarrow^* U'_m$ and $U \rightarrow^* U''_n$, then there exists a $V$ such that $U'_m \rightarrow^* V$ and $U''_n \rightarrow^* V$

**Proof**: By an induction on the number of $\beta$-steps. For the base case we just use the Diamond property (confluence). For the inductive step, we assume the hypothesis for $(n + m) - 1$ steps.

$U \rightarrow U''_1 \rightarrow U''_2 \rightarrow \ldots \rightarrow U''_n$

We complete the $n + m$ case by using confluence to fill-in the bottom-right rectangle. \hfill \Box

We consider the admissibility of the structural rules. The following lemma is useful for proving these admissibilities. It analyses how a type assignment for an abstraction can be obtained. It is a specific (part 4) and specialized (for linearity) case of Barendregt's Generation Lemma for Pure Type Systems (PTS) [Bar92].

**Lemma 13 (Inversion)** If $\Gamma \vdash_{\Sigma} \lambda x : A. U : \Lambda x : A. V$, then $\Gamma, x : A \vdash_{\Sigma} U : V$. 
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**Proof** Consider a derivation of $\lambda x \in A. U : \Lambda x \in A. V$. The conversion rules do not change the term $\lambda x \in A. U$. We follow the branch of the derivation until the term $\lambda x \in A. U$ is introduced for the first time. This can be done by an abstraction rule. The conclusion of the abstraction rule is

$$\Gamma \vdash \Sigma \lambda x \in A. U : \Lambda x \in B. W$$

with $\Lambda x \in A. V \equiv \Lambda x \in B. W$. The statement of the lemma follows by inspection of the abstraction. □

We remark that, given the next theorem, the above lemma could allow weakening or contraction in the intuitionistic parts of $\Gamma$.

We recall our earlier comments, in Section 2.2, regarding how the consideration of a particular language allows us to admit certain structural rules. The next theorem details this for the $\lambda\Lambda$-calculus. We comment on the form of the admissible structural rules. The exchange and contraction rules are inherited from dependent and linear type theory, respectively. The rule for weakening requires that the context for proving the well-typedness of $A$ is entirely intuitionistic. The rule for dereliction requires the derelicting of the free variables in the linear type too. Cut comes in two forms, one for cutting a linear variable and one for cutting an exponential one. The rules are read according to the current binding strategy. The extra side-conditions for exchange enforce the context well-formedness in accordance with the left-most binding strategy.

**Theorem 14 (Structural Admissibilities)** The following structural rules are admissible:

1. **Exchange:** If $\Gamma, x \in A, y \in B, \Delta \vdash \Sigma U : V$, then $\Gamma, y \in B, x \in A, \Delta \vdash \Sigma U : V$, provided $x \notin FV(B)$, $y \notin FV(A)$ and $\Gamma \vdash \Sigma B$ Type;

2. **Weakening:** If $\Gamma \vdash \Sigma U : V$ and $! \Delta \vdash \Sigma A$ Type, then $\Xi, x ! A \vdash \Sigma U : V$, where $[\Xi ; \Gamma ; ! \Delta]$;

3. **Dereliction:** If $\Gamma, x ! A \vdash \Sigma U : V$, then $\Gamma', x ! A \vdash \Sigma U : V$, where $\Gamma'$ is $\Gamma$ in which the free variables of $A$ have been derelicted too;

4. **Contraction:** If $\Gamma, x ! A, y ! A \vdash \Sigma U : V$, then $\Gamma, x ! A \vdash \Sigma (U : V)[x/y]$;

5. **Cut:** If $\Pi(\Delta[N/x])$ is a sub-proof of $\Delta, x : A, \Delta' \vdash \Sigma U : V$ and $\Gamma \vdash \Sigma N : A$, then $\Xi \vdash \Sigma (U : V)[N/x]$, where $[\Xi', \Gamma; \Delta, \Delta'[N/x]]$ and $\Xi = \Xi' \setminus (\kappa(\Gamma, (\Delta, \Delta'[N/x])))$;

6. **Cut!:** If $\Delta, x ! A, \Delta' \vdash \Sigma U : V$ and $! \Gamma \vdash \Sigma N : A$, then $\Xi \vdash \Sigma (U : V)[N/x]$, where $[\Xi; \Gamma; \Delta, \Delta'[N/x]]$. 


**Proof** By induction on the structure of the proof of the premisses. We do some representative cases.

Admissibility of Weakening:

\[(Mc) \quad \Gamma \vdash \Sigma: c:B \text{ because } \vdash \Sigma! \Gamma \text{ context with } c!B \in \Sigma. \text{ Then we construct}
\]

\[
\frac{\vdash \Sigma! \Gamma \text{ context} \quad \Delta \vdash \Sigma A: \text{Type}}{
\vdash \Sigma, x!A \text{ context} \quad (\Gamma A!)}
\]

\[
\frac{\vdash \Sigma, x!A \text{ context} \quad (Mc)}{
\Xi, x!A \vdash \Sigma c:B}
\]

with \([\Xi; \Gamma; \Delta]\) the side-condition for the \((\Gamma A!))\) application.

\[(MVar) \quad \Gamma, y:B \vdash \Sigma y:B \text{ because } \Gamma \vdash \Sigma B: \text{Type. By induction hypothesis we have that}
\]

\[
\Xi, x!A \vdash \Sigma B: \text{Type}
\]

Then we construct

\[
\Xi, x!A \vdash \Sigma B: \text{Type} \quad (MVar)
\]

\[
\Xi, x!A, y:B \vdash \Sigma y:B \quad X
\]

\[
\Xi, y:B, x!A \vdash \Sigma y:B
\]

The exchange in the last step is possible as the \(B\) cannot depend on this particular \(x\). If it did, then the initial judgement \(\Gamma \vdash \Sigma B: \text{Type}\) would not be correct.

\[(M\lambda A) \quad \Gamma \vdash \Sigma \lambda y:B.M : \Lambda y:B.C \text{ because } \Gamma, y:B \vdash \Sigma M:C. \text{ By induction hypothesis we have}
\]

\[
\Xi, y:B, x!A \vdash \Sigma M:C. \text{ Then we construct}
\]

\[
\Xi, y:B, x!A \vdash \Sigma M:C
\]

\[
\Xi, x!A, y:B \vdash \Sigma M:C \quad X
\]

\[
\Xi, x!A \vdash \Sigma \lambda y:B.C : \Lambda y.M : C \quad (M\lambda A)
\]

The exchange in the first step is possible as the \(A\) cannot be dependent on this particular \(y\). As we have the judgement \(\Delta \vdash \Sigma A: \text{Type}\), any variable that \(A\) is dependent upon must be in \(\Delta\) already.

\[(M\Lambda E) \quad \Gamma \vdash \Sigma MN : C[N/y] \text{ because } \Phi \vdash \Sigma B : \Lambda y:B.C \text{ and } \Psi \vdash \Sigma N:B, \text{ with } [\Gamma; \Phi; \Psi]. \text{ By induction hypothesis twice, we have}
\]

\[
\Phi', x!A \vdash \Sigma M : \Lambda y:B.C
\]
and

$$\Psi', x!A \vdash \Sigma N : B$$

where $\Phi'$ is the $\kappa$-sensitive join of $\Phi$ and $!\Delta$, and $\Psi'$ is the $\kappa$-sensitive join of $\Psi$ and $!\Delta$.

Then we use $(M\Lambda \Sigma)$ to construct

$$\Phi', x!A \vdash \Sigma M : \Lambda y:B.C \quad \Psi', x!A \vdash \Sigma N : B$$

$$\Xi, x!A \vdash \Sigma MN : C[N/y]$$

where $[\Sigma'; \Phi'; \Psi']$ and $\Xi = \Xi \setminus (\Phi', \Psi')$.

Admissibility of Dereliction:

$(M\text{Var})$ $\Gamma, x:A \vdash \Sigma x:x:A$ because $\Gamma \vdash \Sigma A:Type$. In the case where there are no free variables in $A$, we just use $(M\text{Var!})$ to get $\Gamma, x!A \vdash \Sigma x:A$.

Now suppose $y \in FV(A)$. If $y$ is of an intuitionistic type then we are done. Otherwise, we consider the step where the $y$ is introduced and replace the application of $(M\text{Var})$ with $(M\text{Var!})$.

$(M\Lambda \Lambda I)$ $\Gamma, x:A \vdash \Sigma \lambda y:B.M : \Lambda y:B.C$ because $\Gamma, x:A, y:B \vdash \Sigma M:C$. There are two sub-cases, depending on how the linear variables $x:A$ is consumed.

1. $x \not\in FV(B)$. That is, $x$ has a linear occurrence in $M:C$. An Exchange puts the judgement in the form where we can apply the induction hypothesis. So we get $\Gamma', y:B, x!A \vdash \Sigma M:C$, where $\Gamma'$ is $\Gamma$ with the $z \in LFV(A)$ are derelicted too. Then we apply Exchange and $(M\lambda\Lambda I)$ to get $\Gamma', x!A \vdash \Sigma \lambda y:B.M : \Lambda y:B.C$.

2. $x \in FV(B)$. This case is argued similarly to the one before.

Admissibility of Contraction:

$(M\text{c})$ Suppose $!\Gamma, x!A, y!A \vdash \Sigma c:A$ because $\vdash \Sigma!\Gamma, x!A, y!A$ context, with $c!A \in \Sigma$. The context validity judgement can only have been constructed by a series of applications of $(\Gamma!)$, the last of which would be

$$\vdash \Sigma!\Phi, x!A \vdash \Sigma A:Type$$

$$\vdash \Sigma!\Gamma, x!A \vdash \Sigma A \vdash \Sigma!\Gamma, x!A \vdash \Sigma A$$

where the most general (JOIN-!) clause has been used to join the contexts $!\Phi$ and $!\Psi$. The first premise can be used to apply the $(Ac)$ rule. And the use of as many Weakenings and Exchanges as necessary then allow us to construct
which is equivalent to $c:A[x/y]$, the required result.

$(M\land I)$ Suppose $\Gamma, x!A, y!A \vdash_\Sigma \lambda z:B.M \land x:.BC$ because $\Gamma, x!A, y!A, z:B \vdash_\Sigma M:C$. For the case to proceed, we need to make some assumptions regarding the kinds of $B$ and $C$. For example, consider the intutionistic variable $x$: it might not occur at all (so, $B:\text{Type}$); it might linearly occur in $B$ (so, $B:\land x!A:\text{Type}$); it might linearly occur in $M:C$ (so the type of $M$ is really $\land x!A:\text{Type}$; lastly, both of the two previous cases could occur. The same argument applies in the case of $y$. We basically have to consider $2 \times 4$ sub-cases generated by these intutionistic variables, ranging from the minimum $B:\text{Type}, C:B \rightarrow \text{Type}$, to the maximum $B:A \rightarrow !A \rightarrow \text{Type}, C:A \rightarrow !A \rightarrow (Bxy) \rightarrow \text{Type}$. We consider both of these cases below.

1. Suppose none of the exponential variables $x$ and $y$ are used. Modulo $(M \equiv)$, the last rule applied could only have been a $(M\land E)$. The second, argument premise of which could only have been derived by a $(MVar)$:

\[
\begin{align*}
& \Phi, x!A, y!A \vdash_\Sigma B:\text{Type} \\
& \Phi, x!A, y!A \vdash_\Sigma M':\land z':B.C \\
& \Phi, x!A, y!A, z:B \vdash_\Sigma z:B \\
& \Gamma, x!A, y!A, z:B \vdash_\Sigma M:C[z/z']
\end{align*}
\]

Both premises of the above derivation are now in a form to which the induction hypothesis can be applied. Using induction hypothesis twice, the definition of substitution, and the rules $(MVar)$ and $(A\land E)$ allows us to reconstruct this derivation as

\[
\begin{align*}
& \Phi, x!A \vdash_\Sigma (B:\text{Type})[x/y] \\
& \Phi, x!A \vdash_\Sigma (M':\land z':B.C)[x/y] \\
& \Phi, x!A, z:B \vdash_\Sigma (z:B)[x/y] \\
& \Gamma, x!A, z:B \vdash_\Sigma (M:C[z/z'])[x/y]
\end{align*}
\]

which is the required result.

2. This sub-case is argued similarly to the one above. We omit the details.
Admissibility of Cut:

\[(MVar) \Delta, x:A \vdash_\Sigma x:A \text{ because } \Delta \vdash_\Sigma A:\text{Type. We have to show that } \Xi \vdash_\Sigma (x:A)[M/x]. \text{ This follows from the assumption } \Gamma \vdash_\Sigma M:A \text{ with the } \Xi = \Xi \setminus \kappa(\Gamma, \Delta) \text{ side-condition needed to remove the excess occurrences in } \Gamma \text{ which type } A;\]

\[(MAE) \Delta, x:A, \Delta' \vdash_\Sigma MN : C[N/y] \text{ because } \Phi \vdash_\Sigma M : \Lambda y:B.C \text{ and } \Psi \vdash_\Sigma N:B, \text{ with } [\Delta, x:A, \Delta'; \Phi; \Psi].\]

There are two sub-cases to consider, depending on whether or not \( x \) is a shared variable, as regulated by \( \kappa \).

1. For the non-sharing case, the proof proceeds according to which context the \( x:A \) is sent to. So suppose \( x:A \in \Phi \) (the case for \( x:A \in \Psi \) is similar). By induction hypothesis we get \( Y \vdash_\Sigma (M : \Lambda y:B.C)[M/x], \) where \( [Y; \Phi_0, \Phi_n[M/x]; \Gamma] \) and \( \Phi = \Phi_0, x:A, \Phi_n \).

   Then we use (\( MAE \)) to construct \( \Xi \vdash_\Sigma (MN : (C[N/x]))[M/x], \) with \( \Xi; Y; \Psi \). We have elided the details of substitution.

2. For the sharing case, \( x:A \) will be sent to both branches. That is, \( x:A \in \Phi \) and \( x:A \in \Psi \).

   The argument then proceeds as above, using the induction hypothesis on each branch.

\( \square \)

We now consider some standard type-theoretic properties, concluding with strong normalization and, hence, decidability.

The first part of the following lemma states that whenever we have a judgement of the general form \( \Gamma \vdash_\Sigma U:V \) then the context \( \Gamma \) is valid. The usual way of stating this is to have the judgement \( \vdash_\Sigma \Gamma \) context as the conclusion. But as the \( \lambda \)-calculus is weaker than intuitionistic type theories, all we can state is that the constituent parts of the context \( \Gamma \) are valid contexts and that they join together to form the context \( \Gamma \). Contrast this result with Harper et al.'s Lemma A.2.2. The second part of the lemma states that only valid contexts are allowed to be constructed.

**Lemma 15 (Subderivation property I)**

1. If \( \Gamma \vdash_\Sigma U:V \), then \( \vdash_\Sigma \Gamma_0 \text{ context, } \cdots \vdash_\Sigma \Gamma_n \text{ context, where the } \Gamma_i \text{ contexts join together, with respect to sharing, to form the context } \Gamma. \)

2. If \( \vdash_\Sigma \Gamma, x:A \text{ context, then } \Delta \vdash_\Sigma A:\text{Type, with } \Delta \subseteq \Gamma. \)

**Proof** By induction on the structure of the proof of the premisses.
1. We do some of the representative cases.

\((Mc)\) \(\Gamma \vdash_{\Sigma} \text{c:}A\) because \(\vdash_{\Sigma} \Gamma\) context, with \(c \Gamma \in \Sigma\).

\((M\text{Var})\) \(\Gamma, xA \vdash_{\Sigma} xA\) because \(\Gamma \vdash_{\Sigma} A: \text{Type}\). Then we use \((GA)\) to get

\[
\frac{\vdash_{\Sigma} \in \text{context} \quad \Gamma \vdash_{\Sigma} A: \text{Type}}{\vdash_{\Sigma} \Gamma, xA \text{ context}}
\]

which is the required judgement.

\((M\lambda A I)\) \(\Gamma \vdash_{\Sigma} \lambda xA. M \ \Delta x. AB\) because \(\Gamma, xA \vdash_{\Sigma} M: B\). By induction hypothesis, we get

that \(\vdash_{\Sigma} \Gamma_0 \cdots \vdash_{\Sigma} \Gamma_i, xA \text{ context} \cdots \vdash_{\Sigma} \Gamma_n \text{ context}\). The \(i^\text{th}\) judgement could only have been formed by an application of the \((\Gamma A)\) rule

\[
\frac{\vdash_{\Sigma} \Phi \text{ context} \quad \Psi \vdash_{\Sigma} A: \text{Type}}{\vdash_{\Sigma} \Gamma_1, xA \text{ context}}
\]

with \([\Gamma_i; \Phi; \Psi]\) and \(\Gamma_i = \Gamma_j \backslash \lambda (\Phi, \Psi)\). By induction hypothesis again, we have that

\(\vdash_{\Sigma} \Psi_0 \text{ context} \cdots \vdash_{\Sigma} \Psi_m \text{ context}\), with the \(\Psi_j\) joining together to form the context \(\Psi\).

\((M\Delta E)\) \(\Xi \vdash_{\Sigma} (MN) B [N/x]\) because \(\Gamma \vdash_{\Sigma} M \ \Delta x. AB\) and \(\Delta \vdash_{\Sigma} N: A\), with \([\Xi; \Gamma; \Delta]\) and \(\Xi = \Xi \backslash \lambda (\Gamma, \Delta)\). By induction hypothesis twice we have that \(\vdash_{\Sigma} \Gamma_i \text{ context} \text{ and } \vdash_{\Sigma} \Delta_j \text{ context, with the } \Gamma_i \text{ joining together to form } \Gamma \text{ and the } \Delta_j \text{ joining together to form } \Delta\).

2. There are only the two context-formation rules to consider.

\((\Gamma A)\) \(\vdash_{\Sigma} \Xi, xA \text{ context because } \vdash_{\Sigma} \Gamma \text{ context and } \Delta \vdash_{\Sigma} A: \text{Type, with } [\Xi; \Gamma; \Delta]\). The second of these premisses provides us with the required judgement.

\((\Gamma A!\) Similar to \((\Gamma A)\) case above. \(\vdash_{\Sigma} \Xi, xA \text{ context because } \vdash_{\Sigma} \Gamma \text{ context and } \Delta \vdash_{\Sigma} A: \text{Type, with } [\Xi; \Gamma; \Delta]\). The second of these premisses provides us with the required judgement. \(\square\)

The following lemma says that every inhabited term is either a kind or a type. It makes explicit use of the Cut(1) rules for the inductive cases.

Lemma 16 (Subderivation property II)

1. If \(\Gamma \vdash_{\Sigma} A: K\), then \(\Delta \vdash_{\Sigma} K\) Kind.
2. If $\Gamma \vdash_\Sigma M : A$, then $\Delta \vdash_\Sigma A : \text{Type}$.

where $\Delta \subseteq \Gamma$.

**Proof** By induction on the structure on the proof of the premisses. We do some representative cases for the $M : A$-part of the lemma.

(Mc) $\Gamma \vdash_\Sigma c : A$ because $\vdash_\Sigma \Gamma$ context and $c!A \in \Sigma$. We unfold the context-forming derivation which has $\vdash_\Sigma \Gamma$ context as its root until we arrive at the judgement $\vdash \Sigma \text{sig}$, with $\Sigma = \Sigma_0, c!a, \Sigma_n \text{sig}$, for some $n$. Again, we unfold this signature-forming derivation, until we arrive at

$$
\frac{
\vdash \Sigma_0 \text{sig} \quad \vdash \Sigma_0, c!A \text{ sig} 
}{
\vdash \Sigma_0, c!A, \Sigma_n \text{ sig}
}$$

which is the required result.

(MVar) Immediate: $\Gamma, x : A$ because $\Gamma \vdash_\Sigma A : \text{Type}$.

(MA\Lambda I) $\Gamma \vdash_\Sigma \lambda x : A . M : \Lambda x : A . B$ because $\Gamma, x : A \vdash_\Sigma M : B$, with $\Gamma' \subseteq \Gamma$. By induction hypothesis we have that $\Gamma', x : A \vdash_\Sigma B : \text{Type}$. Then we use (AAI) to construct

$$
\frac{
\Gamma', x : A \vdash_\Sigma B : \text{Type}
}{
\Gamma' \vdash_\Sigma \Lambda x : A . B : \text{Type}
}$$

(M\Lambda E) $\exists \vdash_\Sigma MN : B[N/x]$ because $\Gamma \vdash_\Sigma M \Lambda x : A . B$ and $\Delta \vdash_\Sigma N : A$, with $[\Xi'; \Gamma; \Delta]$ and $\Xi = \Xi' \backslash \kappa(\Gamma, \Delta)$. By induction hypothesis we have that

$$
\Gamma' \vdash_\Sigma \Lambda x : A . B : \text{Type}
$$

with $\Gamma' \subseteq \Gamma$. By inversion, we obtain

$$
\Gamma', x : A \vdash_\Sigma B : \text{Type}
$$

as its premiss. Then we use the cut rule to construct

$$
\frac{
\Delta \vdash_\Sigma N : A \quad \Gamma', x : A \vdash_\Sigma B : \text{Type}
}{
\Xi' \vdash_\Sigma B[N/x] : \text{Type}
}$$

with $[\Xi''; \Delta; \Gamma']$ and $\Xi' = \Xi'' \backslash \kappa(\Delta, \Gamma')$. It should be clear that $\Xi' \subseteq \Xi$. $\square$
A natural algorithm for type-checking proceeds by calculating a type for a term, and then comparing this type to the assigned type. This approach relies on the Unicity of Types and Kinds property of the type system. The following lemma is useful in proving that Unicity.

Lemma 17 (Unicity of Domains) If $\forall x: A. U \equiv \forall x: B. V$, then $A \equiv B$ and $U \equiv V$.

Proof By the confluence of $\rightarrow^*$, there exists an $E$ such that $\forall x: A. U \rightarrow^* E$ and $\forall x: B. V \rightarrow^* E$. This is only possible if $E$ is of the form $\forall x: C. W$ and $A \rightarrow^* C, B \rightarrow^* C, U \rightarrow^* W$ and $V \rightarrow^* W$, which implies the claim. \qed

In [Bar92], Unicity of Types is proved by relying on the PTS to be single-sorted or functional. The $\lambda\mu$-calculus is single-sorted: we only have Type:Kind. But the following argument for Unicity relies more on the characteristic properties of the reduction relation $\rightarrow$.

Lemma 18 (Unicity of Types and Kinds, UT) If $\Gamma \vdash \Sigma U : V$ and $\Gamma \vdash \Sigma U' : V'$, then $V \equiv V'$.

Proof By induction on the structure of the proof of the premisses. We do some representative cases for the $M: A$-fragment.

(Mc) Suppose $\Gamma \vdash \Sigma c : A$ and $\Gamma \vdash \Sigma c : A'$ because $\vdash \Sigma \Gamma$ context, $c! A \in \Sigma$ and $c! A' \in \Sigma$. As there can only be one constant $a$ in $\Sigma$, $A = A'$, and so $A \equiv A'$.

(MVar) Suppose $\Gamma, x : A \vdash \Sigma x : A$ and $\Gamma, x : A \vdash \Sigma x : A'$ because $\Gamma \vdash \Sigma A : Type$. It is immediate that $A = A'$, and so $A \equiv A'$.

(MλI) Suppose $\Gamma \vdash \Sigma \lambda x : A. M \lambda x : AB$ and $\Gamma \vdash \Sigma \lambda x : A. M \lambda x : AB'$ because $\Gamma, x : A \vdash \Sigma M : B$ and $\Gamma x : A \vdash \Sigma M : B'$ respectively. By induction hypothesis we get that $B \equiv B'$. The rule $(\rightarrow AA)$, applied as many times as necessary, then gives us the required result.

(MλE) Suppose $\Xi \vdash \Sigma MN : B[N/x]$ and $\Xi \vdash \Sigma MN : B'[N'/x']$ because $\Gamma \vdash \Sigma M \lambda x : AB, \Delta \vdash \Sigma N : A \Gamma \vdash \Sigma M \lambda x : A'B'$ and $\Delta \vdash \Sigma N : A'$, where $\Xi$ is the $\kappa$-sensitive join of $\Gamma$ and $\Delta$. By induction hypothesis twice, we get that $A \equiv A'$ and $\lambda x : A : B \equiv \lambda x' : A' : B'$. By Unicity of Domains we get that $A \equiv A'$ (which we knew already) and $B \equiv B'$. Using Lemma 10 then gives us the required result.

(M&I) Suppose $\Gamma \vdash \Sigma (M, N) : A \& B$ and $\Gamma \vdash \Sigma (M, N) : A' \& B'$ because $\Gamma \vdash \Sigma M : A, \Gamma \vdash \Sigma N : B, \Gamma \vdash \Sigma M : A'$ and $\Gamma \vdash \Sigma N : B'$. By induction hypothesis twice, we get that $A \equiv A'$ and $B \equiv B'$. The rule $(\rightarrow AA)$, used as many times as necessary, then gives us the required result. \qed
Unicity of types and kinds, together with the CR property, allow a derivation of

**Lemma 19 (Extended Unicity of Domains, EUD)** If $\lambda x : A . U$ inhabits $\Lambda x : B . V$, then $A \equiv B$.

**Proof** CR determines, up to definitional equality, the term $\lambda x : A . U$. UT does the same for the type $\Lambda x : B . V$. This is sufficient to allow us to infer the result. $\square$

Our definition (1) of linear occurrence is motivated by the desire for the type theory to have the subject reduction property. However, it is important that no linear variables are lost during reduction. We pause to consider this problem before proceeding to show the property. Consider the following instance of application:

$$
\frac{
\Gamma \vdash \Sigma \lambda x : A . y : A \to B \quad z : A \vdash \Sigma z : A
}{
\Gamma ; z : A \vdash \Sigma (\lambda x : A . y)z : B}
$$

We suppose that the type of the function is $A \to B$. After a $\beta$-reduction, we have $\Gamma ; z : A \vdash \Sigma y : B$, which leaves the $z : A$ hanging. Now, we supposed that $\Gamma \vdash \Sigma \lambda x : A . y : A \to B$ be provable. By inversion, we must then have $\Gamma ; x : A \vdash \Sigma y : B$ provable. By our definition of linear occurrence, this can be so for one (or both) of the following reasons:

1. $x \in FV(y)$, which is not true in this case (but, in general, in simple types we may have a sufficiently complex $M$ for all to be well);

2. $x \in FV(B)$, so the $x$ is consumed by the $B$. That is, the type of the function $\lambda x : A . y$ is not $A \to B$ but rather $\Lambda x : A . B(x)$. So, in (2.1), the conclusion of the application is of the form $\Gamma ; z : A \vdash \Sigma (\lambda x : A . y)z : B[z/x]$ and hence we still have a linear occurrence of $z$.

So it follows that a situation as simple as (2.1), with the loss of an occurrence of a variable from the succedent, cannot arise in the type theory.

The subject reduction property is proved for $\to_1$, the one-step reduction relation in the basic type theory. It can be checked that $\to^*$ and $\to^*_1$ define the same relation.

**Lemma 20 (Subject Reduction)** If $\Gamma \vdash \Sigma U : V$ and $U \to_1 U'$, then $\Gamma \vdash \Sigma U' : V$.

**Proof** By simultaneous induction on the structure of the proof of the premisses. The two main cases are when the last step of the typing derivation is either rule $(MAE)$ or $(M\Lambda ! E)$; and the last reduction step is rule $(\to M\beta)$. We consider the first of these cases. So, suppose

$$
\Sigma \vdash (\lambda x : A . M)N : B \quad \text{and} \quad (\lambda x : A . M)N \to_1 M[N/x]
$$
and the first of these arises because

$$\Gamma \vdash_\Sigma \lambda x:A.M : \Delta x:C.D \quad \text{and} \quad \Delta \vdash_\Sigma N:C$$

with \([\Xi'; \Gamma; \Delta], \Xi = \Xi' \setminus \kappa(\Gamma, \Delta)\) and \(B = D[N/x]\).

By Lemma 13, we have that \(\Gamma, x:A \vdash_\Sigma M : D\). By Lemma 19 we have that \(A \equiv C\) and by the \((M \equiv)\) rule we have that \(\Delta \vdash_\Sigma N:A\). Then we use the Cut rule to construct

$$\frac{\Gamma, x:A \vdash_\Sigma M : D \quad \Delta \vdash_\Sigma N:A \quad \Xi = \Xi' \setminus \kappa(\Gamma, \Delta)}{\Xi \vdash_\Sigma (M[D/N][x])}$$

The conclusion is \(M[N/x]:D[N/x]\).

The type theory extended with \(1:T\), the unit of \&, does not have the stated subject reduction property. The reason is illustrated by the following derivation, in which we assume that \(A!\text{Type} \in \Sigma:\)

$$\vdash_\Sigma \Gamma, x:A$$ context

$$\frac{}{\Gamma, x:A \vdash_\Sigma 1:T}$$

$$\frac{\Gamma \vdash_\Sigma \lambda x:A.1 : A \rightarrow T \quad \Xi \vdash_\Sigma \Xi}{\Gamma \vdash_\Sigma (\lambda x:A.1)x : T}$$

After a \(\beta\)-reduction we have \(\Gamma, z:A \vdash_\Sigma 1:T\), and the \(z\) is left hanging. However, we conjecture that such an extended type theory will have a weaker form of subject reduction, in which \(\Gamma' \subseteq \Gamma\). The conjecture arises from a consideration of cut-elimination in linear type theory in the presence of \(1:T\). The point is that \(\beta\)-reduction in an example such as the one above effects not only terms but also proofs and so should therefore properly be considered an inference rule of the type theory.

All reduction sequences in the type theory terminate:

**Theorem 21 (Strong Normalization)** All valid terms are strongly normalizing:

1. If \(\Gamma \vdash_\Sigma K\) Kind, then K is strongly normalizing;

2. If \(\Gamma \vdash_\Sigma U:V\), then U is strongly normalizing.

The proof idea, again, a variation on an argument by Harper et al. [HHP93], is to define a faithful “dependency- and linearity-less” translation \(\tau\) of kinds and type families to \(S\), the set of simple types constructed by \(\times\) and \(\rightarrow\) over a given base type \(\omega\), and \(|.|\), of type families and
objects to $\Lambda(K)$, the set of untyped $\lambda$-terms over a set of constants $K = \{\pi_\sigma | \sigma \in \Sigma\}$. Let $\vdash^{\lambda}$ denote type assignment following Curry (with products) together with the infinite set of rules for $K$

$$\vdash^{\lambda} \pi_\sigma : \omega \rightarrow (\sigma \rightarrow \omega) \rightarrow \omega$$

for each $\sigma \in \Sigma$.

**Definition 22 (Translation to simple types)**

$$\tau : K \rightarrow S$$

$$\tau(\text{Type}) = \omega$$

$$\tau(\Lambda x \in A . K) = \tau(A) \rightarrow \tau(K)$$

$$\tau : A \rightarrow S$$

$$\tau(a) = a$$

$$\tau(\Lambda x \in A . B) = \tau(A) \rightarrow \tau(B)$$

$$\tau(\lambda x \in A . B) = \tau(B)$$

$$\tau(\Lambda M) = \tau(A)$$

$$\tau(A \& B) = \tau(A) \times \tau(B)$$

$$|.| : A \rightarrow \Lambda(K)$$

$$|a| = a$$

$$|\Lambda x \in A . B| = \pi_{\tau(A)} |A| (\lambda x , |B|)$$

$$|\lambda x \in A . B| = (\lambda y , \lambda x . |B|) |A| \quad y \not\in \text{FV}(B)$$

$$|AM| = |A| |M|$$

$$|A \& B| = |A| \times |B|$$

$$|.| : M \rightarrow \Lambda(K)$$

$$|c| = c$$

$$|x| = x$$

$$|\lambda x \in A . M| = (\lambda y , \lambda x . |M|) |A| \quad y \not\in \text{FV}(M)$$

$$|MN| = |M| |N|$$

$$|(M, N)| = (|M|, |N|)$$

$$|\pi_i M| = \pi_i |M| \quad i \in \{0, 1\}$$

The translation embeds the $\lambda\Lambda$-calculus into such Curry-typable terms of the untyped $\lambda$-calculus in a structure preserving way. The dependency aspect is lost by, for instance, forgetting about the variable $x$ in the term $\Lambda x : A . B$. The linear aspect is lost by translating linear and intuitionistic variables in exactly the same manner.
We refer also to Troelstra and Schwichtenberg for the technique of strong normalization by translation [TS96]. We will use this technique again when we remark on extending Church-Rosser to \( \eta \)-conversion, in Section 2.3.6 later.

We note some minor technicalities to do with the translation. The translation of \( \Gamma \vdash \Lambda \Sigma U : V \) is given by \( \tau(\Sigma), \tau(\Gamma) \vdash^\lambda [(U) : \tau(V)] \). The translation of the signature and context is the obvious one: \( \tau(\emptyset) = \emptyset \); \( \tau(\Gamma, x \in A) = \tau(\Gamma), x : \tau(A) \) and \( \tau(\Sigma, c! A) = \tau(\Sigma), c : \tau(A) \). The binding strategy is utilized to give occurrences unique names.

The next two lemmata show that the translation is sufficiently faithful. We will abuse notation somewhat and take the symbols such as \( \equiv, \rightarrow, [M/x] \), etc. to mean similar relations in the simply-typed \( \lambda \)-calculus.

**Lemma 23**

1. If \( A \equiv A' \), then \( \tau(A) = \tau(A') \).

2. If \( K \equiv K' \), then \( \tau(K) = \tau(K') \).

**Proof** By induction on the structure of the proofs that if \( A \rightarrow A' \), then \( \tau(A) = \tau(A') \) and that if \( K \rightarrow K' \) then, \( \tau(K) = \tau(K') \). The lemma follows from the fact that \( \equiv \) is defined to be the symmetric and transitive closure of \( \rightarrow \). We do some representative cases.

\((\rightarrow \text{refl})\) If \( a \rightarrow a \), then \( \tau(a) = \tau(a') \) immediately.

\((\rightarrow AA)\) \( \Lambda x \in A . B \rightarrow \Lambda x \in A' . B' \) because \( A \rightarrow A' \) and \( B \rightarrow B' \). By induction hypothesis twice we have \( \tau(A) = \tau(A') \) and \( \tau(B) = \tau(B') \). Then

\[
\begin{align*}
\tau(\Lambda x \in A . B) &= \tau(A) \rightarrow \tau(B) \quad \tau \\
&= \tau(A') \rightarrow \tau(B') \quad \text{IH} \times 2 \\
&= \tau(\Lambda x \in A' . B') \quad \tau
\end{align*}
\]

\((\rightarrow A\lambda)\) \( \lambda x \in A . B \rightarrow \lambda x \in A' . B' \) because \( A \rightarrow A' \) and \( B \rightarrow B' \). By induction hypothesis twice we have \( \tau(A) = \tau(A') \) and \( \tau(B) = \tau(B') \). Then

\[
\begin{align*}
\tau(\lambda x \in A . B) &= \tau(B) \quad \tau \\
&= \tau(B') \quad \text{IH} \\
&= \tau(\lambda x \in A' . B') \quad \tau
\end{align*}
\]
(→ Aapp) $AM \rightarrow A'M'$ because $A \rightarrow A'$ and $M \rightarrow M'$. By induction hypothesis twice we have $	au(A) = \tau(A')$ and $	au(M) = \tau(M')$. Then

\[
\begin{align*}
\tau(AM) & = \tau(A) \quad \tau \\
& = \tau(A') \quad IH \\
& = \tau(A'M') \quad \tau
\end{align*}
\]

(→ Aβ) $(\lambda x \in A.B)N \rightarrow B'[N'/x]$ because $B \rightarrow B'$ and $N \rightarrow N'$. By induction hypothesis twice we have $	au(B) = \tau(B')$ and $	au(N) = \tau(N')$. Then

\[
\begin{align*}
\tau((\lambda x \in A.B)N) & = \tau(\lambda x \in A.B) \quad \tau \\
& = \tau(B) \quad \tau \\
& = \tau(B') \quad IH \\
& = \tau((\lambda x \in A'.B')N') \quad \tau \\
& = \tau(B'[N'/x]) \quad \rightarrow
\end{align*}
\]

(→ A&) $A&B \rightarrow A'&B'$ because $A \rightarrow A'$ and $B \rightarrow B'$. By induction hypothesis twice we have $	au(A) = \tau(A')$ and $	au(B) = \tau(B')$. Then

\[
\begin{align*}
\tau(A&B) & = \tau(A) \times \tau(B) \quad \tau \\
& = \tau(A') \times \tau(B') \quad IH \times 2 \\
& = \tau(A'&B') \quad \tau
\end{align*}
\]

\[\square\]

**Lemma 24**


**Proof** By induction on the structure of $M$ and $B$ respectively. We do some representative cases.

$M = \lambda y : A.M$

\[
\begin{align*}
|\lambda y : A.M[N/x]| & = |\lambda y : A[N/x].M[N/x]| \quad \text{subs} \\
& = (\lambda z : \lambda y : M[N/x]).[A[N/x]] \quad \|\| \\
& = (\lambda z : \lambda y : M[[N]/x]).[A[[N]/x]] \quad IH \times 2 \\
& = (\lambda z : \lambda y : M)[[N]/x].[A[[N]/x]] \quad \text{subs} \\
& = (\lambda z : \lambda y : M)[[N]/x].[A[[N]/x]] \quad \text{subs} \\
& = |\lambda y : A.M[[N]/x]] \quad \|\|
\end{align*}
\]
$M = PQ$

\[
(PQ)[N/x] = \text{subs} \\
= P[N/x]Q[N/x] \quad \text{|-|} \\
= P[[N/x]Q[[N/x]] \quad IH \times 2 \\
= (PQ)[[N/x]] \quad \text{subs} \\
= PQ[[N/x]] \quad \tau
\]

$M = \langle P, Q \rangle$

\[
(PQ)[N/x] = \text{subs} \\
= \langle P[N/x], Q[N/x] \rangle \quad \text{|-|} \\
= \langle P[[N/x]], Q[[N/x]] \rangle \quad IH \times 2 \\
= \langle P, Q \rangle[[N/x]] \quad \text{subs} \\
= \langle P, Q \rangle[[N/x]] \quad \text{|-|}
\]

The next lemma shows the consistency of the translation.

**Lemma 25**

1. If $\Gamma \vdash_\Sigma A: K$, then $\tau(\Sigma), \tau(\Gamma) \vdash_{\lambda} |A|: \tau(K)$.

2. If $\Gamma \vdash_\Sigma M:A$ then, $\tau(\Sigma), \tau(\Gamma) \vdash_{\lambda} |M|: \tau(A)$.

**Proof** By induction on the structure of the proof of the premisses. We illustrate the argument with a few representative cases.

(Mc) $\Gamma \vdash_\Sigma c:A$ because $\vdash_\Sigma \Gamma$ context, with $c!A \in \Sigma$. Trivial, as $\tau(A)$ is always a well-formed type.

(MAλI) $\Gamma \vdash_\Sigma \lambda x.A.M : \Lambda x.A.B$ because $\Gamma, x:A \vdash_\Sigma M:B$. By induction hypothesis we have that

$\tau(\Sigma), \tau(\Gamma), x:\tau(A) \vdash_{\lambda} |M| : \tau(B)$

Therefore

$\tau(\Sigma), \tau(\Gamma) \vdash_{\lambda} \lambda x.|M| : \tau(A) \rightarrow \tau(B)$

and

$\tau(\Sigma), \tau(\Gamma) \vdash_{\lambda} (\lambda y.\lambda x.|M|)|A| : \tau(A) \rightarrow \tau(B)$

which is $\tau(\Sigma), \tau(\Gamma) \vdash_{\lambda} |\lambda x.A.M| : \tau(\Lambda x.A.B)$.
(MΛE) \( \Sigma \vdash \Delta MN : B[N/x] \) because \( \Gamma \vdash \Delta M : \Lambda x.A.K \) and \( \Delta \vdash \Sigma N : A \), with \( [\Sigma'; \Gamma; \Delta] \) and \( \Xi = \Xi' \setminus \kappa(\Gamma, \Delta) \). By induction hypothesis twice we have

\[
\tau(\Sigma), \tau(\Gamma) \vdash^\lambda [M] : \tau(A) \rightarrow \tau(B)
\]

and

\[
\tau(\Sigma), \tau(\Delta) \vdash^\lambda [N] : \tau(A)
\]

Then we construct

\[
\begin{array}{c}
\tau(\Sigma), \tau(\Gamma) \vdash^\lambda [M] : \tau(A) \rightarrow \tau(B) \\
\tau(\Sigma), \tau(\Delta) \vdash^\lambda [N] : \tau(A)
\end{array}
\]

\[
\frac{\text{W}}{\tau(\Sigma), \tau(\Delta), \tau(\Gamma) \vdash^\lambda [MN] : \tau(B[N/x])}
\]

where the double line indicates a series of applications of the indicated rule. The weakenings (W) introduce \( \tau(\Delta) \) and \( \tau(\Gamma) \) into the left and right proofs respectively. The exchanges (X) and contractions (C) are used to eliminate duplicate (intuitionistic, in the original type theory) variables. These are necessary so as to get the premisses of the \( \rightarrow \)-elimination rule into additive form. The conclusion of the proof tree is \( \tau(\Sigma), \tau(\Xi) \vdash^\lambda [MN] : \tau(B[N/x]) \), as required. And \( \tau(B) = \tau(B[N/x]) \) as there is no type dependency in the simply-typed \( \lambda \)-calculus.

(M&I) \( \Gamma \vdash \langle M, N \rangle : A \& B \) because \( \Gamma \vdash \Delta M : A \) and \( \Gamma \vdash \Sigma N : B \). By induction hypothesis twice we have

\[
\tau(\Sigma), \tau(\Gamma) \vdash^\lambda [M] : \tau(A)
\]

and

\[
\tau(\Sigma), \tau(\Gamma) \vdash^\lambda [N] : \tau(B)
\]

The rule for \( \times \)-introduction then gives us that \( \tau(\Sigma), \Gamma \vdash^\lambda \langle [M], [N] \rangle : \tau(A) \times \tau(B) \), which is \( \tau(\Sigma), \tau(\Sigma), \tau(\Gamma) \vdash^\lambda \langle [M, N] \rangle : \tau(A \& B) \).

The extra combinatorial complexity of \( \lambda \Lambda \)-calculus terms owing to the possibility of reductions within type labels is not lost by the translation.

**Lemma 26**

1. If \( A \rightarrow_1 A' \), then \( [A] \rightarrow_1^+ [A'] \).

2. If \( M \rightarrow_1 M' \), then \( [M] \rightarrow_1^+ [M'] \).
where $\rightarrow^+_1$ is the transitive closure of $\rightarrow_1$ for the untyped $\lambda$-calculus.

**Proof** By induction on the proof of $A \rightarrow_1 A'$ and $M \rightarrow_1 M'$. The only non-trivial cases arise when the last rule applied is one of the $\beta$-rules, or one of the $\Lambda$-rules. In the first case we have, for example,

$$\frac{}{(\lambda x : A. M)[N] \rightarrow^+_1 (\lambda x. [M])[N] \rightarrow^+_1 [M][N/x]}$$

which is $[M[N/x]]$, by Lemma 24. In the second case, Lemma 23 suffices for the result. \qed

We can now give the proof of strong normalization. Suppose there was an infinite reduction in the $\lambda\Lambda$-calculus. Then this would be translated into a reduction in the simply-typed $\lambda$-calculus. As the translation is faithful, the reduction in the simply-typed $\lambda$-calculus would be infinite too. But this cannot be so, as the simply-typed $\lambda$-calculus with pairing is known to be strongly normalizing [Gan80]. So there cannot be an infinite reduction in the $\lambda\Lambda$-calculus.

Predicativity arises as a corollary of Theorem 21. Finally, we have:

**Theorem 27 (Decidability)** All assertions of the $\lambda\Lambda$-calculus are decidable.

**Proof** The argument is the same as for the $\lambda\Pi$-calculus. We observe that, firstly, the complexity of the proof of a judgement is determined by proofs of strictly smaller measure; and, secondly, the form of a judgement completely determines its proof. The main method underlying this argument involves replacing the conversion rules with a (better behaved) normal-order reduction strategy. \qed

2.3.6 A remark on $\eta$-conversion

We remark that we can extend the definitional equality of the $\lambda\Lambda$-calculus with $\eta$-conversion and show that decidability still holds for the resulting type theory.

Recall that decidability relies on Strong Normalization and Church-Rosser. The previous proof of Strong Normalization is modular, so can be retained. Church-Rosser, however, only holds for well-typed terms. In the $\lambda\Pi$-calculus case, establishing Church-Rosser involves a complicated argument assuming strengthening in order to prove a substantial amount of the metatheory before Church-Rosser for typed terms can be shown [HH93, Sai90]. In our case, we can exploit the $\lambda\Pi$-calculus result to show Church-Rosser for the $\lambda\Lambda$-calculus. The technique, inspired
by the method to prove Strong Normalization, is to define a faithful and consistent translation of the $\lambda\Lambda$-calculus into the $\lambda\Pi$-calculus and then reflect confluence for reduction in the $\lambda\Pi$-calculus back to reduction in the $\lambda\Lambda$-calculus. (A minor technical issue in this translation is the translation of the $\&$ additive conjunction, which is not a $\lambda\Pi$-calculus connective. However, $\&$ can be added to the $\lambda\Pi$-calculus in the obvious way without effecting any of its meta-theoretic properties. We shall call the resulting system the $\lambda\Pi\&$-calculus.)

Using the translation and its properties, we are able to show Church-Rosser for $\eta$-conversion. The argument is as follows. Suppose, for a contradiction, that we had a non-confluent term in the $\lambda\Lambda$-calculus. We use the translation to take this term over to the $\lambda\Pi\&$-calculus. Now as the translation is sound, we must have a non-confluent $\lambda\Pi\&$-calculus term. But this cannot be, as reduction in the $\lambda\Pi\&$-calculus is known to be confluent [Coq91, Sal90]. We conclude that there can be no such term in the $\lambda\Lambda$-calculus.

It may also be possible to give a more direct proof of the decidability of the $\lambda\Lambda$-calculus extended with $\eta$-conversion. This can be done following Salvesen's [Sal90] implementation of Harper et al.'s [HHP93] proof idea, as strengthening trivially holds for the linear parts of the context. However, the argument is complicated and relies on the equivalence between several different type theories of van Daalen [vD80]. The translation argument above is more than adequate for our purposes.

2.3.7 Related systems

In this section, we briefly compare the $\lambda\Lambda$-calculus to the appropriate fragments of other linear type theories. Abramsky's [Abr93] and Benton's [Ben94] linear type theories are in propositions-as-types correspondence with a propositional ILL. Our concern is with a predicate ILL. Consider a linear version of the Barendregt cube, displayed in so-called standard orientation. Then Abramsky's and Benton's type theories correspond to the $\lambda\rightarrow$ and $\lambda\&$ nodes; our type theory corresponds to the $\lambda P$ node.

Another difference between Abramsky's and Benton's studies and ours is one of motivation; we study the $\lambda\Lambda$-calculus as the language of a logical framework. A comparison with Cervesato and Pfenning's work [CP96] is, perhaps, more appropriate in this case. Their work claims to be inspired by our study's origins [Pym92]. We remark that the description of the LLF framework lacks an account of a notion of representation and that the $\lambda^{\Pi\rightarrow\&\&\&\tau}$ type theory is a fragment of the $\lambda\Lambda$-calculus lacking, inter alia, linear dependent function types. To be precise,
the \{\Pi,-,\&\}-fragment of \lambda^{\Pi-\&-\top} can be recovered by restricting type-formation to be intuitionistic, with the consequence that the use of \kappa is vacuous. We have noted this restricted type theory in Section 2.3.3.

The key point to make in these comparisons is as follows. It is the construction of the linear dependent function space that necessitates an investigation into various structural properties. These are then explicated by the technical device of multiple occurrences. If our concern were non-dependent (-, -) or intuitionistic dependent (\Pi) function spaces, then we could do without such analyses.

### 2.4 Conservativity

In this section we show that RLF is a conservative extension of LF. We will need the following translation between the \lambda\Pi- and \lambda\Lambda-calculi. This is reminiscent of the translation of IL into ILL which maps \phi \rightarrow \psi to \dagger\phi \rightarrow \psi [Gir87].

**Definition 28** (\(\Gamma \rightarrow \Sigma; \lambda\Pi \rightarrow \lambda\Lambda\)) We first define a translation for signatures and contexts. The clauses capture the intuitionistic-linear distinction between the two languages; the image is always of an intuitionistic type.

\[
\begin{align*}
\Gamma() &\rightarrow \langle \rangle \\
\Gamma, e:U &\rightarrow \Gamma, e!U \\
\Gamma, x:A &\rightarrow \Gamma, x!A
\end{align*}
\]

For the succedent of the typing judgement, \(\Gamma \rightarrow \Sigma\) is defined by induction on the structure of the conclusion. We give only the cases for typed objects, \(M:A\); the other cases are similar.

\[
\begin{align*}
\Gamma c &\rightarrow c:A \\
\Gamma \lambda x.A.M : \Pi x:A.B &\rightarrow \lambda x!A.\Gamma M \rightarrow \Lambda x!A.\Gamma B \\
\Gamma x &\rightarrow x:A \\
\Gamma MN &\rightarrow \Gamma M \times N \rightarrow \Gamma B
\end{align*}
\]

The abstraction clause deals with the fact that the binding x:A is a negative occurrence of a variable.

Now, our argument must capture the property of conservative extension not only at the level of the type theory but also at the level of a framework.\(^5\) That is, we need to consider, for an arbitrary object-logic \(L\), a translation from its definition in LF, via an encoding \(E\) and signature

\(^5\)Conservativity at the level of the type theory is an immediate consequence of Definition 28.
\[ \Sigma_L, \text{ to its definition in RLF, via an encoding } \mathcal{E} \text{ and signature } \Sigma'_L, \text{ where both } \mathcal{E} \text{ and } \mathcal{E}' \text{ are standard judgements-as-types encodings.} \]

**Lemma 29 (Conservativity)** Let \( L \) be an object-logic. Let \( \mathcal{E} \) be a uniform encoding of \( L \) in LF. For every provable \( L \)-consequence \((X)\Delta \vdash_L \phi\), if

\[ \mathcal{E}(X), \mathcal{E}(\Delta) \vdash_{\Sigma'_L} \lambda \mathcal{E}(\phi) \]

then there is a uniform encoding \( \mathcal{E}' \)

\[ \mathcal{E}'(X), \mathcal{E}'(\Delta) \vdash_{\Sigma'_L} \lambda \mathcal{E}'(\phi). \]

**Proof** We define \( \mathcal{E}' \) as follows:

\[ \mathcal{E}'(X) = \mathcal{E}(X) \]
\[ \mathcal{E}'(\Delta) = \mathcal{E}(\Delta) \]
\[ \mathcal{E}'(M) = \mathcal{E}(M) \]
\[ \mathcal{E}'(\phi) = \mathcal{E}(\phi) \]

where \( M \) and \( M' \) are proof-realizers for the proposition \( \phi \) in assumption \((X)\Delta\). We can see immediately that the diagram

![Diagram](image)

commutes. We now have to show that \( \mathcal{E}' \) is a uniform encoding. The proof is by induction on the structure of \((2.2)\). An interesting case is weakening. So suppose, \( \Gamma, \Delta \vdash_{\Sigma'_L} M : A \) because \( \Gamma \vdash_{\Sigma'_L} \lambda \mathcal{E}(M) : A \). Translating the latter consequence into the \( \lambda \Lambda \)-calculus gives us \( \Gamma \vdash_{\Sigma'_L} \lambda \mathcal{E}'(M) : A \). This can be weakened to get \( \Gamma(\Delta) \vdash_{\Sigma'_L} \lambda \mathcal{E}'(M) : A \). From the definition of \( \mathcal{E}' \), this is the image of \( \Gamma, \Delta \vdash_{\Sigma'_L} M : A \). Now, by assumption, \( \mathcal{E} \) is a uniform encoding, so \( \Gamma, \Delta \vdash_{\Sigma'_L} M : A \) is an image of some object-consequence. \( \square \)

### 2.5 Example encodings

In this section, we illustrate several encodings in RLF. The intention is to bring out the essential characteristics of the \( \lambda \Lambda \)-calculus language — the weak structural properties, linear dependent function space and variable sharing — which allow these encodings to be undertaken uniformy
via the judgements-as-types mechanism. The object-logic syntax and inference rules are not considered to be consumable resources and are encoded as (intuitionistic) constants in the signature.

We state representation theorems for each of the three encodings we undertake. In order to do this, we need a notion of canonical (essentially, long $\beta\eta$-normal) form. The definitions and lemmata needed for the characterization of canonical forms in the $\lambda\Lambda$-calculus are similar to that for the $\lambda\Pi$-calculus; we omit them from this presentation. In the following, we will often say that a function is a “compositional bijection”; this simply means that it is a bijection and commutes with substitution.

### 2.5.1 ILL

Our first encoding is that of the $\{\otimes, \&\}$-fragment of propositional intuitionistic linear logic (ILL). We will work through the ILL object-logic in slightly more detail than the others. In this encoding, we work with a restricted type theory in which type formation is entirely intuitionistic; we have discussed such a type theory in Section 2.3.3 previously. Such a restriction picks out the system of Cervesato and Pfenning [CP96] from amongst the others.

The natural deduction style rules for this logic are given in Table 2.5 below and are taken from Troelstra [Tro92]. The lower-case Greek letters $\phi, \psi, \chi$ range over propositions of the ILL object-logic. For the rest of this sub-section, $i \in \{0,1\}$.

\[
\begin{align*}
\Gamma & \vdash \Delta & \Gamma & \vdash [\phi, \psi] \\
\vdots & \vdots & \vdots & \vdots \\
\phi & \vdash \psi & \psi & \vdash \chi \\
\hline & \phi \otimes \psi & \phi \otimes \psi & \chi, \phi \otimes \psi \\
& (\text{TENSOR-I}) & & (\text{TENSOR-E})
\end{align*}
\]

\[
\begin{align*}
\Gamma & \vdash \Delta & \Gamma & \vdash \Delta \\
\vdots & \vdots & \vdots & \vdots \\
\phi & \vdash \psi & \psi & \vdash \phi \\
\hline & \phi & \phi & \phi \otimes \phi & \phi \\
& (\text{WITH-I}) & & (\text{WITH-E}_2) & (\text{WITH-E}_1)
\end{align*}
\]

Table 2.5: A fragment of ILL

The signature $\Sigma_{ILL}$ begins with the declarations $!\text{Type}$ and $\&\!\text{Type}$ to represent the syntactic categories of individuals and propositions of ILL. Next, each of the two formula-constructors are declared as constants in the signature $\Sigma_{ILL}$:

\[
\otimes \! o \quad \& \! o
\]
Terms (formulae) are encoded by a function $E_X$ which maps terms (formulae) with free variables in $X$ to terms of type $\tau(\iota)$ in $\Sigma_{ILL}, \Gamma_X$:

$$E_X(\phi \otimes \psi) = \otimes E_X(\phi) E_X(\psi) \quad E_X(\phi \& \psi) = \& E_X(\phi) E_X(\psi) \, .$$

There is one basic judgement, the judgement that the formula $\phi$ has a proof, $\vdash_{ILL} \phi$ proof. This is represented by declaring the constant $proof! : \\iota \rightarrow \text{Type}$ in the signature. A proof of a formula $\phi$ is represented by a term of type $proof(E(\phi))$.

The multiplicative operator $\otimes$ is used to represent the inference in the object-logic. It is also used – as a curried version of a meta-logical multiplicative conjunction – to combine the representation of the premisses of the $\otimes$ rules, which are represented by the following declarations in the signature $\Sigma_{ILL'}$:

\[
\begin{align*}
tensor\text{-}I & \quad \Lambda \phi, \psi! : \iota. \text{proof}(\phi) \rightarrow \text{proof}(\psi) \Rightarrow \text{proof}(\otimes(\phi, \psi)) \\
tensor\text{-}E & \quad \Lambda \phi, \psi, \chi! : \iota. \text{proof}(\otimes(\phi, \psi)) \Rightarrow \\
& \quad \text{proof}(\phi) \Rightarrow \text{proof}(\psi) \Rightarrow \text{proof}(\chi) \Rightarrow \text{proof}(\chi) \\
\end{align*}
\]

We need the distinguished additive operator $\&$ to represent the additive rules. An alternative might be to use an additive function space but such an investigation is beyond the scope of our current study. Recall, $i \in \{0, 1\}$ in this sub-section.

\[
\begin{align*}
\text{with}\text{-}I & \quad \Lambda \phi, \psi! : \iota. \text{proof}(\phi) \& \text{proof}(\psi) \Rightarrow \text{proof}(\&(\phi, \psi)) \\
\text{with}\text{-}E & \quad \Lambda \phi_0, \phi_1! : \iota. \text{proof}(\&(\phi_0, \phi_1)) \Rightarrow \text{proof}(\phi_i) \\
\end{align*}
\]

Valid proofs of ILL are labelled trees with the constraint that assumption packets contain exactly one proposition and all such packets are uniquely labelled [Bie94]. A valid proof $\Pi$ of $\phi$, with respect to a proof context $(X)\Delta$\footnote{As usual, linearity is at the level of propositions-as-types; the set of variables $X$ is implicitly $\vdash$ed.} is denoted by the assertion $(X)\Delta \vdash \Pi : \phi$, where $X$ is a finite set of variables of first-order logic, $\Delta$ is the list of uniquely labelled assumptions $\{\xi_1: \phi_1, \ldots, \xi_n: \phi_n\}$, and $FV(dom(\Delta)) \subseteq X$. We remark that the treatment of the ILL quantifiers in RLF is essentially the same as that in LF. The rules for proving assertions of the form $(X)\Delta \vdash \Pi : \phi$ are given in Table 2.6 below.

The encoding function $E_{(X)\Delta}$ can be defined to encode proofs of ILL. The two $\otimes$ cases, for instance, are as follows:
\[ (X)\xi \phi \vdash \text{HYP}_\varphi (\xi) \phi \]

\[ (X)\Delta \vdash \Pi \phi (X)\Delta' \vdash \Pi' \psi \]

\[ (X)\Delta, \Delta' \vdash \text{TENSOR-I}_{\varphi, \psi}(\Pi, \Pi') : \phi \otimes \psi \]

\[ (X)\Delta \vdash \Pi \phi (X)\Delta' \vdash \Pi' \psi \]

\[ (X)\Delta \vdash \text{WITH-I}_{\varphi, \psi}(\Pi, \Pi') : \phi \& \psi \]

\[ (X)\Delta \vdash \Pi \phi (\chi) \]

\[ (X)\Delta \vdash \text{WITH-II}_{\varphi, \psi}(\Pi) : \psi \]

<table>
<thead>
<tr>
<th>Table 2.6: Some valid proof expressions of ILL</th>
</tr>
</thead>
</table>

\[ \mathcal{E}_{(X)\Delta, \Delta'}(\text{TENSOR-I}_{\varphi, \psi}(\Pi, \Pi')) = \text{TENSOR-I} \mathcal{E}_X(\phi) \mathcal{E}_X(\psi) \mathcal{E}_{(X)\Delta}(\Pi) \]

\[ \mathcal{E}_{(X)\Delta, \Delta'}(\text{TENSOR-E}_{\varphi, \psi}(\Pi, \xi, \xi', \Pi')) = \text{TENSOR-E} \mathcal{E}_X(\phi) \mathcal{E}_X(\psi) \mathcal{E}_X(\chi) \]

\[ \mathcal{E}_{(X)\Delta}(\Pi) \]

\[ \lambda \xi : \text{proof}(\mathcal{E}_X(\phi)) \cdot \lambda \xi' : \text{proof}(\mathcal{E}_X(\psi)) : \mathcal{E}_{(X)\Delta}(\Pi') \]

A proof context \((X)\Delta\), with \(X = \{x_1, \ldots, x_n\}\) and \(\Delta = \{\xi_1 : \phi_1, \ldots, \xi_n : \phi_n\}\), is mapped to \(\Gamma_{X, \Delta} = x_1 \Gamma_1, \ldots, x_n \Gamma_n, \xi_1 : \text{proof}(\mathcal{E}(\phi_1)) \ldots, \xi_n : \text{proof}(\mathcal{E}(\phi_n))\).

The encoding basically illustrates the propositions-as-types correspondence for a \(\{\otimes, \&\}\)-fragment of ILL. So we can expect a strong representation theorem.

**Theorem 30 (Representation for ILL) The encoding functions are compositional bijections.**

That is, for every ILL-formula \(\phi\):

1. \(X \vdash_{\text{ILL}} \phi\) if and only if \(\Gamma_X \vdash_{\text{ILL}_X} \mathcal{E}_X(\phi) : \top\);

2. \((X)\Delta \vdash_{\text{ILL}} \Pi : \phi\) if and only if \(\Gamma_{X, \Delta} \vdash_{\text{ILL}_{\Pi}} M_{\Pi} : \text{proof}(\mathcal{E}_X(\phi))\),

where \(\Pi\) is an ILL proof-object and \(M_{\Pi}\) is a canonical object of the \(\lambda\Lambda\)-calculus.

**Proof** The encoding functions \(\mathcal{E}_X\) and \(\mathcal{E}_{(X)\Delta}\) are clearly injective. Surjectivity is established by
2.5. Example encodings

defining decoding functions \( D_X \) and \( D_{(X)\Lambda} \) which are left-inverse to \( E_X \) and \( E_{(X)\Lambda} \):

\[
D_X(\otimes M_1 M_2) = D_X(M_1) \otimes D_X(M_2) \\
D_X(\& M_1 M_2) = D_X(M_1) \& D_X(M_2)
\]

\[
D_{(X)\Lambda} \left( \begin{array}{c}
\text{TENSOR-I } M_1 M_2 \\
P_1 P_2 \\
\text{TENSOR-E } M_1 M_2 \\
M_3 P_1 \\
\lambda \xi : \text{proof}(M_1) \\
\lambda \xi' : \text{proof}(M_2) P_2
\end{array} \right) = \text{TENSOR-I}_{D_{(X)\Lambda}(M_1), D_{(X)\Lambda}(M_2)}(\Pi_1, \Pi_2)
\]

\[
D_{(X)\Lambda'} \left( \begin{array}{c}
\lambda \xi : \text{proof}(M_1) \\
\lambda \xi' : \text{proof}(M_2) P_2
\end{array} \right) = \text{TENSOR-E}_{D_{(X)\Lambda}(M_1), D_{(X)\Lambda}(M_2), D_{(X)\Lambda'}(M_3)}(\Pi_1, \xi, \xi' ; \Pi_2)
\]

where \( \Pi_1 = D_{(X)\Lambda}(P_1) \)

and \( \Pi_2 = D_{(X)\Lambda'}(P_2) \)

That the decoding functions are total and well-defined follows from the definition of canonical forms and the signature. By induction on formulae and proof expressions, respectively, we get \( D_X(E_X(\phi)) = \phi \) and \( D_{(X)\Lambda}(E_{(X)\Lambda}(\Pi)) = \Pi \). Again, by a similar induction, we get that the encoding commutes with substitution.

\[ \square \]

The encoding can be extended to deal with a \( \{ \top, \otimes, \oplus, \neg, 1 \} \)-fragment of propositional ILL. The representation of the ILL units forces the design of the type theory. A meta-logical \( \top \) is required to directly represent the object-logic \( \top \); for otherwise linearity constraints in the type theory would mean that an encoding of \( \Gamma \vdash_{\text{ILL}} \top \) would not be a valid \( \lambda\Lambda \)-calculus judgement. The case for \( \bot \) would be similar.

2.5.2 ML with references

Our second encoding is that of the programming language ML extended with references (MLR), a reworking of an example in Cervesato and Pfenning [Cer96, CP96]. In our reworking, we exploit the use of the \( \Lambda \) which is not available to Cervesato and Pfenning. Consequently, we are in the full \( \lambda\Lambda \)-calculus type theory, in which \( \kappa \)'s action is non-trivial.

The basic MLR logic judgement is of the form \( S \triangleright K \vdash_{\text{MLR}} i \rightarrow a \) which means: the program \( i \) is evaluated with the store \( S \) and continuation \( K \) and leaves an answer (a store–expression pair) \( a \). The signature \( \Sigma_{MLR} \) begins with the declarations \( \text{store!Type, cont!Type, instr!Type and ans!Type} \) to represent the syntactic categories of store, continuations, expressions and answers.
Evaluation is represented by the following declaration:

\[ \text{ev!cont} \longrightarrow \circ \text{instr} \longrightarrow \circ \text{answer} \longrightarrow \circ \text{Type}. \]

We are really only interested in the rule for evaluating re-assignment. This can be stated as follows:

\[
\frac{S, c = v', S' \vdash K \vdash_{MLR} \bullet \longrightarrow A}{S, c = v, S' \vdash K \vdash_{MLR} \text{ref} c := v' \longrightarrow A},
\]

where \( \bullet \) is the MLR unit expression.

The ML memory is modelled by a set of \((\text{cell}, \text{expression})\)-pairs. Each such pair is represented by a linear hypothesis of type \text{contains} which holds a lvalue (the cell) and its rvalue (the expression).

\[
\text{cell!Type} \quad \text{exp!Type} \quad \text{contains!cell} \longrightarrow \circ \text{exp} \longrightarrow \circ \text{Type}
\]

The rule for re-assignment evaluation is encoded as follows:

\[
\text{EV-REASS} \quad \Lambda \text{!cell}. \Lambda \text{v,v'}!\text{exp}.

((\text{contains c v'}) \longrightarrow \circ (ev K \bullet A)) \longrightarrow \\
(\Lambda v. \text{exp}.(\text{contains c v})) \longrightarrow \circ (ev K (c := v') A)
\]

where the assignment instruction \( c := v \) is shown in the usual (infix) form for reasons of readability. The rule can also be encoded in such a fashion that the linear property of the memory is formalized via the \( \Lambda \) quantifier. We will illustrate this idea soon. For now, based on our re-working of the MLR example, we can state the following by referring to [CP96].

**Theorem 31 (Representation for MLR)** The encoding functions are compositional bijections. That is, for all stores \( S \) of shape \( \langle c_1, v_1 \rangle, \ldots, \langle c_n, v_n \rangle \), continuations \( K \), instructions \( i \) and answers \( A \) (which are closed except for possible occurrences of free cells),

\[
S \vdash K \vdash_{MLR} \Pi : i \longrightarrow a \quad \text{if and only if}
\]

\[
\left[ \begin{array}{c}
  c_1!\text{cell}, \ldots, c_n!\text{cell}, p_1!(\text{contains} c_1 \ E(v_1)), \\
  \ldots, p_m!(\text{contains} c_m \ E(v_m))
\end{array} \right] \vdash_{\Sigma_{MLR}} M_{\Pi};(ev \ E(K) E(i) E(a)),
\]

where \( \Pi \) is a proof object of MLR and \( M_{\Pi} \) is a canonical object of the \( \lambda\Lambda \)-calculus. \( \square \)
One property that it is desirable to show for the MLR logic is type preservation; in the context of a store $\Omega$, if $S \triangleright K \vdash_{MLR} i \rightarrow a$, $i$ is a valid instruction of type $\tau$, $K$ is a valid continuation of type $\tau \rightarrow \tau'$ and $S$ is a valid store, then $a$ is a valid answer of type $\tau$. The main difference in our reworking of this example is how the proof of type preservation for the $\text{prEV-REASS}$ rule, $\text{prEV-REASS}$, is encoded.

$$
\text{prEV-REASS} \quad \text{Let} \quad v : \text{exp}. \quad \lambda \cdot \text{prCell} p' c v'.
$$

$$(\lambda \cdot \text{prCell} p' c v'). (\text{prCell} p' c v') \rightarrow (\text{ev} K \bullet A) \rightarrow (\text{prCell} p c v) \rightarrow (\text{prEv} K (x := v') A)
$$

In the above type, $\text{prCell}$ and $\text{prEv}$ are the proofs of type preservation over cells and for evaluations, respectively. We note that the types of $p$ and $p'$ have no linear free variables in them. That is, the type theory we have employed in the encoding does not involve the notion of sharing.

Now, the cells could have been quantified intuitionistically (as they are in [CP96]) instead of linearly. In that case, a sub-proof of $\Gamma \vdash_{\text{SMLR}} \text{prEV-REASS}: U$, where $U$ is the above type of $\text{prEV-REASS}$, would consist of an instance of $\Pi$-introduction. But this would allow us to admit garbage: (cell,expression)-pairs which are occupying memory space but not being used. The linear quantification gives us a better representation of memory management. The above encoding realizes the intuition that we are making general statements about linear variables, so the $\Lambda$ and not the $\Pi$ quantifier should be used.

The encoded version of MLR type preservation can be stated and shown as in [CP96]. We omit the details.

### 2.5.3 A $\lambda_I$-calculus

Our last example is that of the equational theory of a type theory similar to Church's $\lambda_I$-calculus, in which abstraction is only allowed if the abstracted variable is free in the body of the function. We use the full expressiveness of the $\lambda\Lambda$-calculus type theory, with the crucial notion of variable sharing. This allows the $\Lambda$ quantifier to capture the (traditional) notion of relevance. By contrast, in the encoding of the $\lambda_I$-calculus in Avron et al. [AHMP92], the relevance constraint is enforced by introducing extraneous language to axiomatize relevance in domain theory.

The signature $\Sigma_{\lambda_I}$ begins with the declaration $o!\text{Type}$ to represent the syntactic category of terms. The next three constants represent the object-logic abstraction and application operations, and the equality judgement:
The axioms and rules of the equational theory of the relevant $\lambda$-calculus are encoded as follows:

\[
E_0 \quad \Lambda x : o. x = x \\
E_1 \quad \Lambda x : o. \Lambda y : o. x = y \quad \Rightarrow \quad y = x \\
E_2 \quad \Lambda x : o. \Lambda y : o. \Delta x : o. x = y \quad \Rightarrow \quad y = z \quad \Rightarrow \quad x = z \\
E_3 \quad \Lambda x : o. \Lambda x' : o. \Lambda y : o. \Lambda y' : o. x = x' \quad \Rightarrow \quad y = y' \quad \Rightarrow \\
\quad app(x, y) = app(x', y') \\
\beta \quad \Lambda x : o \rightarrow o. \Lambda y : o. app(\lambda x(x), y) = xy
\]

The first three constant declarations, $E_0$ to $E_2$, encode the reflexivity, symmetry and transitivity properties of the object-logic judgement, $\Rightarrow$. The constant declaration $E_3$ encodes the object-logic rule of congruence with respect to application. Finally, the constant declaration $\beta$ encodes application.

Now, the definition of $\kappa$ means that the $\Lambda x : o$ quantifies over all occurrences of $x$ in its body. Like the ILL example before, the encoding is illustrating a propositions-as-types correspondence. This allows us to state a stronger representation theorem than that given in Avron et al. [AHMP92].

**Theorem 32 (Representation for $\lambda_\Delta$)** The encoding functions $E$ are compositional bijections:

1. $X \vdash_{\lambda_\Delta} M$ if and only if $x_1 : o, \ldots, x_n : o \vdash_{\Sigma_\Delta} E(x)(M) : o$ for $x_i \in FV(M)$; and

2. $(M_1 = N_1), \ldots, (M_n = N_n) \vdash_{\lambda_\Delta} \Pi(M = N)$ if and only if

\[
x_1 : (E(M_1) = E(N_1)), \ldots, x_n : (E(M_n) = E(N_n)) \vdash_{\Sigma_\Delta} M_{\Pi} : E(M) = E(N),
\]

where $\Pi$ is a proof object of $\lambda_\Delta$ and $M_{\Pi}$ is a canonical object of the $\lambda\Delta$-calculus.

\[\square\]

### 2.6 Summary

In this chapter, we have studied a logical framework, RLF, for uniformly encoding natural deduction presentations of weak logics. We also studied the proof-theoretic meta-theory of the language of RLF, the $\lambda\Delta$-calculus, in some detail. Further work along these lines includes undertaking more object-logic encodings in RLF. We can also extend our study to the Barendregt-like
cube of such type theories [Bar92], and to the hyper-cube of intuitionistic and relevant \(\lambda\)-cubes, with "diagonal" edges determined by a translation of the form considered in Definition 28.
Chapter 3

The propositions-as-types correspondence

3.1 Introduction

There is a conceptual similarity between the \( \lambda \text{A} \)-calculus type theory and the logic BI, particularly in the way that the two function spaces are formed. In this chapter, we set up a propositions-as-types correspondence between the type theory and a structural fragment of the logic. We follow Barendregt's [Bar92] treatment, where a propositions-as-types correspondence is set up between predicate logic and the \( \lambda P \) type theory.

This chapter is organized as follows. In Section 3.2, we give Pym and O'Hearn's presentation of the logic BI. Then, in Section 3.3, we motivate and state certain restrictions on BI. It is with this fragment of the logic that the correspondence is set up; this is done in Section 3.4. In Section 3.5, we discuss some other correspondences of relevant logics.

3.2 The logic BI

We give a presentation of Pym and O'Hearn's logic BI of bunched implications [OP99]. The \( \lambda \text{A} \)-calculus is in propositions-as-types correspondence with a structural (we will say what this means in the next section) fragment of BI. We present the original logic for several reasons. Firstly, for reasons of completeness and interest. And, secondly, in order to clarify the exact nature of the restriction with which the \( \lambda \text{A} \)-calculus is in correspondence with.

BI restricts the structural rules of intuitionistic logic by decomposing implication into multiplicative and additive parts. The two implications, the linear one \( A \to B \) and the intuitionistic
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one $A \to B$, arise from extra structure, called bunches following Read [Rea88], in the context. In Girard’s linear logic, the structurals are restricted via the $!$ modality, so that only $!$-ed formulae may be weakened or contracted. In contrast, in BI there are two context-formation operators, one of which, the "\;", admits the structural rules of weakening and contraction; the other, the "\;", doesn’t. In this scheme, contexts are not lists but trees with nodes labelled either by a "\;" or a "\;" and the last leaf formation determines which kind of function space is formed:

\[
\frac{\Gamma, \phi \vdash \Sigma \Xi \psi}{\Gamma \vdash \Sigma \Xi \phi \to \psi}
\]

If the variable context is a bunch too, then we obtain two kinds of universal quantifiers:

\[
\frac{(\forall_{\text{new}} \theta) \quad (X, x : C) \Gamma \vdash \Sigma \Xi \phi}{\Gamma \vdash \Sigma \Xi (X) \Gamma \vdash \forall_{\text{new}} x : C. \phi}
\]

We now give Pym and O’Hearn’s presentation of BI. Here, we restrict attention to the \{\to, \; , \& , \forall_{\text{new}} , \forall\}-subset of the connectives as these have been our primary concern in the analysis of relevant natural deduction. BI itself has quite a full set of connectives, including conjunctions and existential quantifiers.

The language of the logic BI is defined over a structure. The following definition is a slight generalization of van Dalen’s [vD94] and of Barendregt’s [Bar92].

**Definition 33** A structure is a tuple consisting of non-empty sets called sorts, relations, typed functions and constants.

Barendregt works exclusively with the example structure $\mathcal{A} = \langle A, B, P, Q, f, g, c \rangle$, where $A$ and $B$ are sets, $P \subseteq A$, $Q \subseteq A \times B$, $f : A \to A \to B$, $g : A \to B$ and $c \in A$. We will work more generally, over an arbitrary structure; it is easy to see how the language and logic can be made more particular to deal with pre-defined relations and functions.

The language of the logic begins by giving names to each component of the structure. We will omit this formality, confusing the sort, relation, function and constant symbols of the language with the components of the structure. That is, we will say “there is a relation in the language” for “there is a symbol in the language for a relation in the structure”, etc.

The logic is defined over a term signature $\Sigma$ and a predicate signature $\Xi$. These are essentially the set of functions (including 0-ary functions or constants) and the set of relations, respectively, which are components of the particular structure we are working with.
Let \( x, y, \text{ etc.} \) range over a set of sorted variables. The set of BI terms, \( \text{Term} \), is given by the following inductive definition:

\[
t ::= x \text{ variables}
\]

If we had predefined functions in the language, then the set \( \text{Term} \) would be extended by \( \ldots c \mid f(t) \mid g(t, t') \), where \( t \) and \( t' \) are terms of the appropriate sorts.

Let \( L \) denote a set of atomic propositional letters and let \( \alpha, \beta, \text{ etc.} \) range over \( L \). The set of BI formulae over \( L \), \( \text{Form} \), is given by the following inductive definition:

\[
\phi ::= \alpha \quad \text{atoms}
\mid \phi \rightarrow \psi \quad \text{multiplicative implication}
\mid \forall_{\text{new } x:C} \phi \quad \text{multiplicative quantification}
\mid \phi \& \psi \quad \text{additive conjunction}
\mid \phi \rightarrow \psi \quad \text{additive implication}
\mid \forall x:C. \phi \quad \text{additive quantification}
\]

As for terms, if we had relations in the language, then the set \( \text{Form} \) would be extended by \( \ldots \mid P(t) \mid Q(s, t) \), where \( s \) and \( t \) are terms of the appropriate sorts.

Bunches of variables, \( X \), and of propositions, \( \Gamma \), are given by the inductive definition:

\[
X ::= x:A \quad \text{variable assumption}
\mid 1 \quad \text{multiplicative unit}
\mid 1 \quad \text{additive unit}
\mid X,Y \quad \text{multiplicative combination}
\mid X;Y \quad \text{additive combination}
\]

\[
\Gamma ::= \phi \quad \text{propositional assumption}
\mid 1 \quad \text{multiplicative unit}
\mid 1 \quad \text{additive unit}
\mid \Gamma,\Delta \quad \text{multiplicative combination}
\mid \Gamma;\Delta \quad \text{additive combination}
\]

The main point regarding bunches is that \( ; \) behaves additively, and admits weakening and contraction, whereas \( , \) behaves multiplicatively. Bunches are structured as trees, with nodes labelled by \( ; \) and \( , \) and leaves labelled with propositions. We write \( \Delta(\Phi) \) to refer to a subtree
\( \Phi \) in \( \Delta \) and \( \Delta([\Phi]/\Phi) \) for \( \Delta \) with \( \Phi \) replaced by \( \Phi' \). We write \( \Delta(-) \) to denote a bunch with a hole in it. We write \( \Delta \cong \Delta' \) to denote the isomorphism under leaf re-labelling. We require that \((\Gamma, l, \text{""}, l') \) and \((\Gamma, 1, \text{""}) \) be commutative monoids. The isomorphism and commutative monoid equations form the coherence equivalence \( \Delta \equiv \Delta' \) on bunches.

The main judgement of \( \mathbf{BI} \) is \((X)\Delta \vdash_{\Sigma, \Xi} \Phi \), which is read as "\( \phi \) is a proposition in the variable context \( X \) and the propositional context \( \Delta \), with respect to the term signature \( \Sigma \) and to the propositional signature \( \Xi \)."

There are two auxiliary judgements, which are used to establish the well-formedness of terms and propositions. These two judgements are \( X \vdash_{\Sigma} t : C \), read as "\( t \) is a term of type \( C \) in the variable context \( X \) with respect to the term signature \( \Sigma \)", and \( X \vdash_{\Sigma, \Xi} \Phi : \text{Prop} \), read as "\( \phi \) is a well-formed proposition in the variable context \( X \) with respect to the term signature \( \Sigma \) and to the propositional signature \( \Xi \)." We will omit the rules for these judgements, they being largely (though not exclusively; one must take care in combining contexts) apparent from the grammar of terms and formulae.

We remark that in the Axiom rule, the symmetric relation \( \text{Axiom}(X, Y) \) records that \( X \) and \( Y \) are the same. This form of the rule is necessary for the maintenance of bunched structure in the variable context. The more familiar Axiom \((X)\Phi \vdash_{\Sigma, \Xi} \Phi \), with the side-condition that \((X) \vdash_{\Sigma, \Xi} \Phi : \text{Prop} \), is immediately derivable via an application of Substitution (Cut on terms).

**Definition 34** The judgement \((X)\Delta \vdash_{\Sigma, \Xi} \Phi \) is defined by the following rules:

**Identity and structural rules**

\[
\text{Axiom} \quad \frac{(X) \vdash_{\Sigma, \Xi} \Phi : \text{Prop}}{(Y) \vdash_{\Sigma, \Xi} \Phi : \text{Prop}} \\
\text{Substitution} \quad \frac{(X(x:A))\Gamma \vdash_{\Sigma, \Xi} \Phi \quad (Y) \vdash_{\Sigma, \Xi} t : A}{(X(Y)[u/x'])\Gamma[t/x][/x'] \vdash_{\Sigma, \Xi} \Phi[t/x']}
\]

for all \( x' \) such that \( \text{Axiom}(x, x') \), where \( u \) denotes \( I \) or \( 1 \) (here we abuse notation and write just \( \text{Axiom}(x, x') \) rather than pick out \( x \) and \( x' \) from arbitrary bunches).

\[
W \quad \frac{(X)\Gamma(\Delta) \vdash_{\Sigma, \Xi} \Phi}{(X)\Gamma(\Delta; \Delta') \vdash_{\Sigma, \Xi} \Phi} \\
C \quad \frac{(X)\Gamma(\Delta; \Delta') \vdash_{\Sigma, \Xi} \Phi}{(X)\Gamma(\Delta) \vdash_{\Sigma, \Xi} \Phi} \\
E \quad \frac{(X)\Delta \vdash_{\Sigma, \Xi} \Phi \quad (\Delta \equiv \Delta')}{(X)\Delta' \vdash_{\Sigma, \Xi} \Phi}
\]
Multiplicatives

\[
\frac{\Gamma \vdash \phi \quad \Sigma, \Psi}{\Gamma \vdash \Sigma, \phi \rightarrow \Psi} \quad \frac{\Gamma \vdash \Sigma, \phi \rightarrow \Psi \quad \Sigma, \phi}{\Gamma, \Delta \vdash \Sigma, \phi \rightarrow \Psi} \quad \frac{\Gamma \vdash \Sigma, \phi \rightarrow \Psi}{\Gamma, \Delta \vdash \Sigma, \phi} \quad \frac{\Gamma \vdash \Sigma, \phi \rightarrow \Psi}{\Gamma, \Delta \vdash \Sigma, \phi} \quad \frac{\Gamma \vdash \Sigma, \phi \rightarrow \Psi}{\Gamma, \Delta \vdash \Sigma, \phi}
\]

\[
\forall_{\text{new}} I \quad \frac{\Gamma \vdash \Sigma, \phi \quad \forall x : C \phi}{\Gamma \vdash \Sigma, \forall x : C . \phi} \quad \forall_{\text{new}} E \quad \frac{\Gamma \vdash \Sigma, \phi \quad \forall x : C . \phi}{\Gamma \vdash \Sigma, \phi[t/x]}
\]

Additives

\[
\frac{\Gamma \vdash \phi \quad \Sigma, \Psi}{\Gamma \vdash \phi \rightarrow \Psi} \quad \frac{\Gamma \vdash \phi \rightarrow \Psi \quad \Sigma, \phi}{\Gamma, \Delta \vdash \phi \rightarrow \Psi} \quad \frac{\Gamma \vdash \phi \rightarrow \Psi}{\Gamma, \Delta \vdash \phi} \quad \frac{\Gamma \vdash \phi \rightarrow \Psi}{\Gamma, \Delta \vdash \phi} \quad \frac{\Gamma \vdash \phi \rightarrow \Psi}{\Gamma, \Delta \vdash \phi}
\]

\[
\& I \quad \frac{\Gamma \vdash \phi \quad \Sigma, \Psi}{\Gamma \vdash \phi \& \psi} \quad \& E \quad \frac{\Gamma \vdash \phi_0 \& \phi_1}{\Gamma \vdash \phi_i} \quad \forall x \Gamma \vdash \phi \quad \forall x : C . \phi \quad \forall x : C . \phi \quad \forall x : C . \phi[t/x]
\]

The original introduction rule for $\&$ is given as

\[
\frac{\Gamma \vdash \phi \quad \Sigma, \Psi}{\Gamma \vdash \phi \& \psi} \quad \frac{\Gamma \vdash \Sigma, \phi \rightarrow \Psi}{\Gamma, \Delta \vdash \Sigma, \phi \& \psi}
\]

But as $\rightarrow$ admits weakening and contraction, we take the simpler, more familiar rule in the definition. The actual equivalence of the two systems is a delicate issue.

The version of BI that we have presented here is the linear one, in which $\rightarrow$, admits neither weakening nor contraction. One can define an affine version of BI, in which weakening is permitted for $\rightarrow$. Our concern is with the weakest, linear system.

A very interesting reading, a "sharing interpretation", of the two kinds of function spaces and quantifiers is given by O'Hearn and Pym [OP99, Pym98, O'H99b]. One of the domains of interpretation is in Reynold's Syntactic Control of Interference and Idealized Algol [Rey78, Rey81], where $\phi \rightarrow \psi$ is the type of a procedure which does not share store with arguments and $\phi \rightarrow \psi$ is the type of a procedure which might. Alternatively, the context $\Gamma, \Delta$ can be seen as partitioning the store into two separate components, while the context $\Gamma, \Delta$ allows some shared store. The other domain of interpretation is that of proof-search (the basis of logic programming) in the clausal hereditary Harrop fragment of BI. Resolution for the program clause $\forall_{\text{new}} x . G \rightarrow A$ creates a local answer substitution for the atom $A$. In particular, the subsequent proof-search for the goal $G$ does not depend on this answer substitution. Compared with this, the (usual) Prolog-style resolution for the program clause $\forall x . G \rightarrow A$ creates global answer substitutions. Thus the
two kinds of function spaces and quantifiers allow us to reason about sharing and interference in imperative and logic programming languages.

The reader is referred to the papers of Pym and O’Hearn for a more complete discussion of the logic.

3.3 A fragment of the logic BI

The first point to note is that both the logic and the type theory are parameterized over a signature, a set of constants of closed type. We can easily see how to translate in-between these signatures.

The main consideration in determining a correspondence between the \( \lambda \Lambda \)-calculus and BI is to relate their respective contexts. This is an obvious first step to undertake as much of the structure of both the type theory and the logic arises from contexts. In the original presentation of BI, contexts are trees with internal nodes labelled by either ‘:’ or ‘;’. In the type theory, on the other hand, a context can be extended in two ways, by a \( x:A \) or a \( x!A \). The basic idea for the correspondence is to consider, in some informal sense, ‘;’ as intuitionistic extension and ‘:’ as linear extension:

\[
\begin{align*}
\lambda \Lambda \text{-calculus} & \quad BI \\
\Gamma, x:A & \quad \Gamma, A \\
\Gamma, x!A & \quad \Gamma; A
\end{align*}
\]

The above is not quite the full story, as BI allows arbitrary context combination and not just context extension. But the idea will be to see, in a context \( \Gamma, \Delta \), the \( \Delta \) as some singular proposition \( \phi_\Delta \). This “packing” of \( \Delta \) as \( \phi_\Delta \) is the restriction of BI that is the internal logic of the \( \lambda \Lambda \)-calculus type theory, and it brings the internal logic closer to Linear Logic. The packing, together with currying, allows us to show the correspondence of derivations and proofs. We will consider this issue again when we discuss soundness.

There are two other points to consider. The first one is that due to the restricted nature of first order logic, in which term variables are separated from propositional variables, multiple occurrences and the requirement for the \( \kappa \) function are not logical issues. However, well-formedness of types is still an issue, as a consideration of the \( \rightarrow E \) rule indicates:

\[
\frac{(X, Z) \Gamma \vdash \chi \Xi \phi \rightarrow \psi (Z, Y) \Delta \vdash \zeta \Xi \phi}{(X, Y) \Gamma, \Delta \vdash \xi \Xi \psi}
\]

Consider the simplest situation corresponding to the above proof in the type theory. Suppose \( \phi:A \rightarrow \text{Type} , \psi:B \rightarrow \text{Type} \in \Sigma \). Then we can construct the following:
The presence of the proof realizers $z$ and $w$ means that the variables corresponding to $X$ in the logic are still needed. This exercise illustrates the difference between a predicate logic and its corresponding dependent type theory, in that the well-formedness side-condition of the logic judgement is already included in the proof of the type theoretic judgement.

The second point to consider is that the introduction rules for function spaces in the $\lambda\Sigma$-calculus correspond exactly to introduction rules for implication and universal quantification formation in $\text{BI}$. However, for the additive or intuitionistic elimination rules, we must impose the restriction that the context of the minor premiss be entirely extended with "\(\vdash\)"s. We will use $!\Delta$ to denote such a context. Following along this line of argument, we also take two Substitution rules, one for cutting a linear proposition and one for cutting an intuitionistic proposition.

In the sequel, we use the following notation to identify the type, whether linear or intuitionistic, of a variable. We use $\Gamma(i, \phi)$ to identify a linear leaf of a bunch and $\Gamma(1; \phi)$ to identify an intuitionistic leaf of a bunch. More formally, we should say that $\Gamma = \Psi(\Phi \bullet \phi)$, where $\bullet$ is either "\(\vdash\)" or "\(\vdash\)". The former is a slightly better means of "pattern-matching" a linear leaf and is equivalent, using the coherence isomorphism, to the more formal description.

We are now ready to present the restricted logic.

**Definition 35** The formula judgement is defined by the following rules.

**Identity and structural rules**

\[
\frac{X \vdash_{\Sigma, \Xi} \phi \text{ Prop} \quad Y \vdash_{\Sigma, \Xi} \phi \text{ Prop}}{Z = X, Y \text{ or } Z = X, Y', \text{ Axiom}(X, Y)}
\]

\[
\frac{X(I, x; A)) \Gamma \vdash_{\Sigma, \Xi} \phi \quad \text{Axiom}(x, x')}{(X(Y)[t/x'])\Gamma'[t/x'][t'/x'] \vdash_{\Sigma, \Xi} \phi[t/x][t'/x']} \quad \text{MultiSubstitution}
\]

\[
\frac{X(1; x; A)) \Gamma \vdash_{\Sigma, \Xi} \phi \quad \text{Axiom}(x, x')}{(X(Y)[t/x'])\Gamma'[t/x'][t'/x'] \vdash_{\Sigma, \Xi} \phi[t/x][t'/x']} \quad \text{AddSubstitution}
\]
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$$\frac{(X)\Delta \vdash_{\Sigma, \Xi} \phi \vdash \psi}{(X; x: A) \Delta; \phi \vdash_{\Sigma, \Xi} \phi}$$

$$\frac{(X)\Delta \vdash_{\Sigma, \Xi} \phi}{(X)\Delta \vdash_{\Sigma, \Xi} \phi}$$

$$\frac{(X)\Delta \vdash_{\Sigma, \Xi} \phi}{(X')\Delta' \vdash_{\Sigma, \Xi} \phi} \quad \Delta \equiv \Delta'$$

**Multiplicatives**

$$\frac{\vdash_{\phi \vdash_{\psi}}}{(X)\Delta; \phi \vdash_{\Sigma, \Xi} \psi}$$

$$\frac{(X, Z)\Gamma \vdash_{\Sigma, \Xi} \phi \rightarrow \psi \quad (Z, Y)\Delta \vdash_{\Sigma, \Xi} \phi}{(X, Y)\Gamma, \Delta \vdash_{\Sigma, \Xi} \psi}$$

$$\frac{\forall_{\text{new}} E}{(X, Y)\Gamma \vdash_{\Sigma, \Theta} \forall_{\text{new}} E \forall_{\text{new}} E \Gamma \vdash_{\Sigma, \Xi} \phi[f/x]}$$

**Additives**

$$\frac{(X)\Gamma \vdash_{\Sigma, \Xi} \phi \quad (X)\Gamma \vdash_{\Sigma, \Xi} \psi}{(X)\Gamma \vdash_{\Sigma, \Theta} \phi \& \psi}$$

$$\frac{(X)\Gamma \vdash_{\Sigma, \Theta} \phi \& \phi_1}{(X)\Gamma \vdash_{\Sigma, \Xi} \phi_i \quad (i = 1, 2)}$$

$$\frac{(X)\Delta; \phi \vdash_{\Sigma, \Xi} \psi}{(X)\Delta \vdash_{\Sigma, \Xi} \phi \rightarrow \psi}$$

$$\frac{(X)\Gamma \vdash_{\Sigma, \Xi} \phi \rightarrow \psi \quad (Y)\Delta \vdash_{\Sigma, \Xi} \phi}{(X; Y)\Gamma, \Delta \vdash_{\Sigma, \Xi} \psi}$$

$$\frac{\forall I}{(X; x: C)\Delta \vdash_{\Sigma, \Xi} \phi}$$

$$\frac{\forall E}{(X)\Gamma \vdash_{\Sigma, \Xi} \forall_{\text{new}} C. \phi \quad (Y) \vdash_{\Sigma, \Xi} \top}$$

$$\frac{(X; Y)\Gamma \vdash_{\Sigma, \Xi} \phi[f/x]}{(X; Y)\Gamma \vdash_{\Sigma, \Xi} \phi[f/x]}$$

We formalize the concept of deduction in this fragment BI. This will allow us to show a very precise correspondence between formulae and types, and between terms and proofs. Proof expressions of the logic are given by the following grammar:

$$\Pi ::= \text{LAX}_0(\xi) \mid \text{LAX}_0^*(\xi) \mid \text{LIMP}_{\text{imp}, \psi}(\xi; \Pi) \mid \text{LIMP}_{\text{imp}, \psi}(\xi; \Pi, \Pi') \mid \text{LIMP}_{\text{imp}, \psi}(\xi; \Pi, \Pi') \mid \text{LIMP}_{\text{imp}, \psi}(\xi; \Pi, \Pi') \mid \text{LIMP}_{\text{imp}, \psi}(\xi; \Pi, \Pi') \mid \text{LIMP}_{\text{imp}, \psi}(\xi; \Pi, \Pi') \mid \text{LIMP}_{\text{imp}, \psi}(\xi; \Pi, \Pi') \mid \text{LIMP}_{\text{imp}, \psi}(\xi; \Pi, \Pi')$$

$$\text{LALL}_{\text{imp}, \phi}(\Pi) \mid \text{LALL}_{\text{imp}, \phi}(\Pi) \mid \text{LALL}_{\text{imp}, \phi}(\Pi) \mid \text{LALL}_{\text{imp}, \phi}(\Pi)$$

In the above, $\xi$ ranges over a countably infinite set of occurrence markers. The idea will be to label each discharged occurrence uniquely with an occurrence marker.

Proof expressions are directly related both to Barendregt's derivation combinators [Bar92] and to O'Hearn--Pym's proof-objects [OP99]. For instance, the $\text{iALL}_{\text{imp}}(\psi)$ proof expression corresponds to Barendregt's $G$ combinator and to O'Hearn--Pym's $\lambda$-abstraction operator.

The judgement $(X)\Delta \vdash_{\Sigma, \Xi} \Pi; \phi$ is read as "$\Pi$ is a derivation of $\phi$ with respect to the context $(X)\Delta$". The rules for valid proof expressions are given below.
Definition 36 **BI derivations are defined as follows:**

**Identities and structuralis**

\[
\dfrac{X \vdash_{\Sigma, \Phi} \text{Prop} \quad Y \vdash_{\Sigma, \Phi} \text{Prop}}{(Z)I; x; \Phi \vdash_{\Sigma, \Phi} \Lambda x (x); \Phi}
\]

\[
\dfrac{X \vdash_{\Sigma, \Phi} \text{Prop} \quad Y \vdash_{\Sigma, \Phi} \text{Prop}}{(Z)\text{Addld}; x; \Phi \vdash_{\Sigma, \Phi} \Lambda x (x); \Phi}
\]

**Multisubstitution**

\[
\dfrac{(X(A); x; \Phi)[t/x'] \vdash_{\Sigma, \Phi} \text{Prop} \quad (Y)[t/x] \vdash_{\Sigma, \Phi} \text{Prop}}{(X(Y)[t/x'][t/x'] \vdash_{\Sigma, \Phi} \text{Prop}}
\]

**AddSubstitution**

\[
\dfrac{(X(1; x); \Phi)[t/x] \vdash_{\Sigma, \Phi} \text{Prop} \quad (Y)[t/x] \vdash_{\Sigma, \Phi} \text{Prop}}{(X(Y)[t/x][t/x'] \vdash_{\Sigma, \Phi} \text{Prop}}
\]

**Multiplicatives**

\[
\dfrac{(X)\Lambda \vdash_{\Sigma, \Phi} \Pi; \Phi}{(X; x; \Phi) \vdash_{\Sigma, \Phi} \Pi; \Phi}
\]

\[
\dfrac{(X)\Delta \vdash_{\Sigma, \Phi} \Pi; \Phi}{(X; 1; x; \Phi; \Psi)[x/y] \vdash_{\Sigma, \Phi} \Pi; \Phi}
\]

\[
\dfrac{(X)\Delta \vdash_{\Sigma, \Phi} \Pi; \Phi}{(X'; \Delta') \vdash_{\Sigma, \Phi} \Pi; \Phi}
\]

**Additives**

\[
\dfrac{(X; x)\Pi; \Phi}{(X)\Pi; \Phi}
\]

\[
\dfrac{(X; x; C)\Pi; \Phi}{(X)\Pi; \Phi}
\]

The above proof rules are subject to the same side-conditions as the previous stated logical rules.
3.4 The correspondence

In this section, we will set up the correspondence between BI and the $\lambda\Lambda$-calculus. The basic idea is as follows: terms of the logic correspond to elements of the type theory; formulae of the logic correspond to types of the type theory; and a deduction of a formula $\phi$ in the logic corresponds to an element of the type corresponding to $\phi$ in the type theory. We will define two functions; $T$, from the logic to the Theory theory and $L$, from the type theory to the Logic. These functions will, in fact, be inverses.

Before we give the translations, we need to say how components of the particular structure we are working with are dealt with within the type theory. Barendregt's method is to define a so-called canonical context corresponding to the particular structure. For instance, for $A = (A, B, P, Q, f, g, c)$, the canonical context is

$$\Gamma_A = A:\text{Type}, B:\text{Type}, P:A \rightarrow \text{Type}, Q:A \rightarrow B \rightarrow \text{Type}, f:A \rightarrow (A \rightarrow A), g:A \rightarrow B, c:A.$$

But in both the logic and the type theory we distinguish between a signature and a context, and place the declarations corresponding to the components of the structure as constants in the signature. The translations between the logic signature $\Sigma, \Xi$ and the type theory signature $\Sigma$ are easy to see.

We now define translations from terms, formulae and derivations of BI to elements, types and terms of the $\lambda\Lambda$-calculus, over a given context. This will enable us to show soundness.

We consider the translation of contexts first. This is quite a crucial matter, and it can’t be done as loosely as Barendregt’s treatment for intuitionistic logic [Bar92]. The translation allows us to see, in a certain way, the second sub-bunch as a series of propositional extensions.

**Definition 37** Let $\Delta = \delta_1 \cdots \delta_n$ be a bunch. The function $T$ is defined by induction on the structure of bunches as follows:

$$T(I) = \emptyset$$

$$T(1) = \emptyset$$

$$T(\Gamma, \Delta) = \Gamma, x_1 : \delta_1, \ldots, x_n : \delta_n$$

$$T(\Gamma ; \Delta) = \Gamma, x_1 \delta_1, \ldots, x_n \delta_n$$

where the $x_i$ are new variables.
The translation of bunches forces us to consider a particular fragment of BI. This is the fragment in which the bunch $\Gamma;\Delta$ is replaced by the bunch $\Gamma,\phi^\otimes_{\Delta}$, where $\phi^\otimes_{\Delta}$ is $\Delta$ with both the ""," and ";" substituted by $\otimes$. And, similarly, the bunch $\Gamma;\Delta$ is replaced by the bunch $\Gamma,\phi^\&_{\Delta}$, where $\phi^\&_{\Delta}$ is $\Delta$ with both the ";" and ";" substituted by $\&$. Now the corresponding fragment of the type theory we are working in doesn't have $\otimes$. But if we abstract the $\phi^\otimes_{\Delta}$ over and then curry the $\otimes$ away, all we need is $\rightarrow \&$. This is the idea at work inside the proof of soundness.

We remark that a finer translation of contexts, which can be thought of as relying less on dereliction, is possible, though we leave this to another occasion.

This context translation is used explicitly in the following.

**Definition 38** The function $\mathcal{T}$ is defined on terms, formulae and derivations of BI as follows.

1. **Given a term $t$, the context for $t$, denoted by $\Gamma_t$, and the translation of $t$, denoted by $\mathcal{T}(t)$, are inductively defined as follows:**

<table>
<thead>
<tr>
<th>$t$</th>
<th>$\Gamma_t$</th>
<th>$\mathcal{T}(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c : C$</td>
<td>${}$</td>
<td>$c : C$</td>
</tr>
<tr>
<td>$x : C$</td>
<td>$x : C$</td>
<td>$x : C$</td>
</tr>
</tbody>
</table>

   If the language had functions in it, then we should extend the above translation in the obvious way;

2. **Given a formula $\phi$, the context for $\phi$, denoted by $\Gamma_\phi$, and the translation of $\phi$, denoted by $\mathcal{T}(\phi)$, are inductively defined as follows:**

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\Gamma_\phi$</th>
<th>$\mathcal{T}(\phi)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi \rightarrow \psi$</td>
<td>$\mathcal{T}(\Gamma_\phi), \mathcal{T}(\Gamma_\psi)$</td>
<td>$\mathcal{T}(\phi) \rightarrow \mathcal{T}(\psi)$</td>
</tr>
<tr>
<td>$\forall_{\text{new } x : C} \phi$</td>
<td>$\mathcal{T}(\Gamma_\phi) - {x : C}$</td>
<td>$\lambda x : C. \mathcal{T}(\phi)$</td>
</tr>
<tr>
<td>$\phi &amp; \psi$</td>
<td>$\mathcal{T}(\Gamma_\phi)$</td>
<td>$\mathcal{T}(\phi) &amp; \mathcal{T}(\psi)$</td>
</tr>
<tr>
<td>$\phi \rightarrow \psi$</td>
<td>$\mathcal{T}(\Gamma_\phi), \mathcal{T}(\Gamma_\psi)$</td>
<td>$\mathcal{T}(\phi) \rightarrow \mathcal{T}(\psi)$</td>
</tr>
<tr>
<td>$\forall x : C \phi$</td>
<td>$\mathcal{T}(\Gamma_\phi) - {x! C}$</td>
<td>$\lambda x ! C. \mathcal{T}(\phi)$</td>
</tr>
</tbody>
</table>

   If the language had relations in it, then, again, we should extend the above translation in the obvious way. Note that in the case of the translation of $\phi \& \psi$, $\Gamma_\phi = \Gamma_\psi$, so that we could have stated either;
3. Given a derivation \((X)\Delta \vdash_{\Sigma, \Xi} \Pi; \phi\), the context for \(\Pi\), denoted by \(\Gamma_{\Pi}\), and the translation of \(\Pi\), denoted by \(T(\Pi)\), are inductively defined as follows:

<table>
<thead>
<tr>
<th>(\Pi)</th>
<th>(\Gamma_{\Pi})</th>
<th>(T(\Pi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{LAX}_\theta(\xi))</td>
<td>(T(X), \xi; T(\phi))</td>
<td>(\xi; T(\phi))</td>
</tr>
<tr>
<td>(\text{LAX}_\theta(\xi))</td>
<td>(T(X), \xi!; T(\phi))</td>
<td>(\xi; T(\phi))</td>
</tr>
<tr>
<td>(\text{LIMP}_\theta(\xi; \Pi))</td>
<td>(T(\Gamma_{\Pi}) - {\xi; T(\phi)})</td>
<td>(\lambda \xi; T(\phi) . T(\Pi))</td>
</tr>
<tr>
<td>(\text{LIMP}_\phi(\Pi, \Pi'))</td>
<td>(\Theta)</td>
<td>(T(\Pi) . T(\Pi'))</td>
</tr>
<tr>
<td>(\text{LALL}_\xi(\Pi))</td>
<td>(T(\Gamma_{\Pi}) - {x; C})</td>
<td>(\lambda x; C . T(\Pi))</td>
</tr>
<tr>
<td>(\text{LALL}_\phi(\Pi))</td>
<td>(\Xi)</td>
<td>(T(\Pi) . T(t))</td>
</tr>
<tr>
<td>(\text{WITH}_\phi(\Pi, \Pi'))</td>
<td>(T(\Gamma_{\Pi}))</td>
<td>(\langle T(\Pi), T(\Pi')\rangle)</td>
</tr>
<tr>
<td>(\text{WITH}_\phi(\Pi))</td>
<td>(T(\Gamma_{\Pi}))</td>
<td>(\pi(T(\Pi)))</td>
</tr>
<tr>
<td>(\text{IMP}_\phi(\xi; \Pi))</td>
<td>(T(\Gamma_{\Pi}) - {\xi!; T(\phi)})</td>
<td>(\lambda \xi!; T(\phi) . T(\Pi))</td>
</tr>
<tr>
<td>(\text{IMP}_\phi(\Pi, \Pi'))</td>
<td>(\Phi)</td>
<td>(T(\Pi) . T(\Pi'))</td>
</tr>
<tr>
<td>(\text{LALL}_\xi(\Pi))</td>
<td>(T(\Gamma_{\Pi}) - {x!; C})</td>
<td>(\lambda x!; C . T(\Pi))</td>
</tr>
<tr>
<td>(\text{LALL}_\phi(\Pi))</td>
<td>(\Psi)</td>
<td>(T(\Pi) . T(t))</td>
</tr>
</tbody>
</table>

where \([\Theta; T(\Gamma_{\Pi}); T(\Gamma_{\Pi'})]\) (that is, \(\Theta\) is the join of the translations of \(\Gamma_{\Pi}\) and \(\Gamma_{\Pi'}\)).

We can be more specific about the form of the context for some of the above cases.

**Lemma 39** In the intuitionistic elimination, \(\rightarrow E\) and \(\forall E\), cases, the translation of the minor premise \(T(\Gamma_{\Pi'})\) is entirely intuitionistic.

**Proof** The form of the rules \(\rightarrow E\) and \(\forall E\) dictates that the context of the minor premise be entirely formed with ";". The translation of such a bunch is, by definition, an entirely intuitionistic one. The effect of the structural rules is argued for on a similar basis. \(\square\)

The next lemma says that the translation of terms and formulae is indeed sound. i.e., that terms do correspond to elements and formulae do correspond to types.

**Lemma 40**

1. *If \(X \vdash_{\Sigma} t : C\), then \(\Gamma_t \vdash_{\Sigma} T(t) : C\).*

2. *If \((X)\Delta \vdash_{\Sigma, \Xi} \phi; \text{Prop}\), then \(\Gamma_\phi \vdash_{\Sigma} T(\phi) : \text{Type}\).*
**Proof** : By induction on the structure of $t$ and $\phi$ respectively.

1. Both the constant and variable cases are dealt with straightforwardly by the $(Mc)$ and $(MVar)$ rules. The inductive hypothesis is used for any functions that we might have, where we use the $(M\Delta E)$ rule.

2. If there are any predicates in the language, then they are treated as base cases; we use $(\Lambda\Lambda E)$ and $(\Lambda\Lambda I E)$ to construct the types. For the inductive cases, we consider just the linear ones. For $\phi \rightarrow \psi$, by induction hypothesis twice, we have that $\Gamma_\phi \vdash_\Sigma T(\phi) : \text{Type}$ and $\Gamma_\psi \vdash_\Sigma T(\psi) : \text{Type}$. Then we just use $(\Lambda\Lambda I 2)$ to get $\Gamma_\phi, \Gamma_\psi \vdash_\Sigma T(\phi) \rightarrow T(\psi) : \text{Type}$, which is the required $T$-translation of $\phi \rightarrow \psi$. For $\forall_{x : C}. \phi$, by induction hypothesis, we have that $\Gamma_\phi, x : C \vdash_\Sigma T(\phi) : \text{Type}$. Then we use $(\Lambda\Lambda I 1)$ to get $\Gamma_\phi \vdash_\Sigma \forall x : C. T(\phi) : \text{Type}$, which is the required $T$-translation of $\forall_{x : C}. \phi$. The intuitionistic cases are dealt with similarly.

$\square$

The next theorem relates derivations in $\text{BI}$ to proofs in the $\lambda\Delta$-calculus.

**Theorem 41 (Soundness)** *If* $(X) \Delta \vdash_{\Sigma, \Xi} \Pi : \phi$, *then* $\Gamma_\Pi \vdash_\Sigma T(\Pi) : T(\phi)$.

**Proof** By induction on the structure of the derivation of the hypothesis.

**LAX\(\phi(\xi)\)** It is convenient to work with the usual form of the axiom, which can be obtained by an application of Substitution. By Lemma 40, we know that $\Gamma_\phi \vdash_\Sigma T(\phi) : \text{Type}$, where $\Gamma_\phi$ are the declarations of the free variables in $\phi$. Then we use $(MVar)$ to get $\Gamma_\phi, \xi : \xi' \vdash_\Sigma T(\phi) \rightarrow T(\phi)$, which is the required $T$-translation of $(X) \xi' : \phi \vdash_{\Sigma, \Xi} \text{LAX}\(\phi(\xi)\) : \phi$.

**LAX\(\phi(\xi)\)** This is similar to the previous case and is omitted.

**LIMP-\(I_{\phi, \psi}(\Pi)\)** $(X) \Delta \vdash_{\Sigma, \Xi} \text{LIMP-\(I_{\phi, \psi}(\Pi)\)} : \phi \rightarrow \psi$ because $(X) \Delta, \xi : \phi \vdash_{\Sigma, \Xi} \Pi : \psi$. By induction hypothesis we have that $\Gamma_\Pi, \xi : T(\phi) \vdash_\Sigma T(\Pi) : T(\psi)$. By an application of $(M\Lambda I)$ we get $\Gamma_\Pi \vdash_\Sigma \lambda \xi : T(\phi), T(\Pi) : T(\phi) \rightarrow T(\psi)$, which is the required conclusion.

**LIMP-\(E_{\phi, \psi}(\Pi, \Pi')\)** $(X, X') \Delta, \Delta' \vdash_{\Sigma, \Xi} \text{LIMP-\(E_{\phi, \psi}(\Pi, \Pi')\)} : \psi$ because $(X) \Delta \vdash_{\Sigma, \Xi} \Pi : \phi \rightarrow \psi$ and $(X') \Delta' \vdash_{\Sigma, \Xi} \Pi' : \phi$. By induction hypothesis twice we have that $\Gamma_\Pi \vdash_\Sigma T(\Pi) : T(\phi) \rightarrow T(\psi)$ and $\Gamma_\Pi' \vdash_\Sigma T(\Pi') : T(\phi)$. By an application of $(M\Lambda E)$ and (possibly) weakening, we get

$$\Xi \vdash_\Sigma T(\Pi) T(\Pi') : \psi$$

where $[\Xi; \Gamma_\Pi; \Gamma_\Pi']$. This is the required conclusion.
**3.4. The correspondence**

**lall-\(I_{x,\phi}(\Pi)\):** \((X)\Delta \vdash_{\Sigma,\Xi} \lambda x:C.\phi\) because \((X;x:C)\Delta \vdash_{\Sigma,\Xi} \Pi:\phi\). By induction hypothesis we have that \(\Gamma_{\Pi},x:C \vdash_\Sigma T(\Pi):T(\phi)\). By an application of \((M\lambda\Lambda I)\) we get \(\Gamma_{\Pi} \vdash_\Sigma \lambda x:C.\cdot T(\Pi) : \Lambda x:C.\cdot T(\phi)\), which is the required conclusion.

**lall-\(E_{x,\phi,t}(\Pi)\):** \((X,X')\Delta \vdash_{\Sigma,\Xi} T_{i}(\Pi):T(\phi)[t/x]\) because \((X)\Delta \vdash_{\Sigma,\Xi} \Pi:\cdot \phi\) and \((X') \vdash_{\Sigma,\Xi} t:A\). By induction hypothesis twice we have that \(\Gamma_{\Pi} \vdash_\Sigma T(\Pi):\Lambda x:A\cdot T(\phi)\) and that \(\Gamma_{\Pi} \vdash_\Sigma T(t):C\). Then we use \((M\Delta E)\) and (possibly) weakening, to get \(\Theta \vdash_\Sigma T(\Pi)\cdot T(t):T(\phi)[t/x]\), where \([\Theta;\Gamma_{\Pi};\Gamma_{\chi}]\). This is the required conclusion.

**with-\(I_{\psi,\psi}(\Pi,\Pi')\):** \((X)\Delta \vdash_{\Sigma,\Xi} \psi\) with \(\psi\) because \((X)\Delta \vdash_{\Sigma,\Xi} \Pi:\phi\) and \((X)\Delta \vdash_{\Sigma,\Xi} \Pi':\psi\). By induction hypothesis twice we have that \(\Gamma_{\Pi} \vdash_\Sigma T(\Pi):T(\phi)\) and \(\Gamma_{\Pi} \vdash_\Sigma T(\Pi'):T(\psi)\). Recall that \(\Gamma_{\Pi} = \Gamma_{\Pi}'\). Then we use \((M\&I)\) to get \(\Gamma_{\Pi} \vdash_\Sigma \langle T(\Pi),T(\Pi')\rangle : T(\phi)\&T(\psi)\), which is the required conclusion.

**with-\(E_{\phi,\phi_1}(\Pi)\):** \((X)\Delta \vdash_{\Sigma,\Xi} \phi\) with \(\phi\) because \((X)\Delta \vdash_{\Sigma,\Xi} \Pi:\phi_0\&\phi_1\). By induction hypothesis we have that \(\Gamma_{\Pi} \vdash_\Sigma T(\Pi):T(\phi_0)\&T(\phi_1)\). Then we use \((M\&E)\) to get \(\Gamma_{\Pi} \vdash_\Sigma \pi_i(T(\Pi)):T(\phi_i)\)

which is the required conclusion.

**imp-\(I_{\phi,\psi}(\Pi)\):** \((X)\Delta \vdash_{\Sigma,\Xi} \phi\rightarrow \psi\) because \((X)\Delta \vdash_{\Sigma,\Xi} \Pi:\phi\) and \((X)\Delta \vdash_{\Sigma,\Xi} \Pi':\psi\). By induction hypothesis we have that \(\Gamma_{\Pi} \vdash_\Sigma T(\Pi):T(\phi)\rightarrow T(\psi)\). By an application of \((M\lambda\Lambda I)\) we get \(\Gamma_{\Pi} \vdash_\Sigma \lambda \xi:T(\phi).\cdot T(\Pi) : T(\phi)\rightarrow T(\psi)\), which is the required conclusion.

**imp-\(E_{\phi,\psi}(\Pi,\Pi')\):** \((X;X')\Delta \vdash_{\Sigma,\Xi} \Pi:\phi\) because \((X)\Delta \vdash_{\Sigma,\Xi} \Pi:\phi\) and \((X') \vdash_{\Sigma,\Xi} \Pi':\psi\). By induction hypothesis twice we have that \(\Gamma_{\Pi} \vdash_\Sigma T(\Pi):T(\phi)\rightarrow T(\psi)\) and \(\Gamma_{\Pi'} \vdash_\Sigma T(\Pi'):T(\phi)\). Then, an application of \((M\lambda\Lambda E)\) gives us \(\Theta \vdash_\Sigma T(\Pi)\cdot T(\Pi'):\psi\), where \([\Theta;\Gamma_{\Pi};\Gamma_{\Pi'}]\). This is the required conclusion.

**lall-\(I_{x,\phi}(\Pi)\):** \((X)\Delta \vdash_{\Sigma,\Xi} \lambda x:C.\phi\) because \((X;x:C)\Delta \vdash_{\Sigma,\Xi} \Pi:\phi\). By induction hypothesis we have that \(\Gamma_{\Pi},x:C \vdash_\Sigma T(\Pi):T(\phi)\). By an application of \((M\lambda\Lambda I)\) we get \(\Gamma_{\Pi} \vdash_\Sigma \lambda x:C.\cdot T(\Pi) : \Lambda x:C.\cdot T(\phi)\), which is the required conclusion.

**lall-\(E_{x,\phi,t}(\Pi)\):** \((X;X')\Delta \vdash_{\Sigma,\Xi} T_{i}(\Pi):T(\phi)[t/x]\) because \((X)\Delta \vdash_{\Sigma,\Xi} \Pi:\cdot \phi\) and \((X') \vdash_{\Sigma,\Xi} t:C\). By induction hypothesis twice we have that \(\Gamma_{\Pi} \vdash_\Sigma T(\Pi)\cdot \Lambda x:A.\cdot T(\phi)\) and that \(!\Gamma_{\Pi} \vdash_\Sigma T(\Pi)\cdot \Lambda x:A.\cdot T(\phi)\).
\( \text{T}(t):C \). We weaken the first of these judgements to get \( \Gamma_\Pi, !\Gamma_! \vdash \Sigma \text{T}(\Pi); \Lambda x!A . \text{T}(\phi) \).

Then, application of \( \{MA!E\} \) gives us \( \Psi \vdash \Sigma \text{T}(\Pi)\text{T}(t):\text{T}(\phi)[t/x] \), where \([\Psi; \Gamma_\phi, !\Gamma_!; !\Gamma_!]\].

This is the required conclusion. \( \square \)

We now give a translation from the type theory to the logic. Basically, the above technique is
done in reverse. That is, we consider the signature of the \( \lambda\lambda \)-calculus and construct the structure
and language out of it. Then we give mappings of elements, types and elements of types of the
\( \lambda\lambda \)-calculus to terms, formulae and deductions of \( \text{BI} \).

We now define the translation from the type theory to the logic. The \( \lambda\lambda \)-calculus’ contexts
are translated as follows: \( \langle \rangle \) is translated to \( I; 1 \); the singleton contexts \( x:A \) and \( x!A \) are translated
to \( I, x:A \) and \( 1, x; A \); and other contexts \( \Gamma, x:A \) and \( \Gamma, x!A \) are translated as \( \Gamma', x:A \) and \( \Gamma', x; A \), where
\( \Gamma' \) is the translation, inductively, of \( \Gamma \).

**Definition 42** The function \( \mathcal{L} \) is defined on elements, types and terms of the \( \lambda\lambda \)-calculus as
follows:

1. Given an element \( t \), the assumptions for \( t \), denoted by \( (X_t) \), and the translation of \( t \), denoted
   by \( \mathcal{L}(t) \), is inductively defined as follows:

   \begin{array}{|c|c|c|}
   \hline
   t & (X_t) & \mathcal{L}(t) \\
   \hline
   c:A & \langle \rangle & c:A \\
   x:A & x:A & x:A \\
   \hline
   \end{array}

   If the signature contained functions, then we extend the above translation in the obvious
   way;

2. Given a type \( \phi \), the assumptions for \( \phi \), denoted by \( (X_\phi)\Delta_\phi \), and the translation of \( \phi \), denoted
   by \( \mathcal{L}(\phi) \), are inductively defined as follows:

   \begin{array}{|c|c|c|}
   \hline
   \phi & (X_\phi)\Delta_\phi & \mathcal{L}(\phi) \\
   \hline
   a & \langle \rangle & a \\
   \phi \rightarrow \psi & (X_\phi, X_\psi)\Delta_\phi, \Delta_\psi & \mathcal{L}(\phi) \rightarrow \mathcal{L}(\psi) \\
   \Delta x:A . \phi & (X_\phi - (I, x:A)\Delta_\phi & \forall x:A . \mathcal{L}(\phi) \\
   \phi \& \psi & (X_\phi)\Delta_\phi & \mathcal{L}(\phi) \& \mathcal{L}(\psi) \\
   \phi \rightarrow \psi & (X_\phi; X_\psi)\Delta_\phi; \Delta_\psi & \mathcal{L}(\phi) \rightarrow \mathcal{L}(\psi) \\
   \Delta x!A . \phi & (X_\phi - (1; x:A)\Delta_\phi & \forall x:A . \mathcal{L}(\phi) \\
   \hline
   \end{array}
We note that in the case of the additive conjunction, \( \Delta_\lor = \Delta_\land \), so we could have stated either. We also note that if the language had relations in it, then, as in the translation for terms, the above translation would be extended in the obvious way.

3. Given a derivation \( \Gamma \vdash \Sigma M : A \), the proof context for \( M \), denoted by \((X_M)\Delta_M\), and the translation of \( M \), denoted by \( L(M) \), are inductively defined as follows:

<table>
<thead>
<tr>
<th>( \Gamma \vdash \Sigma M : A )</th>
<th>((X_M)\Delta_M)</th>
<th>( L(M) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x : A )</td>
<td>((X_I)I,x:A)</td>
<td>( LAX_{\Sigma(A)}(x) )</td>
</tr>
<tr>
<td>( x : A )</td>
<td>((X_I)1; x:A)</td>
<td>( LAX_{\Sigma(A)}(x) )</td>
</tr>
<tr>
<td>( \lambda x.A.M : A \to B )</td>
<td>((X_M)\Delta_M - (I,x:L(A)))</td>
<td>( LIMP_{\Sigma(A),L(B)}(x:L(M)) )</td>
</tr>
<tr>
<td>( MN:B )</td>
<td>((X_M;X_N)\Delta_M,\Delta_N)</td>
<td>( LIMP_{\Sigma(A),L(B)}(L(M),L(N)) )</td>
</tr>
<tr>
<td>( \lambda x:C.M : \Delta x:C.A )</td>
<td>((X_M - (I,x:C))\Delta_M)</td>
<td>( CALL_{\Sigma(A)}(L(M)) )</td>
</tr>
<tr>
<td>( Mt:A[x/x] )</td>
<td>((X_M;X_I)\Delta_M)</td>
<td>( CALL_{\Sigma(A),L(L)}(L(M)) )</td>
</tr>
<tr>
<td>( \langle M,N \rangle:A &amp; B )</td>
<td>((X_M)\Delta_M)</td>
<td>( \mathit{WITH}_{\Sigma(A),L(B)}(L(M),L(N)) )</td>
</tr>
<tr>
<td>( \pi_i(M):A_i )</td>
<td>((X_M)\Delta_M)</td>
<td>( \mathit{WITH}^i_{\Sigma(A),L(A_i)}(L(M)) )</td>
</tr>
<tr>
<td>( \lambda x!A.M : A \to B )</td>
<td>((X_M)\Delta_M - (I,x:L(A)))</td>
<td>( HIMP_{\Sigma(A),L(B)}(x:L(M)) )</td>
</tr>
<tr>
<td>( MN:B )</td>
<td>((X_M;X_N)\Delta_M;\Delta_N)</td>
<td>( HIMP_{\Sigma(A),L(B)}(L(M),L(N)) )</td>
</tr>
<tr>
<td>( \lambda x:C.M : \Delta x!C.A )</td>
<td>((X_M - (I,x:C))\Delta_M)</td>
<td>( CALL_{\Sigma(A)}(L(M)) )</td>
</tr>
<tr>
<td>( Mt:A[x/x] )</td>
<td>((X_M;X_I)\Delta_M)</td>
<td>( CALL_{\Sigma(A),L(L)}(L(M)) )</td>
</tr>
</tbody>
</table>

We note that in the translation of identities and applications, we really need realizers to indicate what kind of identity or application was realized. Usually this will be clear from the context, so we shall not be too formal about it.

The following lemma says that elements do indeed become terms and types do indeed become formulae. As with all completeness arguments, it requires that the type-theoretic judgement resemble the logic judgement in that only types can depend on terms, and not the other way around.

**Lemma 43**

1. If \( \Gamma \vdash \Sigma t : C \) and \( \Gamma \) is just a list of variable declarations, then \( L(\Gamma) \vdash_{\Sigma L(t):C} \).

2. If \( \Gamma \vdash_{\Sigma A:Type} \) and \( \Gamma \) is of the form \( \Gamma_X,\Gamma_\Delta \) (a list of variable declarations followed by a list of type declarations), then \( (L(\Gamma_X))L(\Gamma_\Delta) \vdash_{\Sigma L(A):Prop} \).
Proof By induction on the structure of \( t \) and \( A \) respectively.

1. The base cases are when \( t \) is a constant or a variable. In both these cases, \( \mathcal{L}(t) = t \in \text{Term}_C \) by virtue of \( C \) being declared in the signature and so being a sort symbol in the structure. The inductive hypothesis and the application rules are used for any functions that might be declared in the signature.

2. The base case is when \( A \) is a constant type, \( a \). In this case, \( a \) is translated to a sort \( a \) in the signature. We consider just one inductive case. Suppose \( \Gamma \vdash \Sigma \text{Ax}: \text{Type} \) because \( \Gamma, x:C \vdash \phi: \text{Type} \). By induction hypothesis, we have that \( (\mathcal{L}(\Gamma_x), x:C) \mathcal{L}(\Gamma_\Delta) \vdash_{\Sigma, \Xi} \mathcal{L}(\phi) : \text{Prop} \). Then we use \( (\forall_{\text{new} l}) \) to get that \( \mathcal{L}(\Gamma) \vdash_{\Sigma, \Xi} \forall_{\text{new} x:C} \mathcal{L}(\phi) : \text{Prop} \). The other inductive cases are done similarly. \( \square \)

The following theorem relates realizers of the \( \lambda \Lambda \)-calculus to proof expressions of \( \text{BI} \).

**Theorem 44 (Completeness)** If \( \Gamma \vdash \Sigma M:A \) and \( \Gamma \) is of the form \( \Gamma_X, \Gamma_\Delta \) (a list of variable declarations followed by a list of type declarations), then \( (X_M)\Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M):\mathcal{L}(A) \).

**Proof** By induction on the proof of the hypothesis.

**(MVar)** Suppose \( \Gamma, x:A \vdash_{\Sigma} x:A \), which implies that \( \text{dom}(\Gamma) = \text{FV}(A) \). By Lemma 43, we know that \( \mathcal{L}(A) \in \text{Form}_A \). Then we use \( (\text{MulId}) \) to construct \( (X_\Gamma) x: \mathcal{L}(A) \vdash_{\Sigma, \Xi} \text{Ax}_\mathcal{L}(A)(x): \mathcal{L}(A) \), where \( X_\Gamma \) is the \( \text{BI} \) version of the \( \lambda \Lambda \)-calculus context \( \Gamma \).

**(MVVar!)** This case is done similarly to the one above and we omit the details.

**(M\lambda\DeltaI)** Suppose \( \Gamma \vdash \Sigma \lambda x:A. M:A \to B \) because \( \Gamma, x:A \vdash \Sigma M:B \). By induction hypothesis we have that \( (X_M)\Delta_M, x:A \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \mathcal{L}(B) \). Then we use \( (\to I) \) to get \( (X_M)\Delta_M \vdash_{\Sigma, \Xi} \text{LIMP}_{A,B}(\mathcal{L}(M)) : \mathcal{L}(A) \to \mathcal{L}(B) \), which is the required conclusion.

**(M\lambda\DeltaE)** Suppose \( \Xi \vdash \Sigma M \vdash_{\Sigma} MN:B \) because \( \Gamma \vdash \Sigma M:A \to B \) and \( \Delta \vdash \Sigma N:A \), where \( \Xi \) is the context-sensitive join of \( \Gamma \) and \( \Delta \). By induction hypothesis twice we have that \( (X_M)\Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \mathcal{L}(A) \to \mathcal{L}(B) \) and \( (X_N)\Delta_N \vdash_{\Sigma, \Xi} \mathcal{L}(N) : \mathcal{L}(A) \). Then we use \( (\to E) \) to get

\[
(X_M, X_N)\Delta_M, \Delta_N \vdash_{\Sigma, \Xi} \text{LIMP}_{B,A}(\mathcal{L}(M), \mathcal{L}(N)) : \mathcal{L}(B)
\]

which is the required conclusion.
(MΛΔI) Suppose \( \Gamma \vdash \Sigma \lambda x: C. M : \Delta x : C. A \) because \( \Gamma, x : C \vdash \Sigma M : A \). By induction hypothesis we have that \( (X_M, x : C) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \mathcal{L}(A) \). Then we use \((\forall_{\text{new}} I)\) to get

\[
(X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \forall_{\text{new}} x : C. \mathcal{L}(A)
\]

which is the required conclusion.

(MΔΞ) Suppose \( \Xi \vdash \Sigma M : \Delta A[t/x] \) because \( \Gamma \vdash \Sigma M : \forall_{\text{new}} x : C. A \) and \( \Delta \vdash \Sigma t : C \), where \( \Xi \) is the context-sensitive join of \( \Gamma \) and \( \Delta \). By induction hypothesis twice we have that \( (X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \forall_{\text{new}} x : C. \mathcal{L}(A) \) and that \( (X_t) \vdash_{\Sigma, \Xi} \mathcal{L}(t) : C \). Then we use \((\forall_{\text{new}} E)\) to get \( (X_M, X_t) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(t) \mathcal{L}(M) : \mathcal{L}(\phi)[\mathcal{L}(t)/x] \), which is the required conclusion, again up to structural equivalence.

(M&I) Suppose \( \Gamma \vdash \Sigma (M, N) : A & B \) because \( \Gamma \vdash \Sigma M : A \) and \( \Gamma \vdash \Sigma N : B \). By induction hypothesis twice we have that \( (X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \mathcal{L}(A) \) and \( (X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(N) : \mathcal{L}(B) \). Then we use \((\& I)\) to get \( (X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(A) \& \mathcal{L}(B) \), which is the required conclusion.

(M&Ξ) Suppose \( \Gamma \vdash \Sigma \pi_i(M) : A_i \) because \( \Gamma \vdash \Sigma M : A_0 \& A_1 \). By induction hypothesis we have that \( (X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \mathcal{L}(A_0) \& \mathcal{L}(A_1) \). Then we use \((\& E)\) to get

\[
(X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(A_0) \& \mathcal{L}(A_1) \mathcal{L}(M) : \mathcal{L}(A_i)
\]

which is the required conclusion.

(MΛΔ!E) Suppose \( \Gamma \vdash \Sigma \lambda x : A. M : A \rightarrow B \) because \( \Gamma, x : A \vdash \Sigma M : B \). By induction hypothesis we have that \( (X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(A) \rightarrow \mathcal{L}(M) : \mathcal{L}(B) \). Then we use \((\rightarrow I)\) to get \( (X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \mathcal{L}(A) \rightarrow \mathcal{L}(B) \), which is the required conclusion.

(MΛ!E) Suppose \( \Xi \vdash \Sigma MN : B \) because \( \Gamma \vdash \Sigma M : A \rightarrow B \) and \( \Delta \vdash \Sigma N : A \), where \( \Xi \) is the context-sensitive join of \( \Gamma \) and \( \Delta \). By induction hypothesis twice we have that \( (X_M) \Delta_M \vdash_{\Sigma, \Xi} \mathcal{L}(M) : \mathcal{L}(A) \rightarrow \mathcal{L}(B) \) and \( (X_N) \Delta_N \vdash_{\Sigma, \Xi} \mathcal{L}(N) : \mathcal{L}(A) \). Then we use \((\rightarrow E)\) to get

\[
(X_M ; X_N) \Delta_M ; \Delta_N \vdash_{\Sigma, \Xi} \mathcal{L}(M) \mathcal{L}(N) : \mathcal{L}(B)
\]

which is the required conclusion.
(MAΔI) Suppose \( \Gamma \vdash \sum \lambda x : C. M : \Delta \) because \( \Gamma, x : C \vdash M : A \). By induction hypothesis we have that \( (X_M; x : C) \Delta \vdash_{\sum, \Xi} L(M) : L(A) \). Then we use \((\forall I)\) to get

\[
(X_M) \Delta \vdash_{\sum, \Xi} \forall \lambda x : C. L(M) : L(A) \]

which is the required conclusion.

(MA!Ξ) Suppose \( \Xi \vdash \sum M : A[t/x] \) because \( \Gamma \vdash \sum M : \forall x : C. A \) and \( !\Delta \vdash t : C \), where \( \Xi \) is the context-sensitive join of \( \Gamma \) and \( !\Delta \). By induction hypothesis twice we have that \( (X_M) \Delta \vdash_{\sum, \Xi} L(M) : \forall x : C. L(A) \) and that \( (!X_t) \vdash_{\sum, \Xi} L(t) : C \). Then we use \((\forall E)\) to get

\[
(X_M, !X_t) \Delta \vdash_{\sum, \Xi} \Pi \text{IMP}_{\sum, \Xi} L(M) : L(t)[L(t)/x] \]

which is the required conclusion.

So far we have set up maps between the logic and the type theory. The next theorem shows that the maps are inverses of each other.

**Theorem 45 (Correspondence)** Let \( (X) \Delta \vdash_{\sum, \Xi} \Pi : \phi \) and let \( \Gamma \vdash \sum M : A \). Then

1. \( L(T(\Pi)) = \Pi \); and

2. \( T(L(M)) = M \).

**Proof**

1. By induction on the structure of \( \Pi \).

**LAX_\phi(\xi)\text{ }** Suppose \( (X) \xi : \phi \vdash_{\sum, \Xi} LAX_\phi(\xi) : \phi \). Then we calculate

\[
L(T(LAX_\phi(\xi))) = L(\xi) \quad \text{with } \Gamma = T(X), \xi : \phi \\
= LAX_\phi(\xi) \quad \text{definition}
\]

**LAX_\phi(\xi)\text{ }** This is dealt with similarly to the above one and we omit the details.

**LIMP_{T_{\psi}(\xi; \Pi)}\text{ }** Suppose \( (X) \Delta \vdash_{\sum, \Xi} \Pi \text{IMP}T_{\psi}(\xi; \Pi) : \phi \to \psi \). Then we calculate

\[
L(T(T_{\Pi})) = L(T_{\Pi}) - \{\xi : \phi\} \\
= LIMP_{L(T(\phi)), L(T(\psi))(\xi : L(T(\Pi)))} (\xi : L(T(\Pi))) \quad \text{definition} \\
= LIMP_{T_{\psi}(\xi; \Pi)} \quad \text{IH}
\]
3.4. The correspondence

\textbf{LIMP}_{E_\phi,\psi}(\Pi,\Pi') Suppose } (X)\Delta \vdash_{\Sigma,\Xi} \text{ LIMP}_{E_\phi,\psi}(\Pi,\Pi'):\psi. \text{ Before giving the calculation, we make a brief note regarding the translation of contexts. The premisses of } (X)\Delta \vdash_{\Sigma,\Xi} \text{ LIMP}_{E_\phi,\psi}(\Pi,\Pi'):\psi = (X_{\Pi_1})\Delta_{\Pi_1} \vdash_{\Sigma,\Xi} \Pi_1: \phi \text{ and } (X_{\Pi'})\Delta_{\Pi'} \vdash_{\Sigma,\Xi} \Pi_1': \phi, \text{ where } X = X_{\Pi_1}, X_{\Pi'} \text{ and } \Delta = \Delta_{\Pi_1}, \Delta_{\Pi'}. \text{ By induction, these premisses will be translated to the } \lambda\lambda\text{-calculus judgements } \Gamma_{\Pi_1} \vdash_{\Sigma} T(\Pi): T(\phi) \rightarrow T(\psi) \text{ and } \Gamma_{\Pi'} \vdash_{\Sigma} T(\Pi'): T(\phi). \text{ Now, the contexts } \Gamma_{\Pi_1} \text{ and } \Gamma_{\Pi'} \text{ might not share the same intuitionistic variables (which arise from the ; variables of the BI context). So, in order for the type theory join to work, it might be necessary to weaken in the appropriate intuitionistic variables in each of the contexts } \Gamma_{\Pi_1} \text{ and } \Gamma_{\Pi'}. \text{ The join then contracts the copy away and leaves a context which is the correct BI translation. Subject to this explanation, which applies in several other cases of this proof too, we now have the following:}

\begin{align*}
\mathcal{L}(T(\text{LIMP}_{E_\phi,\psi}(\Pi,\Pi'))) &= \mathcal{L}(T(\Pi))T(\Pi') \quad \text{with } [\Gamma; T(\Gamma_{\Pi}); T(\Gamma_{\Pi'})] \\
&= \text{LIMP}_{E_\phi,\psi}(\mathcal{L}(T(\Pi)), \mathcal{L}(T(\Pi'))) \quad \text{definition} \\
&= \text{LIMP}_{E_\phi,\psi}(\Pi,\Pi') \quad \text{IH}
\end{align*}

\textbf{LALL-}_{1_x,\phi}(\Pi) Suppose } (X)\Delta \vdash_{\Sigma,\Xi} \text{ LALL-}_{1_x,\phi}(\Pi): \forall_{\text{new } x:C} \phi. \text{ Then we calculate}

\begin{align*}
\mathcal{L}(T(\text{LALL-}_{1_x,\phi}(\Pi))) &= \mathcal{L}(\lambda x:C.T(\Pi)) \quad \text{with } \Gamma = T(\Gamma_{\Pi}) - \{x:C\} \\
&= \text{LALL-}_{1_x,\phi}(T(\phi))(\mathcal{L}(T(\Pi))) \quad \text{definition} \\
&= \text{LALL-}_{1_x,\phi}(\Pi) \quad \text{IH}
\end{align*}

\textbf{LALL-}_{E_\phi,\psi}(\Pi) Suppose } (X)\Delta \vdash_{\Sigma,\Xi} \text{ LALL-}_{E_\phi,\psi}(\Pi): \phi[t/x]. \text{ Then we calculate}

\begin{align*}
\mathcal{L}(T(\text{LALL-}_{E_\phi,\psi}(\Pi))) &= \mathcal{L}(T(\Pi))T(t) \quad \text{with } [\Gamma; T(\Gamma_{\Pi}); T(\Gamma_{\Pi})] \\
&= \text{LALL-}_{E_\phi,\psi}(T(\phi), T(\theta))(\mathcal{L}(T(\Pi))) \quad \text{definition} \\
&= \text{LALL-}_{E_\phi,\psi}(\Pi) \quad \text{IH}
\end{align*}

The above calculation is done subject to the same explanation regarding the \((-\rightarrow E)\) calculation above.

\textbf{WITH}_{0,\psi}(\Pi,\Pi') Suppose } (X)\Delta \vdash_{\Sigma,\Xi} \text{ WITH}_{0,\psi}(\Pi,\Pi') : \phi & \psi. \text{ Then we calculate}

\text{WITH}_{0,\psi}(\Pi,\Pi')
\[ \mathcal{L}(\mathcal{T}(\text{with-E}_{\phi_0, \phi_1}(\Pi, \Pi')))) \]
\[ = \mathcal{L}(\langle \mathcal{T}(\Pi), \mathcal{T}(\Pi') \rangle) \quad \text{with } \Gamma = \mathcal{T}(\Gamma_\Pi)(= \mathcal{T}(\Gamma_{\Pi'})) \]
\[ = \text{with-E}_{\phi_0, \phi_1}(\mathcal{L}(\mathcal{T}(\Pi)), \mathcal{L}(\mathcal{T}(\Pi')))) \quad \text{IH} \]

**with-E_{\phi_0, \phi_1}(\Pi)** Suppose \((X) \Delta \vdash_{\Sigma, \Xi} \text{with-E}_{\phi_0, \phi_1}(\Pi) : \phi_i\). Then we calculate

\[ \mathcal{L}(\langle \mathcal{T}(\text{with-E}_{\phi_0, \phi_1}(\Pi)) \rangle) \]
\[ = \mathcal{L}(\pi_1(T(\Pi))) \quad \text{with } \Gamma = T(\Gamma_\Pi) \]
\[ = \text{with-E}_{\phi_0, \phi_1}(\mathcal{L}(\mathcal{T}(\Pi))) \quad \text{IH} \]

**imp-E_{\phi_0, \phi_1}(\xi; \Pi)** Suppose \((X) \Delta \vdash_{\Sigma, \Xi} \text{imp-E}_{\phi_0, \phi_1}(\xi; \Pi) : \phi \rightarrow \psi\). Then we calculate

\[ \mathcal{L}(\langle \text{imp-E}_{\phi_0, \phi_1}(\xi; \Pi) \rangle) \]
\[ = \mathcal{L}(\lambda \xi. T(\phi) : T(\Pi)) \quad \text{with } \Gamma = T(\Gamma_\Pi) - \{ \xi \phi \} \]
\[ = \text{imp-E}_{\lambda(T(\phi)), \mathcal{L}(\mathcal{T}(\psi))(\xi; \mathcal{L}(\mathcal{T}(\Pi)))} \quad \text{definition} \]
\[ = \text{imp-E}_{\phi, \psi}(\xi; \Pi) \quad \text{IH} \]

**imp-E_{\phi_0, \phi_1}(\Pi, \Pi')** Suppose \((X) \Delta \vdash_{\Sigma, \Xi} \text{imp-E}_{\phi_0, \phi_1}(\Pi, \Pi') : \psi\). Before giving the calculation, we make a brief note regarding the translation of contexts. The premises of the judgement \((X) \Delta \vdash_{\Sigma, \Xi} \text{imp-E}_{\phi_0, \phi_1}(\Pi, \Pi') : \psi\) are \((X_{\Pi}) \Delta_{\Pi} \vdash_{\Sigma, \Xi} \Pi : \phi \rightarrow \psi\) and \(!X_{\Pi'}) !\Delta_{\Pi'} \vdash_{\Sigma, \Xi} \Pi' : \phi\), where \(X = X_{\Pi}; !X_{\Pi'}\) and \(\Delta = \Delta_{\Pi} !\Delta_{\Pi'}\). By induction, these premises will be translated to the \(\lambda\lambda\lambda\)-calculus judgements \(\Gamma_{\Pi} \vdash_{\Sigma} T(\Pi) : T(\phi) : T(\psi)\) and \(!\Gamma_{\Pi'} \vdash_{\Sigma} T'(\Pi') : T'(\phi)\). Now, the contexts \(\Gamma_{\Pi}\) and \(!\Gamma_{\Pi'}\) might not share the same intuitionistic variables (which arise from the \(;\) variables of the BI context). So, in order for the type theory join to work, it might be necessary to weaken in the appropriate intuitionistic variables in each of the contexts \(\Gamma_{\Pi}\) and \(!\Gamma_{\Pi'}\). The join then contracts the copy away and leaves a context which is the correct BI translation. Subject to this explanation, we now have the following:

\[ \mathcal{L}(\mathcal{T}(\text{imp-E}_{\phi_0, \phi_1}(\Pi, \Pi')))) \]
\[ = \mathcal{L}(\mathcal{T}(\Pi) \mathcal{T}(\Pi')) \quad \text{with } [\Gamma; \mathcal{T}(\Gamma_\Pi); \mathcal{T}(\Gamma_{\Pi'})] \]
\[ = \mathcal{T}(\Pi_1, \Pi_2) \quad \text{definition} \]
\[ = \text{imp-E}_{\phi_0, \phi_1}(\Pi, \Pi') \quad \text{IH} \]
3.4. The correspondence

\textbf{IALL-1}_{x,\phi}(\Pi) Suppose } (X)\Delta \vdash_{\Sigma, \Xi} \text{ IALL-1}_{x,\phi}(\Pi) : \forall x : C. \phi. \text{ Then we calculate }

\[ \mathcal{L}(\mathcal{T}(\text{IALL-1}_{x,\phi}(\Pi))) \]
\[ = \mathcal{L}(\lambda x : C. \mathcal{T}(\Pi)) \quad \text{with } \Gamma = \mathcal{T}(\Gamma) \setminus \{ x : C \} \]
\[ = \text{IALL-1}_{x,\phi}(\mathcal{T}(\phi)) (\mathcal{L}(\mathcal{T}(\Pi))) \quad \text{definition} \]
\[ = \text{IALL-1}_{x,\phi}(\Pi) \quad \text{IH} \]

\textbf{IALL-E}_{x,\phi,t}(\Pi) Suppose } (X)\Delta \vdash_{\Sigma, \Xi} \text{ IALL-E}_{x,\phi,t}(\Pi) : \phi[t/x]. \text{ Then we calculate }

\[ \mathcal{L}(\mathcal{T}(\text{IALL-E}_{x,\phi,t}(\Pi))) \]
\[ = \mathcal{L}(\mathcal{T}(\Pi) \mathcal{T}(t)) \quad \text{with } [\Gamma ; \mathcal{T}(\Gamma_1); \mathcal{T}(\Gamma_2)] \]
\[ = \text{IALL-E}_{x,\phi,t}(\mathcal{T}(\phi)) \mathcal{L}(\mathcal{T}(\Pi)) \mathcal{L}(\mathcal{T}(t)) \quad \text{definition} \]
\[ = \text{IALL-E}_{x,\phi,t}(\Pi) \quad \text{IH} \]

The above calculation is done subject to the same explanation regarding the \((\to \to E)\) calculation above.

2. By induction on the structure of } M, \text{ where } \Gamma \vdash_{\Sigma} M : A.

\textbf{(MVar)} \text{ Suppose } \Gamma, x : A \vdash_{\Sigma} x : A. \text{ Then we calculate }

\[ \mathcal{T}(\mathcal{L}(x)) = \mathcal{T}(\lambda x : \phi. x) \]
\[ = x \]

\textbf{(MVarI)} \text{ This is done similarly to the above and we omit the details.}

\textbf{(M\lambda I)} \text{ Suppose } \Gamma \vdash_{\Sigma} \lambda x : \phi. M : \phi \to \psi. \text{ Then we calculate }

\[ \mathcal{T}(\mathcal{L}(\lambda x : \phi. M)) \]
\[ = \mathcal{T}(\text{LIMP}_{\mathcal{L}(\phi), \mathcal{L}(\psi)}(x : \mathcal{L}(M))) \quad \text{with } (X)\Delta = (X_M)\Delta_M - (I, x : \mathcal{L}(\phi)) \]
\[ = \lambda x : \mathcal{T}(\mathcal{L}(\phi)). \mathcal{T}(\mathcal{L}(M)) \quad \text{definition} \]
\[ = \lambda x : \phi. M \quad \text{IH} \]

In fact, the } x : \mathcal{L}(\phi) \text{ will be the last leaf of the bunch } (X_M)\Delta_M.

\textbf{(M\Delta E)} \text{ Suppose } \Xi \vdash_{\Sigma} M N : \psi. \text{ Before we give the calculation, it is worth making a little note regarding the correctness of the translation of the context. Now the judgement }

\[ \Xi \vdash_{\Sigma} M N : \psi \text{ holds because } \Gamma \vdash_{\Sigma} M : \phi \to \psi \text{ and } \Delta \vdash_{\Sigma} N : \phi, \text{ where } \Xi \text{ is the sharing-sensitive join of } \Gamma \text{ and } \Delta. \text{ By induction, these premiss judgements are translated as} \]
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\((X_M)\Delta_M \vdash \Sigma, \Xi \vdash L(M) : L(\phi) \rightarrow L(\psi)\) and \((X_N)\Delta_N \vdash \Sigma, \Xi \vdash L(N) : L(\phi)\). An application of \((-\rightarrow E)\) then gives us the judgement \((X_M, X_N)\Delta_M, \Delta_N \vdash \Sigma, \Xi \vdash L(M) L(N) : L(\psi)\). Now the contexts \((X_M)\Delta_M\) and \((X_N)\Delta_N\) might share intuitionistic variables. So it might be necessary to weaken \(\Xi\) in order to get the translation correct. Subject to this explanation, we now calculate:

\[
T(L(MN)) = T(\text{LIMP}_{L(\phi), L(\psi)}(L(M), L(N))) \quad \text{definition}
\]

\[
= T(L(M)) T(L(N)) \quad \text{definition}
\]

\[
= MN \quad \text{IH}
\]

\((\text{M} \& \text{A} I)\) Suppose \(\Gamma \vdash \Xi \lambda x : C. M : \Lambda x : C. \phi\). Then we calculate

\[
T(L(\lambda x : C. M))
\]

\[
= T(\text{LALL}_{\lambda x, L(\phi)}(L(M))) \quad \text{with} \ (X)\Delta = (X_M - (I, x: C))\Delta_M
\]

\[
= \lambda x : C. T(L(M)) \quad \text{definition}
\]

\[
= \lambda x : C. M \quad \text{IH}
\]

In fact, the \(x : L(\phi)\) will be the last leaf of the bunch \((X_M)\Delta_M\).

\((\text{M} \& \text{E} I)\) Suppose \(\Xi \vdash M : \phi[x / t]\). Then we calculate

\[
T(L(Mt)) = T(\text{LALL}_{\lambda x, L(\phi)}(L(M))) \quad \text{definition}
\]

\[
= T(L(M)) T(L(t)) \quad \text{definition}
\]

\[
= Mt \quad \text{IH}
\]

The above calculation is done subject to the same explanation regarding the \((-\rightarrow E)\) calculation above.

\((\text{M} \& \text{I})\) Suppose \(\Gamma \vdash \Sigma (M, N) : A \& B\). Then we calculate

\[
T(L\langle M, N \rangle) = T(\text{WITH} \langle A, L(\phi) \rangle (L(M), L(N))) \quad \text{definition}
\]

\[
= \{T(L(A)), T(L(B))\} \quad \text{definition}
\]

\[
= \langle M, N \rangle \quad \text{IH}
\]

\((\text{M} \& \text{E} i)\) Suppose \(\Gamma \vdash \Sigma \pi_i(M) : A_i\). Then we calculate

\[
T(L(\pi_i(M))) = T(\text{WITH}_i \langle A_0, L(\phi) \rangle (L(M))) \quad \text{definition}
\]

\[
= \pi_i(T(L(M))) \quad \text{definition}
\]

\[
= \pi_i(M) \quad \text{IH}
\]
(MλΔI) Suppose $\Gamma \vdash \Sigma \lambda x ! \Phi . M : \Phi \rightarrow \Psi$. Then we calculate

$$T(\Lambda (\lambda x ! \Phi . M))$$

$$= T((\text{IMP-}\Lambda (\Phi), \Lambda (\Psi))(\lambda : \Lambda (M)))$$

with $(X) \Delta = (X_M) \Delta_M - (1;x : \Lambda (\Phi))$

$$= \lambda x ! T(\Lambda (\Phi)) \cdot T(\Lambda (M))$$

definition

$$= \lambda x ! \Phi . M$$

IH

In fact, the $x : \Lambda (\Phi)$ will be the last leaf of the bunch $(X_M) \Delta_M$.

(MΛ!E) Suppose $\Xi \vdash \Sigma M N : \Psi$. Before we give the calculation, it is worth making a little note regarding the correctness of the translation of the context. Now the judgement $\Xi \vdash \Sigma M N : \Psi$ holds because $\Gamma \vdash \Sigma M : \Phi \rightarrow \Psi$ and $! \Delta \vdash \Xi N : \Phi$, where $\Xi$ is the sharing-sensitive join of $\Gamma$ and $! \Delta$. By induction, these premiss judgements are translated as $(X_M ! \Delta_M) \vdash \Sigma \Xi \Lambda (M) : \Lambda (\Phi) \rightarrow \Lambda (\Psi)$ and $(!X_N ! \Delta_N) \vdash \Sigma \Xi \Lambda (N) : \Lambda (\Phi)$. An application of $(!E)$ then gives us the judgement $(X_M ! \Delta_M) ! \Delta_N \vdash \Sigma \Xi \Lambda (M) \cdot \Lambda (N) : \Lambda (\Psi)$. Now the contexts $(X_M) \Delta_M$ and $(!X_N) ! \Delta_N$ might share intuitionistic variables. So it might be necessary to weaken $\Xi$ in order to get the translation correct. Subject to this explanation, we now calculate:

$$T(\Lambda (M N))$$

$$= T((\text{IMP-E}\Lambda (\Phi), \Lambda (\Psi))(\Lambda (M)), \Lambda (N))$$

definition

$$= T(\Lambda (M)) \cdot T(\Lambda (N))$$

definition

$$= \Lambda (N)$$

IH

(MΛΔI) Suppose $\Gamma \vdash \Sigma \lambda x ! C . M : \Lambda x ! C . \Phi$. Then we calculate

$$T(\Lambda (\lambda x ! C . M))$$

$$= T(\text{ALL-}t_{\lambda ! C (\Phi)} (\Lambda (M)))$$

with $(X) \Delta = (X_M - (1;x C)) \Delta_M$

$$= \lambda x ! C . T(\Lambda (M))$$

definition

$$= \lambda x ! C . M$$

IH

In fact, the $x : \Lambda (\Phi)$ will be the last leaf of the bunch $(X_M) \Delta_M$.

(MΛE) Suppose $\Xi \vdash \Sigma M t : \Phi[t/x]$. Then we calculate

$$T(\Lambda (Mt))$$

$$= T((\text{ALL-}E_{t_{\lambda ! C (\Phi)}} (\Lambda (M))))$$

definition

$$= T(\Lambda (M)) \cdot T(\Lambda (t))$$

definition

$$= Mt$$

IH

The above calculation is done subject to the same explanation regarding the $(\to E)$ calculation above. □
3.5 Other correspondences

The first description of such a correspondence, between intuitionistic logic and simply-typed \( \lambda \)-calculus, was given by Howard in around 1969 [How80]. Howard refers to Tait for the one-to-one correspondence between cut-elimination in the logic and normalization in the term calculus. Independently, de Bruijn interpreted propositions as types and proofs as terms while encoding (classical) mathematics as part of the Automath project. Hence, the propositions-as-types correspondence is also referred to as the Curry-Howard-de Bruijn correspondence. We have already commented that our approach follows that of Barendregt's, where the correspondence between \( \lambda P \), a \( \lambda \Pi \)-calculus-like first-order minimal dependent type theory, and \( PRED \), a first-order minimal predicate logic, is shown [Bar92].

Barendregt deals with minimal predicate logic. Several other correspondences that we mention below only deal with the propositional part of the correspondence. Barendregt refers to Guevers thesis [Gev93], where the proposition-as-types embedding is extended to the entire \( \lambda \)-cube. Guevers also shows that completeness fails at the \( \lambda P \omega \rightarrow PRED \omega \) node of the cube. Barendregt's completeness theorem refers to Tonino and Fujita [TF92], who show the correspondence between higher order predicate logic and type theory (Tonino and Fujita's type theory is a subsystem of \( CC \)).

Abramsky [Abr93], Benton [Ben94] and Barber [Bar97] show the propositions-as-types correspondence for intuitionistic linear logic. Their techniques generally seem to be as follows: define the propositional logic and then decorate it with terms of the type theory. Our approach follows Barendregt in that we define two separate systems and then show the correspondence.

Gabbay and de Queiroz show the the Curry-Howard correspondence for a family of propositional "resource logics" [GdQ92]. Each such natural deduction-style logic and type theory is defined by, firstly, constraining which axioms are allowed in the system and, secondly, by imposing an "abstraction discipline" which is basically a (meta-logical) side-condition on the \( (\rightarrow I) \) rule. For instance, linear logic is defined by the combinators \( I \) (reflexivity), \( B \) (left transitivity or prefixing), \( B' \) (right transitivity) and \( C \) (permutation), and abstraction is allowed as long as variables are bound "one by one" (as opposed to several, or none, bound in one action). Relevance logic is defined by adding the combinator \( S \) (distribution) to the above set and abstraction is allowed as long as it is "non-vacuous".

Independently, Wansing [Wan93] covers the same subject as Gabbay and de Queiroz. Wans-
ing's logic is presented in a Hilbert-style and the analysis is more in the spirit of Howard in that it covers the correspondence between cut-elimination and normalization. Wansing does this for a minimal Lambek-style categorical logic and a λ-calculus which has two abstractions (a left one and a right one), and then presents methods to extend the system under consideration to a family of sub-structural logics included in propositional IL.

Of course, the main difference between our and these other treatments is of content; the logic we consider controls structural in quite a different manner from, say, linear logic. As O'Hearn and Pym point out [OP99], BI is very likely a folklore relevant logic. But it appears never to have been explicitly written down or studied before.

3.6 Summary

In this chapter, we have set up the Curry-Howard-de Bruijn correspondence between the λΛ-calculus and a structural fragment of the logic BI. The key characteristic allowing the correspondence is to be able to extend, both in the type theory and the logic, the context in two distinct ways.
Chapter 4

Kripke resource semantics

4.1 Introduction

The internal logic of the $\lambda$-calculus corresponds, in a certain way detailed in the previous chapter, to a fragment of the logic $\text{BI}$. A key characteristic of $\text{BI}$ is the extra structure on the context — specifically, the two kinds of context extension operations — which allows the formation of the two kinds of function spaces. This can be understood, categorically, by a single category which has two kinds of monoidal structure on it. It can also be understood, model-theoretically, by a unique combination of two familiar ideas: a Kripke-style world semantics and an Urquhart-style resource semantics. In this chapter we will use the internal logic and its semantics to motivate an indexed categorical semantics for the type theory.

The categorical semantics of the $\lambda$-calculus is given by a Kripke resource model, which is a monoid-indexed set of Kripke functors $\{J_r: [W, [C^{op}, \text{Cat}]] | r \in R\}$. The indexing monoid $R$ is seen as providing an account of resource consumption. The main component of the Kripke functor is an indexed category $[C^{op}, \text{Cat}]$, the base of which has two kinds of monoidal structure on it. The extra structure on the indexed category includes a natural isomorphism which allows the formation of the function spaces. The model can be seen as providing an indexed view appropriate to a notion of dependency in Read’s bundles [Rea88].

This chapter is organized as follows. In § 4.2, we summarize the presentation of the type theory in both syntactic and algebraic forms. In § 4.3, we motivate the categorical semantics of the type theory. § 4.3 and § 4.4 form the main technical part of the chapter, the latter ending with
a completeness theorem. We construct two example Kripke resource models. The first of these is the term model, whose construction is mainly to prove completeness. The second example model is a construction in which \texttt{Fam}, the category of families of sets, is interpreted not in \texttt{Set} but in a presheaf \texttt{Set}^{C^{op}}, where \( C \) is a small monoidal category. This gives us enough structure to define two kinds of indexed products.

4.2 The \( \lambda \Lambda \)-calculus

We briefly remind the reader of the syntactic presentation and internal logic of the \( \lambda \Lambda \)-calculus. In the sequel, we shall refer to the natural deduction presentation of the \( \lambda \Lambda \)-calculus as System \( N \).

4.2.1 The syntactic presentation

The \( \lambda \Lambda \)-calculus is a first-order dependent type theory with two kinds of function spaces, a linear one and an intuitionistic one. The calculus is used for deriving type judgements, the main one of which is \( \Gamma \vdash_{\Sigma} M : A \), that \( M \) is a term of type \( A \) in context \( \Gamma \) and signature \( \Sigma \).

The definition of the type theory depends crucially on several notions to do with the joining and maintenance of contexts. The notion of context joining is implemented by a ternary relation \( [\Xi;\Gamma;\Delta] \), read as "\( \Gamma \) and \( \Delta \) join to form \( \Xi \)". The notion of sharing, which deals with the well-formedness of types in binary, multiplicative rules and utilizes the notion of multiple occurrences, is implemented by the \( \kappa \) function. These notions allow the formation of full linear dependent types.

In Chapter 2, we gave the natural deduction presentation of the type theory and proved Church-Rosser and Strong Normalization, and so decidability, for the judgement \( \Gamma \vdash_{\Sigma} M : A \).

4.2.2 The internal logic

The internal logic of the type theory corresponds to a structural fragment of the logic \( \text{BI} \) of bunched implications. The main judgement of \( \text{BI} \) is \( (X)\Gamma \vdash_{\Sigma,\Xi} \phi \), to be read as "\( \phi \) is a proposition in the variable context \( X \) and the propositional context \( \Gamma \) with respect to the term signature \( \Sigma \) and the propositional signature \( \Xi \)". The structural rules are controlled by two distinct context-forming operators, the "\( \cdot \)"; which admits weakening and contraction, and the "\( \cdot \)"; which does not. This structure in the context, or bunches, allows the formation of two kinds of functions and quantifiers, linear ones and intuitionistic ones.
The logic BI was discussed in Chapter 3 and a propositions-as-types correspondence was shown between the $\lambda\Delta$-calculus and a structural fragment of it. We will start Section 4.3 by discussing the Kripke resource semantics of BI, utilizing that semantics to work out the mathematical structure needed for the semantics of the type theory.

4.2.3 An algebraic presentation

In preparation for our presentation of a categorical semantics of the $\lambda\Delta$-calculus in general and, in particular, for the completeness argument later, we give an algebraic presentation of the $\lambda\Delta$-calculus type theory. The idea is to consider provably well-formed syntactic object modulo definitional equality. We let $|U|$ denote the $\alpha\beta\eta$-equivalence class of expressions of the $\lambda\Delta$-calculus, though we will tend to omit the $|--|$ brackets where no confusion can arise.

**Definition 46** Let $\Sigma$ be a signature. The base category $C(\Sigma)$ of contexts and realizations is defined as follows:

- **Objects**: contexts $\Gamma$ such that $N$ proves $\vdash_{\Sigma} \Delta \Gamma$ context;

- **Arrows**: realizations $\Gamma^{(M_1, \ldots, M_n)} \Delta$ such that $N$ proves $\Gamma \vdash_{\Sigma} (M_i : A_i)[M_j / x_j]^{i = 1}_{j = 1}$, where $\Delta = x_1 \in A_1, \ldots, x_n \in A_n$.

  - Identities are $x_1 \in A_1, \ldots, x_n \in A_n \xrightarrow{\Delta} x_1 \in A_1, \ldots, x_n \in A_n$. We will write the identity arrow on $\Gamma$ as $1_\Gamma$;

  - Composition is given by substitution. If $f = \Gamma^{(M_1, \ldots, M_n)} \Delta$ and $g = \Delta^{(N_1, \ldots, N_n)} \Theta$, then $f ; g = \Gamma^{(M_1 / y_1)^{i_1 = 1}_{i = 1}, \ldots, M_n / y_n)^{i_n = 1}_{n = 1}} \Theta$.

**Proposition 47** $C(\Sigma)$ is a category.

**Proof** Let

\[
\begin{align*}
\Gamma & = x_1 \in A_1, \ldots, x_m \in A_m \\
\Delta & = y_1 \in B_1, \ldots, y_n \in B_n \\
\Theta & = z_1 \in C_1, \ldots, z_p \in C_p \\
\Phi & = w_1 \in D_1, \ldots, w_q \in D_q
\end{align*}
\]

be objects and

\[
\begin{align*}
\Gamma^{(M_1, \ldots, M_n)} \Delta \\
\Delta^{(N_1, \ldots, N_n)} \Theta \\
\Theta^{(P_1, \ldots, P_n)} \Phi
\end{align*}
\]
be arrows. We check that $I_\Delta$ is an identity morphism

$$1_\Delta;N = \langle N_1[N_i/y_i]_{i=1}^n, \ldots, N_p[N_i/y_i]_{i=1}^n \rangle$$

$$= \langle N_1, \ldots, N_p \rangle$$

$$= N$$

$$M;1_\Delta = \langle y_1[M_i/y_i]_{i=1}^n, \ldots, y_n[M_i/y_i]_{i=1}^n \rangle$$

$$= \langle M_1, \ldots, M_p \rangle$$

$$= M$$

and that composition is associative

$$(M;N);P = \langle N_1[M_i/y_i]_{i=1}^n, \ldots, N_p[M_i/y_i]_{i=1}^n \rangle;P$$

$$= \langle P_1[N_j[M_i/y_i]_{i=1}^n/z_j]_{j=1}^p, \ldots, P_q[N_j[M_i/y_i]_{i=1}^n/z_j]_{j=1}^p \rangle$$

$$= \langle P_1[N_j/z_j]_{j=1}^p[M_i/y_i]_{i=1}^n, \ldots, P_q[N_j/z_j]_{j=1}^p[M_i/y_i]_{i=1}^n \rangle$$

$$= M;(P_1[N_j/z_j]_{j=1}^p, \ldots, P_q[N_j/z_j]_{j=1}^p)$$

$$= M;(N;P)$$

□

In the judgements $\Gamma \vdash_\Sigma A : \text{Type}$ and $\Gamma \vdash_\Sigma M : A$, the context $\Gamma$, which is an object of $C(\Sigma)$ according to Definition 46, can be seen as an index for the type $A$ and the term $M$. That is, $M$ and $A$ depend on the variables declared in $\Gamma$. This can be seen in the internal logic too, where in the judgement $(x)\Gamma \vdash \phi$, $X$ is an index for $\phi$. We formalize this for the algebraic presentation of the syntax by taking $C(\Sigma)$ to be the base of a strict indexed category as follows.

**Definition 48** We inductively define a strict indexed category $\mathcal{E}(\Sigma)$ over the base category $C(\Sigma)$

$$\mathcal{E}(\Sigma) : C(\Sigma)^{pp} \to \text{Cat},$$

where $\text{Cat}$ is the category of small categories and functors, as follows:

- For each $\Gamma$ in $C(\Sigma)$, the category $\mathcal{E}(\Sigma)(\Gamma)$ is defined as follows:
  - **Objects**: Types $A$ such that $N$ proves $\Gamma \vdash_\Sigma A : \text{Type}$;
  - **Morphisms**: $A \xrightarrow{M} B$ where the object $M$ is such that $\Gamma,x:A \xrightarrow{M} y:B$ in $C(\Sigma)$. By the classifying category theorem which follows, this amounts to the assertion $N$ proves $\Gamma,x:A \vdash_\Sigma M : B$. Composition is given by substitution.
For each \( f : \Gamma \to \Delta \) in \( C(\Sigma) \), \( E(\Sigma)(f) \) is a functor \( f^* : E(\Sigma)(\Delta) \to E(\Sigma)(\Gamma) \) given by \( f^*(A) \overset{\text{def}}{=} A[f] \) and \( f^*(M) \overset{\text{def}}{=} M[f] \).

Working in \( \text{Cat} \) might raise some doubts about completeness (in particular, the presence of identity arrows) for the linear case. But we note that the arrow \( A \to A \) (or \( 1 \to A \to A \); the term model considers them identical) over the context \( \Gamma \) is given by the judgement \( \Gamma, x:A \vdash x:A \). This is a valid one, and does not amount to weakening because the variables declared in \( \Gamma \) are used in \( A \). If we had not defined the arrows in each \( E(\Sigma)(\Gamma) \) as above, then we might, in order to achieve completeness, have needed to have worked in a weaker setting, such as a presheaf \( E(\Sigma):C(\Sigma)^{op} \to \text{Set} \) [Rd97].

The relation between the type theory and the category defined by the two definitions above is given by the following theorem, which states that the term category defines no more and no less than what can be proved in \( \text{N} \).

**Theorem 49 (Classifying category)** Let \( \Sigma \) be a signature and let \( \Gamma, M \) and \( A \) be in \( \alpha\beta\eta \)-normal form.

- \( \text{N} \) proves \( \vdash_\Sigma \Gamma \) context if and only if \( \Gamma \) is an object of \( C(\Sigma) \);
- \( \text{N} \) proves \( \Gamma \vdash_\Sigma A: \text{Type} \) if and only if \( A \) is an object of \( E(\Sigma)(\Gamma) \);
- Let \( M_1, \ldots, M_n \) be objects. \( \text{N} \) proves \( \Gamma \vdash_\Sigma M_1 B_1[M_1/x_1]\ldots B_n[M_n/x_n] \) if and only if \( \Gamma \overset{(M_1, \ldots, M_n)}{\vdash} \gamma_1 \in B_1, \ldots, \gamma_n \in B_n \) is an arrow of \( C(\Sigma) \);
- \( \text{N} \) proves \( \Gamma \vdash_\Sigma M : A \) if and only if \( \vdash \overset{M}{\Delta} A \) is an arrow of \( E(\Sigma)(\Gamma) \).

**Proof** By induction: in the forward direction on the structure of the proofs in \( \text{N} \); and the backward direction on the complexity of expressions. The arguments are straightforward and we omit the details. \( \square \)

### 4.3 Kripke resource models of the \( \lambda\Lambda \)-calculus

#### 4.3.1 Kripke resource \( \lambda\Lambda \)-structure

We motivate the mathematical structure which is used to model the \( \lambda\Lambda \)-calculus by considering, informally, models of the internal logic. In fact, the structure we motivate will be quite modular;
a sub-structure will model the intuitionistic $\{\to, \Pi\}$-fragment of the $\lambda\Lambda$-calculus (i.e., the $\lambda\Pi$-calculus).

The key issue in the syntax concerns the co-existing linear and intuitionistic function spaces and quantifiers. This distinction can be explained by reference to a resource semantics. The notion of resource, such as time and space, is a primitive one in informatics. Essential aspects of a resource include our ability to identify elements (including the null element) of the resource and their combinations. Thus we work with a resource monoid $(R, +, 0)$. We can also imagine a notion of comparison $\subseteq$ between resources, indicating when one resource is better than another, in that it may prove more propositions. Similar ideas can be seen, post hoc, in the relevant logic literature [Urq72].

A resource semantics elegantly explains the difference between the linear and intuitionistic connectives in that the action, or computation, of the linear connectives can be seen to consume resources. We consider this, informally, for the internal logic judgement $(X) \Delta \vdash \phi$. Let $M = (M, \cdot, e, \subseteq)$ be a Kripke resource monoid. A simplified version of the forcing relation for the two implications is defined as follows:

1. $r \models \phi \to \psi$ if and only if for all $s \in M$ if $s \models \phi$ then $r \cdot s \models \psi$

2. $r \models \phi \to \psi$ if and only if for all $s \in M$ if $s \subseteq r$ then $s \models \psi$

A similar pair of clauses defines the forcing relation for the two BI quantifiers (here we need an environment $u \in [X] r$ appropriate to the bunch variables $X$ at world $r$, where $[X]$ is the interpretation of the bunch of variables $X$ in $\text{Set}^{\text{Op}}$):

1. $(X)u, r \models \forall x. \phi$ if and only if for all $s \subseteq r$. for all $d \in D$. $(X; x)([X](s \subseteq r)u, d), s \models \phi$

2. $(X)u, r \models \forall_{\text{new}} x. \phi$ if and only if for all $s$. for all $d \in D$. $(X, x)[u, d], r \cdot s \models \phi$

Here $D: M^{\text{op}} \to \text{Set}$ is a domain of individuals, $(-, -)$ is cartesian pairing and $[-, -]$ is the pairing operation defined by Day's tensor product construction in $\text{Set}^{\text{M}^{\text{op}}}$. The resource semantics can be seen to combine Kripke's semantics for intuitionistic logic and Urquhart's semantics for relevant logic. Details are in [OP99].

Suppose we have a category $E$ where the propositions will be interpreted. Then we will index $E$ in two ways for the purposes of interpreting the type theory. First, we index it by a Kripke world structure $W$. This is to let the functor category $[W, E]$ have enough strength to model the
\{\to,\forall\}-fragment of the internal logic and so correspond to Kripke-style models for intuitionistic logic. And, second, we index \([W,E]\) by a resource monoid \(R\). The structure we obtain is an \(R\)-indexed set of Kripke functors \(\{j_r \mid r \in R\}\). We remark that the separation of worlds from resources considered in this structure emphasizes a sort of "phase shift" [Gir87, HM94]. We briefly reconsider this choice in Section 4.5 later.

We now consider how to model the propositions and so explicate the structure of \(E\). The basic judgement of the internal logic is \((X)\Delta \vdash \phi\), that \(\phi\) is a proposition in the context \(\Delta\) over the context \(X\). One reading of this judgement, and perhaps the most natural, is to see \(X\) as an index for the propositional judgement \(\Delta \vdash \phi\):

\[
\begin{array}{c}
X \\
\Delta \vdash \phi
\end{array}
\]

This reading can be extended to the type theory, where, in the basic judgement \(\Gamma \vdash_{\Sigma} M: A\), \(\Gamma\) can be seen as an index for \(M: A\) or that \(M: A\) depends on \(\Gamma\) for its meaning. Thus we are led to using the technology of indexed category theory [PS78]. More specifically, in the case of the type theory, the judgement \(\Gamma \vdash_{\Sigma} M: A\) is modelled as the arrow \(\frac{M}{\Gamma} \to [A]\) in the fibre over \(\frac{\Gamma}{\Gamma}\) in the strict indexed category \(E: C^{op} \to \text{Cat}\).

We remark that this is not the only technique for modelling a typing judgement; Cartmell [Car86], Pitts [Pit92] and several other authors use a more "one-dimensional" structure which relies on the properties of certain classes of maps to model the intuitionistic fragment of the \(\lambda\Delta\)-calculus. These are formally equivalent to the indexed approach but the latter is appealing for one main reason: it provides a technical separation of conceptually separate issues. For instance, at a logical level, the base and fibres deal, respectively, with terms and propositions. At the cost of less bureaucracy, these issues would be muddled in the non-indexed approach.

We need the base category \(C\) to account for the structural features of the type theory and its internal logic. Recall that, proof-theoretically, the two function spaces and quantifiers arise because of extra structure, \textit{viz.} the two types of context extension operators, in the context. To model the context, we work with a category with two kinds of structure on it. This leads us to
the following definition.

**Definition 50 (doubly monoidal category)** A doubly monoidal category is a category $C$ equipped with two monoidal structures $(\otimes, I)$ and $(\times, 1)$.

The definition requires some comments. Firstly, there is no requirement that the bifunctors $\otimes$ and $\times$ be symmetrical too as the contexts that the objects are intended to model are (ordered) lists. Secondly, the use of the symbol $\times$ as one of the context extension operators suggests that $\times$ is a cartesian product. This is the case when $\{J_r \mid r \in R\}$ is a model of the internal logic, where there are no dependencies within the variable context $X$, but not when $\{J_r \mid r \in R\}$ is a model of the type theory, where there are dependencies within $\Gamma$. In the latter case, we have the property that for each object $D$ extended by $\times$, there is a first projection map $p_{DA} : D \times A \to D$. There is no second projection map $q_{DA} : D \times A \to A$ in $C$, as $A$ by itself may not correspond to a well-formed type.

The interaction between projection and other maps in $C$ is stated by requiring the following pullback in $C$:

\[
\begin{array}{ccc}
D \times f^*(A) & \xrightarrow{f \times 1_A} & E \times A \\
\downarrow p_{D,f^*A} & & \downarrow p_{E,A} \\
D & \xrightarrow{f} & E
\end{array}
\]

The pullback indicates, for the cartesian case, how to interpret realizations as tuples. Suppose $1 \xrightarrow{\eta} A$ is an arrow in the fibre over $D$, then there exists a unique arrow $D \xrightarrow{(1_{D \times M})} D \times A$. The pullback does not cover the case for the monoidal extension. For that, we must require the existence of the unique arrow $D(= D \otimes I) \xrightarrow{(1_{D \otimes M})} D \otimes A$ in $C$, the tuples being given by the bifunctoriality of $\otimes$.

A doubly monoidal category $C$ with both exponentials or, alternatively, $C$ equipped with two monoidal closed structures $(\times, \to, 1)$ and $(\otimes, \to, I)$, is called a doubly closed category (DCC) in O’Hearn and Pym [OP99]. DCCs provide a class of models of $BI$ in which both function spaces are modelled within $C$. We will work with the barer doubly monoidal category, requiring some extra structure on the fibres to model the function space.

Models of intuitionistic linear logic, such as Barber-Plotkin’s DILL [Bar97], have to deal with two kinds of context extensions too. The technique used there is to work with a pair of
categories, a monoidal one and a cartesian one, together with a monoidal adjunction between them. But this forces too much of a separation between the linear and intuitionistic parts of a context to be useful for modelling dependency. More specifically, suppose we wanted to model $x! A, y! B x$. In the Barber-Plotkin scheme, $A$ would be interpreted in the cartesian category and $B x$ in the monoidal one. However, $B x$ by itself is not a valid object in the monoidal category; it needs an $x$ of type $A$ in order to be well-formed.

We now consider how the function spaces are modelled. In the intuitionistic case, the weakening functor $p_{D A}^*$ has a right adjoint $\Pi_{DA}$ which satisfies the Beck-Chevalley condition. In fact, this amounts to the existence of a natural isomorphism $\text{cur}_w$

$$\frac{\text{Hom}_{\mathcal{F}(W)(D \times A)}(p_{D A}^*(C), B)}{\text{Hom}_{\mathcal{F}(W)(D)}(C, \Pi_{DA}(B))}$$

The absence of weakening for the linear context extension operator means that we can't model $\Lambda$ in the same way. But the structure displayed above suggests a way to proceed. It is sufficient to require the existence of a natural isomorphism $\Lambda_{DA}$

$$\frac{\text{Hom}_{\mathcal{F}(W)(D \bullet A)}(1, B)}{\text{Hom}_{\mathcal{F}(W)(D)}(1, \Lambda_{x \in A} B)}$$

in the indexed category. Here, we use $\bullet$ to range over $\otimes$ and $\times$, and $\in$ to range over : and $!$. There are a couple of remarks that need to be made about the isomorphism. Firstly, it refers only to hom-sets in the fibre whose source is 1. This restriction, which avoids the need to establish the well-foundedness of an arbitrary object over both $D$ and $D \bullet A$, suffices to model the judgement $\Gamma \vdash \tau : A$ as an arrow $1 \rightarrow [A]_\Gamma$ in the fibre over $[\Gamma]_\tau$: examples are provided by both the term and set-theoretic models that we will present later. The second remark we wish to make is that the extended context is defined in the $r + r'$-indexed functor. The reason for this can be seen by observing the form of the forcing clause for application in $\text{BI}$. Given these two remarks, the above isomorphism allows the formation of function spaces.

Finally, the additive conjunction $\&$ is modelled by requiring each category $\mathcal{F}(W)(D)$ to have products.

This completes our motivation for the categorical semantics of the $\lambda \Lambda$-calculus and its internal logic. To summarize, the structure we use to model the $\lambda \Lambda$-calculus is given by an $R$-indexed set of functors $\{ \mathcal{F}_{-}[W, [C^{op}, \text{Cat}]] | r \in R \}$. The resource indexing and the structure on $C$ is sufficient to model both the linear and intuitionistic function spaces. The approach is modular enough
to also provide a categorical semantics for the intuitionistic fragment of the λA-calculus, the λΠ-calculus. Basically, we work with a single functor \( J_r : [W, [D^{op}, \text{Cat}]] \), where \( D \) is a category with only the cartesian structure \((\times, 1)\) on it.

We are led to the following definition. We remind the reader of some notational conventions. We use \( \bullet \) to range over both linear \( \otimes \) and intuitionistic \( \times \) context extensions, \((f, g)\) to range over both linear \((f \otimes g)\) and intuitionistic \((f \times g)\) tuples, and, in the syntax, \( x \in A \) to range over both linear \( x \cdot A \) and intuitionistic \( x! A \) declarations.

**Definition 51** Let \( \langle R, +, 0 \rangle \) be a commutative monoid (of "resources"). A **Kripke resource λA-structure** is an \( R \)-indexed set of functors

\[
\{ J_r : [W, [C^{op}, \text{Cat}]] \mid r \in R \}
\]

where \( \langle W, \leq \rangle \) is a poset, \( C^{op} = \Pi_{W \in W} C_W^{op} \), where \( W \in W \) and each \( C_W \) is a small doubly monoidal category with \( 1 \cong I \), and \( \text{Cat} \) is the category of small categories and functors such that

1. Each \( J_r(W)(D) \) has a terminal object, \( 1_{J_r(W)(D)} \), preserved on the nose by each \( f^* (= J_r(W)(f)) \), where \( f : E \rightarrow D \in C_W \);

2. For each \( W \in W, D \in C_W \) and an object \( A \in J_r(W)(D) \), there is a \( D \bullet A \in C_W \).

For the cartesian extension, there are canonical first projections \( D \times A \overset{\text{proj}^A}{\rightarrow} D \) and canonical pullbacks

\[
\begin{array}{ccc}
E \times f^*(A) & \overset{f \times 1_A}{\longrightarrow} & D \times A \\
\downarrow p_{E,f^*A} & & \downarrow p_{D,A} \\
E & \overset{f}{\longrightarrow} & D
\end{array}
\]

The pullback indicates, for the cartesian case, how to interpret realizations as tuples. In particular, for each \( 1 \overset{M}{\rightarrow} A \in J_r(W)(D) \), there exists a unique arrow \( D \overset{(1 \times M)}{\rightarrow} D \times A \) in \( C_W \). It does not cover the case for the monoidal extension. For that, we require there to exist a unique \( D (= D \otimes I) \overset{(1 \otimes M)}{\rightarrow} D \otimes A \), the tuples being given by the bifunctoriality of \( \otimes \).

For both extensions, there is a canonical second projection \( 1 \overset{\text{proj}^A}{\rightarrow} A \) in the fibre over \( D \bullet A \).

These maps are required to satisfy the strictness conditions that \((1_D)^*(A) = A \) and \( 1_D \bullet 1_A = 1_{D \cdot A} \) for each \( A \in J_r(W)(D) \); \( g^*(f^*(A)) = (g; f)^*(A) \) and \( (f \bullet A) = (g ; f) \bullet A \) for each \( F \overset{s}{\rightarrow} E \) and \( E \overset{t}{\rightarrow} D \) in \( C_W \). Moreover, for each \( W \) and \( D \), \( D \bullet 1_{J_r(W)(D)} = D \).
3. For each $D, A$, there is a natural isomorphism $\Lambda_{D,A}$

$$\frac{\text{Hom}_{\mathcal{J}_r(W)(D\times A)}(1,B)}{\text{Hom}_{\mathcal{J}_r(W)(D)}(1,\Lambda x \in A \cdot B)}$$

where the extended context is defined in the $r + r'$-indexed functor. This natural isomorphism is required to satisfy the Beck-Chevalley condition: For each $E \xrightarrow{f} D$ in $\mathcal{C}_W$ and each $B$ in $\mathcal{J}_r(W)(D\cdot A)$

$$f^*(\Lambda_{D,A}B) = \Lambda_{E,f^*A}((f \circ id_A)^*B);$$

4. Each category $\mathcal{J}_r(W)(D)$ has cartesian products. □

For the purpose of our current study of modelling the type theory, structures, in which we consider only the arrows of type $1 \to A$ in the fibre, suffice.

We conclude this section by showing a kind of a conservativity result. We embed a Kripke resource $\lambda\Lambda$-structure $\{\mathcal{J}_r \mid r \in R\}$ into a Kripke $\lambda\Pi$-structure $\mathcal{J}$ and show that the function space given by $\Lambda_{D,MA}(B)$ in the $\lambda\Lambda$-structure case is the same as that given by $\Pi_{D,A}(B)$ in the $\lambda\Pi$-structure case. This is to be expected, as a $\lambda\Pi$-structure has just the sub-structure of a $\lambda\Lambda$-structure to model the intuitionistic fragment of the $\lambda\Lambda$-calculus. Recall that a Kripke $\lambda\Pi$-structure is a functor $\mathcal{J} : [\mathcal{W}, [\mathcal{D}^{op}, \mathcal{Cat}]]$, where $\mathcal{D}$ is a category equipped with just the (modified) cartesian closed structure, plus the usual coherence conditions [Pym97].

**Lemma 52** The natural isomorphism

$$\text{cur}_W : \text{Hom}_{\mathcal{J}_r(W)(D\times A)}(p_{D,A}^*(1), B) \cong \text{Hom}_{\mathcal{J}_r(W)(D)}(1, \Pi_{D,A}(B)) : \text{cur}_W^{-1}$$

in the Kripke $\lambda\Pi$-structure $\mathcal{J}$ is just the $\Lambda_{D,A}$ natural isomorphism in the $D \times A$ case in the Kripke resource $\lambda\Lambda$-structure.

**Proof** Fix a $\mathcal{J}_r$ to work in. Then define a translation $!$ from the $\lambda\Lambda$-structure to the $\lambda\Pi$-structure. Informally, the translation can be seen as follows:

$$\mathcal{J}_r(W)(A \bullet \ldots \bullet B) \xrightarrow{1 \mapsto D} \mathcal{J}(W)(A' \times \ldots \times B') \xleftarrow{1 \mapsto D'}$$
where the primed components are the same as the originals except that, for objects, the \( \lambda \Lambda \)-structures \( \{ \to, \Lambda, \times, \to, \Pi \} \) operators are translated into the \( \lambda \Pi \)-structures \( \{ \to, \Pi, \times, \to, \Pi \} \) operators (we add \( \times \) to the \( \lambda \Pi \)-structure in the obvious way) respectively. A similar translation is done for the morphisms. The key point is that \( \dagger \)'s action on \( C \) is to forget the linear—intuitionistic context extension operator difference, translating both to the \( \mathcal{D} \) context extension operator \( \times \).

To show that the natural isomorphisms are the same, we start with the conclusion of the natural isomorphism \( \Lambda_{D,A} \) and compute:

\[
\begin{align*}
\text{Hom}_{\mathcal{H}(W)[D]}(1, \Lambda x! A \cdot B) & \xrightarrow{\dagger} \\
\text{Hom}_{\mathcal{H}(W)[D]}(1, \Pi^{D,1}(B)) & \xrightarrow{\text{cur}} \\
\text{Hom}_{\mathcal{H}(W)[D \times A]}(p^{D,1}_A(1), (1B))
\end{align*}
\]

which is the translation of the premiss of the \( \Lambda_{D,A} \) natural isomorphism. This is so as the first projection \( p_{D,A} : D \times A \to D \) exists in each \( C \).

Syntactically, the Lemma 52 should be seen as a translation from the \( \lambda \Lambda \)-calculus to the \( \lambda \Pi \)-calculus (and so the reverse of Definition 28). More semantically, it should perhaps be seen in a 2-categorical setting. The statement of the lemma would be that in some large category which has as objects structures, one should be able to construct an arrow from a \( \lambda \Lambda \)-structure to a \( \lambda \Pi \)-structure.

### 4.3.2 Kripke resource \( \Sigma \)-\( \lambda \Lambda \)-model

A Kripke resource model is a Kripke resource structure that has enough points to interpret not only the constants of \( \Sigma \) but also the \( \lambda \Lambda \)-calculus terms defined over \( \Sigma \) and a given context \( \Gamma \). Formally, a Kripke resource model is made up of five components: a Kripke resource structure that has \( \Sigma \)-operations, an interpretation function, two \( C \)-functors, and a satisfaction relation. Except for the structure, the components are defined, due to inter-dependences, simultaneously by induction on raw syntax. This explains the long and complex formal definition of the model (below).

Ignoring these inter-dependencies for a moment, we explain the purpose of each component of the model. First, the Kripke resource structure provides the abstract domain where the type theory is interpreted in. The \( \Sigma \)-operations provide the points to interpret constants in the signature. Second, the interpretation \( \llbracket - \rrbracket \) is a partial function, mapping raw (that is, not necessary well-formed) contexts \( \Gamma \) to objects of \( C \), types over raw contexts \( \Lambda_{\Gamma} \) to objects in the category.
indexed by the interpretation of \( \Gamma \), and terms over raw contexts \( M_{\Gamma} \) to arrows in the category indexed by the interpretation of \( \Gamma \). Types and terms are interpreted up to \( \beta \eta \)-equivalence. Fourth, the \( C \)-functors maintain the well-formedness of contexts with regard to joining and sharing. The model also needs to be constrained so that multiple occurrences of variables in the context get the same interpretation. Finally, fifth, satisfaction is a relation on worlds and sequents axiomatizing the desired properties of the model. In stronger logics, such as intuitionistic logic, the abstract definition of the model is sufficient to derive the properties of the satisfaction relation. van Dalen’s description of a Kripke model for intuitionistic logic is done this way, for instance [vD94]. In our case, the definition has to be given more directly. Some further remarks on the model’s definition are given immediately after its presentation.

We remark that we restrict our discussion of semantics to the \( \Gamma \vdash \Sigma \ M : A : Type \)-fragment. The treatment of the \( \Gamma \vdash \Sigma \ A : K \)-fragment is undertaken analogously — in a sense, the \( A : K \)-fragment has the same logical structure as the \( M : A \)-fragment. To interpret the kind \( Type \), we must require the existence of a chosen object, call it \( \Omega \), in each fibre. The object \( \Omega \) must obey several equations: it must be preserved on the nose by any \( f^* \) and must behave well under quantification. Details of the treatment of the \( A : K \)-fragment in the case of contextual categories are in Streicher’s thesis [Str88]. The analogous development in our setting is similar and we omit the details.

**Definition 53** Let \( \Sigma \) be a \( \lambda \lambda \)-calculus signature. A Kripke resource \( \Sigma \lambda \lambda \) model is a 5-tuple

\[
\langle \{ J_r : [W, [C^{op}, \text{Cat}]] \mid r \in R \}, [\_], \text{join}, \text{share}, \models_\Sigma \rangle
\]

where \( \{ J_r : [W, [C^{op}, \text{Cat}]] \mid r \in R \} \) is a Kripke resource \( \lambda \lambda \)-structure that has \( \Sigma \)-operations. \([\_]\) is an interpretation from the raw syntax of the \( \lambda \lambda \)-calculus to components of \( J_r : [W, [C^{op}, \text{Cat}]] \).

join and share are \( C \)-functors and \( \models_\Sigma \) is a satisfaction relation on worlds and sequents, defined by simultaneous induction on the raw structure of the syntax as follows:

1. The Kripke resource \( \lambda \lambda \)-structure has \( \Sigma \)-operations if, for all \( W \) in \( W \),

   (a) Corresponding to each constant \( c ! \Lambda x_1 \in A_1 \ldots \Lambda x_m \in A_m : \text{Type} \in \Sigma \) there is in each

   \( J_r(W) ([\Phi]_J^W) \)

   an operation \( op_c \) such that

   \[
   op_c ([M_1]_J^W, \ldots, [M_m]_J^W)
   \]

   is an object of \( J_r(W) ([\Xi]_J^W) \), where
\[ [\Xi]^W_{\mathcal{J}} = \text{share join}([\Gamma_m]^W_{\mathcal{J}}, \ldots, \text{share join}([\Gamma_1]^W_{\mathcal{J}}, [\Phi]^W_{\mathcal{J}}), \ldots); \]

(b) Corresponding to each constant \( c! \Lambda x_1 \in A_1 \ldots \Lambda x_m \in A_m. A \in \Sigma \) there is in each

\[ \mathcal{J}(W)([[\Phi, x_1 \in A_1, \ldots, x_m \in A_m]]^W_{\mathcal{J}}) \]

an arrow \( \mathbf{1}^W_{\mathcal{J}(W)(D)} \overset{opc}{\longrightarrow} [A]^W_{\mathcal{J}} \), where \( D = [[\Phi, x_1 \in A_1, \ldots, x_m \in A_m]]^W_{\mathcal{J}} \);

2. An interpretation \([-\cdot-]^W_{\mathcal{J}}\), in each such \( \mathcal{J} \), satisfies, at each \( W \):

(a) \( [[\cdot]]^W_{\mathcal{J}} \simeq 1C \);

(b) \( [\Gamma, x:A]^W_{\mathcal{J}\Gamma x} \simeq [[\Gamma]]^W_{\mathcal{J}} \otimes [A]^W_{\mathcal{J}} \);

(c) \( [\Gamma, x:A]^W_{\mathcal{J}} \simeq [[\Gamma]]^W_{\mathcal{J}} \times [A]^W_{\mathcal{J}} \);

(d) \( [\Gamma]^{\langle M_1, \ldots, M_n \rangle}_{\mathcal{J}} \otimes [\Delta]^W_{\mathcal{J}} \simeq [\Gamma]^{\langle M_1, \ldots, M_n, \Gamma \rangle}_{\mathcal{J}} \otimes [\Delta]^W_{\mathcal{J}} \)

where \( [\Gamma]^{\langle \cdot \rangle}_{\mathcal{J}} = \text{share join}([\Gamma_1]^W_{\mathcal{J}}, \ldots, [\Gamma_2]^W_{\mathcal{J}}, [\Gamma_3]^W_{\mathcal{J}}, \ldots) \);

(e) \( [[\cdot]]^W_{\mathcal{J}} \simeq 1[\Gamma]^W_{\mathcal{J}} \);

(f) \( [[cM_1 \ldots M_n]]^W_{\mathcal{J}} \simeq \text{opc}([M_1]^W_{\mathcal{J}}, \ldots, [M_n]^W_{\mathcal{J}}) \) in \( \mathcal{J}(W)([\Gamma]^W_{\mathcal{J}}) \),

where \( [\Gamma]^W_{\mathcal{J}} \simeq \text{share join}([\Gamma_1]^W_{\mathcal{J}}, \ldots, [\Gamma_2]^W_{\mathcal{J}}, [\Gamma_3]^W_{\mathcal{J}}, \ldots) \);

(g) \( [\Lambda x:A. B]^W_{\mathcal{J}} \simeq \Lambda [\Gamma]^W_{\mathcal{J}}[A]^W_{\mathcal{J}}[[B_{\Gamma, xA}]^W_{\mathcal{J}x_{\mathcal{J}}}] \), where the extended context is defined in the \( r + s \)-indexed model;

(h) \( [\Lambda x!A. B]^W_{\mathcal{J}} \simeq \Lambda [\Gamma]^W_{\mathcal{J}}[A]^W_{\mathcal{J}}[[B_{\Gamma, xA}]^W_{\mathcal{J}x_{\mathcal{J}}}]; \)

(i) \( [A & B]^W_{\mathcal{J}} \simeq [A]^W_{\mathcal{J}} \times [B]^W_{\mathcal{J}} \);

(j) \( [[\cdot]]^W_{\mathcal{J}} \simeq 1[\Gamma]^W_{\mathcal{J}} \);

(k) \( [[c\Gamma]]^W_{\mathcal{J}} \simeq \Lambda^m(\text{opc}) \);

(l) \( [[\cdot]]^W_{\mathcal{J}} \simeq q_{\Gamma, xA}^W_{\mathcal{J}} \);

(m) \( [\lambda x:A.M]^W_{\mathcal{J}} \simeq \Lambda [\Gamma]^W_{\mathcal{J}}[A]^W_{\mathcal{J}}[[M_{\Gamma, xA}]^W_{\mathcal{J}}]; \)

(n) \( [\lambda x!A.M]^W_{\mathcal{J}} \simeq \Lambda [\Gamma]^W_{\mathcal{J}}[A]^W_{\mathcal{J}}[[M_{\Gamma, xA}]^W_{\mathcal{J}}]; \)

(o) \( [MN]^W_{\mathcal{J}} \simeq (([\Gamma]^W_{\mathcal{J}}, [N]^W_{\mathcal{J}}) \otimes (\Lambda^{-1} [\Gamma]^W_{\mathcal{J}} \otimes [A]^W_{\mathcal{J}}))^W_{\mathcal{J}} \),

where \( [\Xi]^W_{\mathcal{J}x_{\mathcal{J}}} = \text{join}([\Gamma]^W_{\mathcal{J}}, [A]^W_{\mathcal{J}}) \) and \( [\Xi]^W_{\mathcal{J}} = \text{share}([\Xi]^W_{\mathcal{J}x_{\mathcal{J}}}); \)
(p) \([\langle M, N \rangle]_2^W \simeq \langle [M]_2^W, [N]_2^W \rangle\):

(q) \([\pi_i(M)]_2^W \simeq \pi_i([M]_2^W)\), where \(i \in \{0, 1\} \).

Otherwise the interpretation is undefined.

3. There exists a bifunctor \textit{join} on \(C\). The purpose of \textit{join}, on objects, is to extend the first object with the second, discarding any duplicate cartesian objects. The definition of \textit{join} on objects is as follows:

\[
\text{join}([\langle \rangle]_2^W, [\langle \rangle]_2^W) = [\langle \rangle]_2^W
\]

\[
\text{join}([\langle \Gamma \rangle]_2^W, [\langle \Delta, x:A \rangle]_2^W) = \text{join}([\langle \Gamma \rangle]_2^W, [\langle \Delta \rangle]_2^W) \otimes [x:A]_2^W
\]

\[
\text{join}([\langle \Gamma \Delta \rangle]_2^W) = \text{join}([\langle \Gamma \rangle]_2^W, [\langle \Delta \rangle]_2^W) \otimes [x:A]_2^W
\]

\[
\text{join}([\langle \Gamma, x:A \rangle]_2^W, [\langle \Delta, x:A \rangle]_2^W) = \text{join}([\langle \Gamma \rangle]_2^W, [\langle \Delta \rangle]_2^W) \times [x:A]_2^W
\]

The definition of \textit{join} on morphisms is similar. It is easy to see that \([\Xi]_{2+s}^W = \text{join}([\langle \Gamma \rangle]_2^W, [\langle \Delta \rangle]_2^W)\).

There exists a functor \textit{share} on \(C\). The purpose of \textit{share} is to regulate sharing of multiple occurrences of an object. The definition of \textit{share} on objects is as follows:

\[
\text{share}([\langle \rangle]_2^W) = [\langle \rangle]_2^W
\]

\[
\text{share}([\Xi]_2^W) = \text{join}(\text{share}([\Phi]_{2+s}^W), [\Psi]_{2+s+d}^W)
\]

if \([\Xi]_2^W = \text{join}([\langle \Gamma, x:A, \Gamma' \rangle]_{2+s+d}^W, [\langle \Delta, x:A, \Delta' \rangle]_{2+s+d}^W)\)

\[
\forall y:B(x) \in \Gamma'
\]

\[
[\Phi]_{2+s+d}^W = \text{join}([\langle \Gamma \rangle]_2^W, [\langle \Delta \rangle]_2^W)
\]

\[
[\Psi]_{2+s+d}^W = \text{join}([x:A]_2^W, \text{join}([\langle \Gamma' \rangle]_2^W, [\langle \Delta' \rangle]_2^W))
\]

\([\Xi]_2^W \) otherwise

The definition of \textit{share} on morphisms is similar. The purpose of \textit{share} is to ensure that the joined objects and morphisms are well-formed.

Both \textit{join} and \textit{share} "cut across interpretations" in that the result object is in a different \(R\)-indexed model from the argument object(s). This is necessary for defining the interpretation of function application

4. Satisfaction in the model is a relation over worlds and sequents such that the following hold:
(a) \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (c:A) [\Gamma] \) if and only if \( c \in \text{dom}(\Sigma) \);

(b) \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (x:A) [\Gamma, x \in A] \) if and only if \( [[\Gamma, x \in A]]^W_\mathcal{J}_r \) is defined;

(c) \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (M : \Lambda x.A.B) [\Gamma] \) if and only if for all \( W \leq W' \) and for all \( r' \in R \), if \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (N:A) [\Delta] \), then \( \mathcal{J}_r, \mathcal{W}' \models_\Sigma (MN:B[N/x]) [\Xi] \), where \( [[\Xi]]^W_{\mathcal{J}_r, r} = \text{join}([[\Gamma]]^W_{\mathcal{J}_r}, [[\Delta]]^W_{\mathcal{J}_r}) \) and \( [[\Xi]]^W_{\mathcal{J}_r, r+1} = \text{share}([[\Xi]]^W_{\mathcal{J}_r, r}) \);

(d) \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (M:A\&B) [\Gamma] \) if and only if \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (\pi_i(M):A) [\Gamma] \), for \( i \in \{0, 1\} \);

(e) \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (M : \Lambda x.A.B) [\Gamma] \) if and only if for all \( W \leq W' \), if \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (N:A) [\Delta] \), then \( \mathcal{J}_r, \mathcal{W} \models_\Sigma (MN:B[N/x]) [\Xi] \), with \( [[\Xi]]^W_{\mathcal{J}_r, r} = \text{join}([[\Gamma]]^W_{\mathcal{J}_r}, [[\Delta]]^W_{\mathcal{J}_r}) \).

We require two conditions:

1. (Syntactic monotonicity) If \( [[X]]^W_{\mathcal{J}_r} \) is defined, then \( [[X']]^W_{\mathcal{J}_r} \) is defined, for all subterms \( X' \) of \( X \) and summands \( r' \) of \( r \). This condition is needed for various inductive arguments. It is not automatic as the interpretation is defined over raw objects;

2. (Accessibility) The functor \( \mathcal{J}_r(\mathcal{W}) \) has domain \( C = \bigcup_{W \in \mathcal{W}} C_{\mathcal{J}_r(\mathcal{W})} \). So that \( [[\Gamma]]^W_{\mathcal{J}_r} \in C_{\mathcal{W}} \) and \( [[\Gamma]]^W_{\mathcal{J}_r} \in C_{\mathcal{W}} \). If there is an arrow \( W \leq W' \in \mathcal{W} \), then

\[ (a) \text{there exists a functor } \xi:C_{\mathcal{W}} \to C_{\mathcal{W}} \text{ such that } \xi([[X]]^W_{\mathcal{J}_r}) = [[X']]^W_{\mathcal{J}_r}, \text{ where } X, \text{ recall, ranges over contexts, types and terms; } \]

\[ (b) \mathcal{J}_r(W')([[\Gamma]]^W_{\mathcal{J}_r}) = \mathcal{J}_r(W')([[\Gamma]]^W_{\mathcal{J}_r}) \text{ and } \mathcal{J}_r(W)([[\Gamma]]^W_{\mathcal{J}_r}) = \mathcal{J}_r(W)([[\Gamma]]^W_{\mathcal{J}_r}), \text{ for each context } \Gamma; \text{ otherwise } \mathcal{J}_r(W')([[\Gamma]]^W_{\mathcal{J}_r}) \text{ is undefined.} \]

This concludes the definition of the Kripke resource \( \Sigma\lambda\lambda \)-model.

A few remarks concerning Definition 53 are in order.

The type theory has a structural freedom at the level of terms which, logically, allows the existence of multiple occurrences of the same proof. However, it can be that, in operating on the representation of two judgements, the same occurrence of an object in the base of the resulting representation is used to form the valid terms and types in both representations. This sharing requirement is regulated by the existence of a functor \( \text{share} \) on \( C \) defined as follows.

The second accessibility condition is the simplest one regarding the model-theoretic notion of relativization: that of interpreting constructs in one world and reasoning about them from the point of view of another. In the definition of model, and so in the sequel, the accessibility relation...
we take equates contexts, etc. over the worlds. A syntactic term can be seen, in a weak sense, as a “rigid designator”, that is, one whose interpretation is the same over different worlds, for a semantic object. For example, suppose \( \Gamma \vdash M : A \). If \( \eul{M}_\gamma^W \) is defined (given soundness this will be the case), then, for all \( W \leq W' \in \mathcal{W} \), \( \eul{M}_\gamma^W \) is defined and equal to \( \eul{M}_\gamma^W \). In a sense, the syntactic term \( M \) designates all objects \( \eul{M}_\gamma^W \).

We also remark that there are several notions of partiality in the model. Technically, the interpretation function is a partial one because it is defined for raw objects of the syntax. But partiality plays two other roles too. Firstly, there is dependent typing partiality to “bootstrap” the definition. And, secondly, there is Kripke semantic partiality of information, in which the further up the world structure one goes, the more objects have defined interpretations. We refer to Streicher [Str88], Pym [Pym97], and Mitchell and Moggi [MM91] for some comments regarding these matters.

We check the functoriality of \( \text{join} \) and \( \text{share} \).

**Lemma 54**  \( \text{join} \) and \( \text{share} \) are functors.

**Proof**

1. The action of \( \text{join} \) on morphisms is defined is as follows:

\[
\text{join}(\eul{\langle \cdot \rangle}_\gamma^W, \eul{\langle \cdot \rangle}_\gamma^W) = \eul{\langle \cdot \rangle}_\gamma^W \\
\text{join}(\eul{\langle f \rangle}_\gamma^W, \eul{\langle g \otimes x \rangle}_\gamma^{W \otimes \gamma}) = \text{join}(\eul{\langle f \rangle}_\gamma^W, \eul{\langle g \rangle}_\gamma^W) \otimes \eul{\langle x \rangle}_\gamma^W \\
\text{join}(\eul{\langle f \otimes x \rangle}_\gamma^{W \otimes \gamma}, \eul{\langle g \rangle}_\gamma^W) = \text{join}(\eul{\langle f \rangle}_\gamma^W, \eul{\langle g \rangle}_\gamma^W) \otimes \eul{\langle x \rangle}_\gamma^W \\
\text{join}(\eul{\langle f \times x \rangle}_\gamma^{W \otimes \gamma}, \eul{\langle g \rangle}_\gamma^W) = \text{join}(\eul{\langle f \rangle}_\gamma^W, \eul{\langle g \rangle}_\gamma^W) \times \eul{\langle x \rangle}_\gamma^W \\
\text{join}(\eul{\langle f; f' \rangle}_\gamma^W, \eul{\langle g; g' \rangle}_\gamma^W) = \text{join}(\eul{\langle f \rangle}_\gamma^W, \eul{\langle g \rangle}_\gamma^W) \circ \text{join}(\eul{\langle f' \rangle}_\gamma^W, \eul{\langle g' \rangle}_\gamma^W)
\]

We need to show that \( \text{join} \) preserves identities and composition. We do the first by induction on the structure of objects. For the base cases, either or both of \( D \) or \( E \) are units. In which case the monoidal structures on \( C \) are sufficient to infer the result. There are three inductive cases to consider. One of these is when \( D = D' \otimes A \). In this case, we compute:

\[
\text{join}(1_D, 1_E) = (\text{join}(1_{D'}, 1_E)) \otimes A \quad \text{defn of join} \\
= (1_{\text{join}(D', E)}) \otimes A \quad \text{IH} \\
= 1_{\text{join}(D' \otimes A, E)} \quad \text{defn of join}
\]
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The second inductive case, when \( E = E' \otimes A \), is done similarly. The third inductive case is when \( D = D' \times A \) and \( E = E' \times A \). In this case, we compute:

\[
\begin{align*}
\text{join}(D, E) &= (\text{join}(D', E')) \times A & \text{defn of join} \\
&= (\text{join}(D', E')) \times A & \text{IH} \\
&= \text{join}(D', E') \times A & \text{defn of join}
\end{align*}
\]

We show that \( \text{join} \) preserves composition in its second place; the proof for the first is similar. Assume \( E \xrightarrow{g} E' \xrightarrow{g'} E'' \). Then we compute:

\[
\begin{align*}
\text{join}(1, g; g') &= \text{join}(1, g; g' \times 1) & \text{defn of join} \\
&= g; g' \times 1 & \text{structure of } (\times, 1) \\
&= g; g' \\
&= (g \times 1); (g' \times 1) \\
&= \text{join}(1, g \times 1); \text{join}(1, g' \times 1) \\
&= \text{join}(1, g); \text{join}(1, g')
\end{align*}
\]

2. We need to show that \( \text{share} \) preserves identities and composition. We do the first by induction on the structure of objects. The case for \( 1_\emptyset \) is immediate by the definition of \( \text{share} \).

For the non-\( () \), \( \exists y : x \in \Gamma \) case we compute as follows:

\[
\begin{align*}
\text{share}(1_\Xi) &= \text{join}(\text{share}(1_{\text{join}(\Gamma; \Delta)}), 1_{\text{join}(\text{join}(\Gamma'; \Delta') \Xi)}) \\
&= \text{join}(1_{\text{share} \text{ join}(\Gamma; \Delta)}, 1_{\text{join}(\text{join}(\Gamma'; \Delta') \Xi)}) & \text{IH} \\
&= 1_{\text{share}(\Xi)}
\end{align*}
\]

For the proof of composition for this case, assume that \( \Gamma \xrightarrow{f} \Gamma', \Gamma' \xrightarrow{f'} \Gamma'', \Delta \xrightarrow{g} \Delta' \) and \( \Delta' \xrightarrow{g'} \Delta'' \); that \( \Xi \xrightarrow{f} \Xi', \Xi' \xrightarrow{g} \Xi'' \); and that \( f = \text{share join}(f', f'') \), \( g = \text{share join}(g', g'') \).

Then we compute:

\[
\begin{align*}
\text{share}(f; g) &= \text{join}(f'; g', f''; g'') & \text{func of join} \\
&= \text{join}(f', f''); \text{join}(g', g'') \\
&= \text{share}(f); \text{share}(g)
\end{align*}
\]

with the appropriate side-conditions. \( \Box \)
We consider various model-theoretic properties of the satisfaction relation.

**Lemma 55 (Monotonicity of |=_{\Sigma})** Let \( \Sigma \) be a signature and \( \langle \{ \mathcal{R} \mid r \in R \}, \llbracket - \rrbracket, \text{join}, \text{share}, \models_{\Sigma} \rangle \) be a model. If \( \mathcal{J}_r, W \models_{\Sigma} (M:a) \llbracket \Gamma \rrbracket \) and \( W \leq W' \), then \( \mathcal{J}_r, W' \models_{\Sigma} (M:a) \llbracket \Gamma \rrbracket \).

**Proof** By induction on the syntax of \( M:a \). If \( W \leq W' \), then, by accessibility, \( \llbracket X \rrbracket_{\mathcal{J}_r}^W \) is defined as \( \xi \llbracket X \rrbracket_{\mathcal{J}_r}^W \), where \( X \) ranges over \( \Gamma, A \) and \( M \). For each case of \( M:a \), the conclusion is given by the definition of \( \models_{\Sigma} \). \( \square \)

**Lemma 56 (|=_{\Sigma}-forcing via global sections)** Let \( \langle \{ \mathcal{R} \mid r \in R \}, \llbracket - \rrbracket, \text{join}, \text{share}, \models_{\Sigma} \rangle \) be a Kripke resource model. \( \mathcal{J}_r, W \models_{\Sigma} (M:a) \llbracket \Gamma \rrbracket \) if and only if \( \llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W \) is defined, \( \llbracket A_r \rrbracket_{\mathcal{J}_r}^W \) is defined, \( \llbracket M_r \rrbracket_{\mathcal{J}_r}^W \) is defined and \( 1_{\mathcal{J}_r(W)(\llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W)} \Rightarrow \llbracket A_r \rrbracket_{\mathcal{J}_r}^W \) is an arrow in \( \mathcal{J}_r(W)(\llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W) \).

**Proof** By induction on the structure of \( M:a \).

(c:A) For the \( \Rightarrow \) direction, we require the model to have enough points, and so get such an arrow.

The \( \Leftarrow \) direction is immediate from the definition of \( \models_{\Sigma} \).

(x\in A) For the \( \Rightarrow \) direction, the second projection map \( 1 \xrightarrow{q} A \) in the fibre over the context \( \Gamma, x \in A \) gives us the required arrow. The \( \Leftarrow \) direction is immediate from the definition of \( \models_{\Sigma} \).

(\( \lambda_x : A.M : \Lambda_x : A.B \)) For the \( \Rightarrow \) direction, by induction hypothesis we have that

\[
1_{\mathcal{J}_r(W)(\llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W)} \xrightarrow{\llbracket M_r : x : A \rrbracket_{\mathcal{J}_r}^W} \llbracket B_r : x : A \rrbracket_{\mathcal{J}_r}^W
\]

is an arrow in \( \mathcal{J}_r(W)(\llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W) \). We then use the natural isomorphism \( \Lambda \) to get the arrow

\[
1_{\mathcal{J}_r(W)(\llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W)} \xrightarrow{\llbracket \lambda_x : A.M_r \rrbracket_{\mathcal{J}_r}^W} \llbracket \Lambda_x : A.B_r \rrbracket_{\mathcal{J}_r}^W
\]

in \( \mathcal{J}_r(W)(\llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W) \). For the \( \Leftarrow \) direction, suppose there exists an arrow

\[
1_{\mathcal{J}_r(W)(\llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W)} \xrightarrow{\llbracket \lambda_x : A.M_r \rrbracket_{\mathcal{J}_r}^W} \llbracket \Lambda_x : A.B_r \rrbracket_{\mathcal{J}_r}^W
\]

in \( \mathcal{J}_r(W)(\llbracket \Gamma \rrbracket_{\mathcal{J}_r}^W) \). It follows immediately that the existence of an arrow

\[
1_{\mathcal{J}_r(W)(\llbracket \Delta \rrbracket_{\mathcal{J}_r}^W)} \xrightarrow{\llbracket \lambda_x \rrbracket_{\mathcal{J}_r}^W} \llbracket A_\Delta \rrbracket_{\mathcal{J}_r}^W
\]
implies the existence of an arrow

\[ 1_{\mathcal{A}(W)}[[\Xi]]_{\mathcal{M}_{\mathcal{E}}} \xrightarrow{[M\Xi \Xi \Xi]_{\mathcal{A}}} [[B[N/x]]_{\mathcal{E}}]_{\mathcal{M}_{\mathcal{E}}} \]

where \([\Xi]_{\mathcal{M}_{\mathcal{E}}} = \text{join}([\Gamma]_{\mathcal{M}_{\mathcal{E}}}, [\Delta]_{\mathcal{M}_{\mathcal{E}}})\) and \([\Xi]_{\mathcal{M}_{\mathcal{E}}} = \text{share}([\Xi']_{\mathcal{M}_{\mathcal{E}}} \cdot \mathcal{E}_{\mathcal{M}_{\mathcal{E}}})\). The definition of \(\models_{\Sigma}\) then gives us \(\mathcal{A}, W \models_{\Sigma} (\lambda x. A. M : \lambda x. A. B) [\Gamma] \).

\((\lambda x. A. M : \lambda x. A. B)\) For the \(\Rightarrow\) direction, by induction hypothesis we have that

\[ 1_{\mathcal{A}(W)}[[\Gamma, x : A]]_{\mathcal{M}_{\mathcal{E}}} \xrightarrow{[M_{\Gamma, x : A}]_{\mathcal{M}_{\mathcal{E}}}^{W}} [[B_{\Gamma, x : A}]]_{\mathcal{M}_{\mathcal{E}}}^{W} \]

is an arrow in \(\mathcal{A}(W)([[\Gamma, x : A]]_{\mathcal{M}_{\mathcal{E}}}^{W}).\) We then use the natural isomorphism \(\Delta\) to get the arrow

\[ 1_{\mathcal{A}(W)}[[\Gamma]]_{\mathcal{M}_{\mathcal{E}}} \xrightarrow{[\Delta_{\mathcal{M}_{\mathcal{E}}}]} [[\Lambda x. A. B]]_{\mathcal{M}_{\mathcal{E}}}^{W} \]

in \(\mathcal{A}(W)([[\Gamma]]_{\mathcal{M}_{\mathcal{E}}}^{W}).\) For the \(\Leftarrow\) direction, suppose there exists an arrow

\[ 1_{\mathcal{A}(W)}[[\Gamma]]_{\mathcal{M}_{\mathcal{E}}} \xrightarrow{[\Delta_{\mathcal{M}_{\mathcal{E}}}]} [[\Lambda x. A. B]]_{\mathcal{M}_{\mathcal{E}}}^{W} \]

in \(\mathcal{A}(W)([[\Gamma]]_{\mathcal{M}_{\mathcal{E}}}^{W}).\) It follows immediately that the existence of an arrow

\[ 1_{\mathcal{A}(W)}[[\Delta]]_{\mathcal{M}_{\mathcal{E}}} \xrightarrow{[\lambda \Delta. \Delta^R_{\mathcal{E}}]} [[A_{\Delta}]]_{\mathcal{M}_{\mathcal{E}}}^{W} \]

implies the existence of an arrow

\[ 1_{\mathcal{A}(W)}[[\Xi]]_{\mathcal{M}_{\mathcal{E}}} \xrightarrow{[M\Xi \Xi \Xi]_{\mathcal{A}}} [[B[N/x]]_{\mathcal{E}}]_{\mathcal{M}_{\mathcal{E}}}^{W} \]

where \([\Xi]_{\mathcal{M}_{\mathcal{E}}} = \text{join}([\Gamma]_{\mathcal{M}_{\mathcal{E}}}, [\Delta]_{\mathcal{M}_{\mathcal{E}}})\). The definition of \(\models_{\Sigma}\) then gives us \(\mathcal{A}, W \models_{\Sigma} (\lambda x. A. M : \lambda x. A. B) [\Gamma] \).

\((M : A & \& B)\) For the \(\Rightarrow\) direction, by induction hypothesis twice we have the arrows

\[ 1_{\mathcal{A}(W)}[[\Gamma]]_{\mathcal{M}_{\mathcal{E}}} \xrightarrow{[\lambda \Gamma. (M)]_{\mathcal{M}_{\mathcal{E}}}^{W}} [[A_{\Gamma}]]_{\mathcal{M}_{\mathcal{E}}}^{W} \]

and

\[ 1_{\mathcal{A}(W)}[[\Gamma]]_{\mathcal{M}_{\mathcal{E}}} \xrightarrow{[\lambda \Gamma. (M)]_{\mathcal{M}_{\mathcal{E}}}^{W}} [[B_{\Gamma}]]_{\mathcal{M}_{\mathcal{E}}}^{W} \]
in $\mathcal{J}(W)([\Gamma])$. Recall that we can construct products in each $\mathcal{J}(W)(D)$. So we have the arrow

$$1_{\mathcal{J}(W)([\Gamma])}^{W} \xrightarrow{[(\pi_{0}(M), \pi_{1}(M))]} [A \& B]^{W}_{\mathcal{J}}$$

in $\mathcal{J}(W)([\Gamma])$. For the $\Leftarrow$ direction, by induction hypothesis twice we have that $\mathcal{J}, W \models_{\Sigma} (\pi_{0}(M): A) \ [\Gamma]$ and $\mathcal{J}, W \models_{\Sigma} (\pi_{1}(M): B) \ [\Gamma]$. The definition of $\models_{\Sigma}$ then gives us $\mathcal{J}, W \models_{\Sigma} (M:A \& B) \ [\Gamma]$. □

The substitution lemma for $\models_{\Sigma}$ has two cases, one for substituting a linear variable and one for substituting an intuitionistic one.

**Lemma 57 (Substitutivity of $\models_{\Sigma}$)** Let $\Sigma$ be a signature and $\langle \{ \mathcal{J} \mid r \in R \}, [\_], \text{join, share, } \models_{\Sigma} \rangle$ be a model.

1. If $\mathcal{J}, W \models_{\Sigma} (U: V) \ [\Delta, x:A, \Delta']$, $\mathcal{J}, W \models_{\Sigma} (N:A) \ [\Gamma]$ and $[[\Delta, \Delta'[N/x]]]^{W}_{\mathcal{J}}$ is defined, then $\mathcal{J}, W \models_{\Sigma} (U:V[N/x]) \ [\Xi]$, where $[[\Xi]]^{W}_{\mathcal{J}, r} = \text{join}([[\Gamma]]_{\mathcal{J}}, [[\Delta, \Delta'[N/x]]]^{W}_{\mathcal{J}})$ and $[[\Xi]]^{W}_{\mathcal{J}} = \text{share}([[\Xi]]^{W}_{\mathcal{J}, r})$.

2. If $\mathcal{J}, W \models_{\Sigma} (U: V) \ [\Delta, x:A, \Delta']$, $\mathcal{J}, W \models_{\Sigma} (N:A) \ [\Gamma]$ and $[[\Delta, \Delta'[N/x]]]^{W}_{\mathcal{J}}$ is defined, then $\mathcal{J}, W \models_{\Sigma} (U:V[N/x]) \ [\Xi]$, where $[[\Xi]]^{W}_{\mathcal{J}} = \text{join}([[\Gamma]]_{\mathcal{J}}, [[\Delta, \Delta'[N/x]]]^{W}_{\mathcal{J}})$.

**Proof** By induction on the structure of the syntax and the functoriality of models.

1. The linear case is quite interesting as it shows an essential use of several of the model’s components. In the following, we will omit the parameters on the interpretation for simplicity, though it can be seen, by induction, what these ought to be. Then, the basic argument is that, by the structure of the model, we can construct the following square in $G_{W}$:

$$
\begin{array}{ccc}
\text{(share join([\Delta], [\Gamma]))} & \xrightarrow{\epsilon} & \text{(share join([\Delta], [\Gamma]))} \otimes [A] \\
\downarrow f & & \downarrow g \\
\text{(share join([\Delta], [\Gamma]))} \ast ([1 \text{share join([\Delta], [\Gamma])} \otimes [N])) \ast [\Delta'] & \xrightarrow{h} & \text{(share join([\Delta], [\Gamma]))} \otimes [A] \ast [\Delta']
\end{array}
$$
where
\[
\begin{align*}
e &= \langle 1_{\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket), \llbracket \mathcal{N} \rrbracket} \\
f &= \langle 1_{\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket), \langle 1_{\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket), \llbracket \mathcal{N} \rrbracket \rangle \rangle, d' \rangle \\
g &= \langle 1_{\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket), \llbracket \mathcal{N} \rrbracket \rangle, d' \rangle \\
h &= \langle 1_{\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket), \llbracket \mathcal{N} \rrbracket \rangle, 1_{\mathcal{M}} \rangle
\end{align*}
\]
and \(1 \xrightarrow{d'} \llbracket \Delta' \rrbracket\) is, by induction, an arrow in the fibre over \((\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket)), \otimes \llbracket \mathcal{A} \rrbracket\).

Then, by the functorial structure of the model, we have an arrow
\[
1 \xrightarrow{\llbracket U \rrbracket} \langle \langle 1_{\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket), \llbracket \mathcal{N} \rrbracket \rangle, 1_{\mathcal{M}} \rangle \rangle \xrightarrow{\llbracket V \rrbracket} \langle \langle 1_{\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket), \llbracket \mathcal{N} \rrbracket \rangle, 1_{\mathcal{M}} \rangle \rangle
\]
in the fibre over the object \((\text{share join}(\llbracket \Delta \rrbracket; \llbracket \Gamma \rrbracket)), \otimes \llbracket \mathcal{A} \rrbracket\).

2. The argument for the intuitionistic case is similar to the linear one, except that we use the pullback condition to extend the context with \(\llbracket \mathcal{A} \rrbracket\).

\[\square\]

4.4 Soundness and completeness

**Lemma 58 (Context and Type Interpretations)** Let \(\Sigma\) be a signature and
\[
\langle \{ \mathcal{J}_r \mid r \in R \}, \llbracket \cdot \rrbracket, \text{join}, \text{share}, \models_{\Sigma} \rangle
\]
be a Kripke resource \(\Sigma\)-\(\lambda\Lambda\) model.

1. If \(\mathcal{N}\) proves \(\Gamma \vdash_{\Sigma} \text{context}\), then, for those \(W\) where \(\llbracket \Gamma \rrbracket_{\mathcal{J}_\mathcal{N}}^W\) is defined, \(\llbracket \Gamma \rrbracket_{\mathcal{J}_W}^W \in \text{obj}(\mathcal{C})\);

2. If \(\mathcal{N}\) proves \(\Gamma \vdash_{\Sigma} \text{A:Type}\), then, for those \(W\) where \(\llbracket \mathcal{A}_\Gamma \rrbracket_{\mathcal{J}_\mathcal{N}}^W\) is defined, \(\llbracket \mathcal{A}_\Gamma \rrbracket_{\mathcal{J}_W}^W \in \text{obj}(\mathcal{J}_W (\llbracket \Gamma \rrbracket_{\mathcal{J}_W}^W))\).

**Proof** Follows from Definition 53. The proofs are done by induction on the structure of proofs of system \(\mathcal{N}\) and, because of inter-dependencies, must be done simultaneously with the proof of Theorem 59.

\[\square\]

**Theorem 59 (Soundness)** Let \(\Sigma\) be a signature and \(\langle \{ \mathcal{J}_r \mid r \in R \}, \llbracket \cdot \rrbracket, \text{join}, \text{share}, \models_{\Sigma} \rangle\) be a Kripke resource model, and let \(W\) be any world in this model. If \(\mathcal{N}\) proves \(\Gamma \vdash_{\Sigma} M:A\) and \(\llbracket \Gamma \rrbracket_{\mathcal{J}_W}^W\) is defined, \(\llbracket \mathcal{A}_\Gamma \rrbracket_{\mathcal{J}_W}^W\) is defined and \(\llbracket \mathcal{M}_\Gamma \rrbracket_{\mathcal{J}_W}^W\) is defined, then \(\mathcal{J}_r, W \models_{\Sigma} (M:A) \llbracket \Gamma \rrbracket\).
Proof By induction on the structure of proofs of $\Gamma \vdash_\Sigma M : A$. The proof of soundness is done simultaneously with the proof of Lemma 58.

(Mc) Suppose N proves $\Gamma \vdash_\Sigma c : \Lambda x_1, \ldots, x_m \in A_m. A$. By Definition 53, $\{ t_r \mid r \in R \}$ has enough points to interpret $c : \Lambda x_1, \ldots, x_m \in A_m. A$ and $\mathbb{[}c_{\Gamma}]_{\beta}^W = \Lambda^m(op_r)$ (i.e., $m$ applications of the natural isomorphism on $op_r$) where

$$1_{\beta}^W(\mathbb{[}\Gamma, x_1, \ldots, x_m \in A_m. A]^W) ^{op_r} \rightarrow \mathbb{[}\Lambda x_1, \ldots, x_m \in A_m. A]^W$$

It can be observed that $\mathbb{[}c_{\Gamma}]_{\beta}^W$ type-checks. By induction, we have that $\mathbb{[}\Gamma]^W$ is defined. And so $\mathcal{J}, W \vdash_\Sigma (c : \Lambda x_1, \ldots, x_m \in A_m. A) [\Gamma]$ follows.

(MVar) Suppose N proves $\Gamma, x : A \vdash_\Sigma x : A$ because $\Gamma \vdash_\Sigma A : Type$. By induction, we have that $\mathbb{[}x_{\Gamma, x : A}\Gamma]^W$ is defined. According to Definition 53, $\mathbb{[}x_{\Gamma, x : A}\Gamma]^W = q_{\mathbb{[}x_{\Gamma, x : A}\Gamma]^W}$ and the latter has the correct type. So we have shown

$$1_{\beta}^W(\mathbb{[}\Gamma, x : A\Gamma]^W) \rightarrow \mathbb{[}A\Gamma]^W$$

and $\mathcal{J}, W \vdash_\Sigma (x : A) [\Gamma, x : A]$ follows.

(MVar!) This case is done similarly to the (MVar) one above. Suppose N proves $\Gamma, x ! A \vdash_\Sigma x : A$ because $\Gamma \vdash_\Sigma A : Type$. By induction, we have that $\mathbb{[}x_{\Gamma, x ! A}\Gamma]^W$ is defined and that $\mathbb{[}A\Gamma]^W$ is defined. According to Definition 53, $\mathbb{[}x_{\Gamma, x ! A}\Gamma]^W = q_{\mathbb{[}x_{\Gamma, x ! A}\Gamma]^W}$ and the latter has the correct type. So we have shown

$$1_{\beta}^W(\mathbb{[}\Gamma, x ! A\Gamma]^W) \rightarrow \mathbb{[}A\Gamma]^W$$

and $\mathcal{J}, W \vdash_\Sigma (x : A) [\Gamma, x ! A]$ follows.

(MλA$I$) Suppose N proves $\Gamma \vdash_\Sigma \lambda x : A. M : \Lambda x : A. B$ because $\Gamma, x : A \vdash_\Sigma M : B$. By induction, we have, for $W$ such that $\mathbb{[}B_{\Gamma, x : A}\Gamma]^W$ is defined and that $\mathcal{J}, W \vdash_\Sigma (M : B) [\Gamma, x : A]$, i.e., that

$$1_{\beta^+}(\mathbb{[}\Gamma, x : A\Gamma]^W) \rightarrow \mathbb{[}M_{\Gamma, x : A}\Gamma]^W$$

We now use the natural isomorphism $\Lambda_{\mathbb{[}\Gamma]^W, \mathbb{[}A\Gamma]^W}$ to get

$$1_{\beta^+}(\mathbb{[}\Gamma]^W) \rightarrow \mathbb{[}\Lambda x : A. B\Gamma]^W$$

So we obtain $\mathcal{J}, W \vdash_\Sigma (\lambda x : A. M : \Lambda x : A. B) [\Gamma]$. 
(MΛE) Suppose N proves \( \Xi \vdash_{\Sigma} MN:B[N/x] \) because \( \Gamma \vdash_{\Sigma} M : \Lambda x:A.B \) and \( \Delta \vdash_{\Sigma} N:A \) with \( [\Xi'; \Gamma; \Delta] \) and \( \Xi = \Xi' \setminus \{\Gamma, \Delta\} \). By induction hypothesis twice we have that \( \mathcal{J}_x, W \models_{\Sigma} (M : \Lambda x:A.B) [\Gamma] \), that is,

\[
\mathcal{J}_x, W \models_{\Sigma} (M : \Lambda x:A.B) [\Gamma],\]

and \( \mathcal{J}_x, W \models_{\Sigma} (N:A) [\Delta] \), that is,

\[
\mathcal{J}_x, W \models_{\Sigma} (N:A) [\Delta].\]

Assume \( W \leq W' \in W \). By monotonicity and the definition of satisfaction, we have that \( \mathcal{J}_x, W' \models_{\Sigma} (MN:B[N/x]) [\Xi] \), where \( [\Xi']_{\mathcal{J}_x}^{W'} = \text{join}(\{[\Xi]_{\mathcal{J}_x}^{W}, [\Delta]_{\mathcal{J}_x}^{W'}\}) \) and \( [\Xi]_{\mathcal{J}_x}^{W'} = \text{share}(\{[\Xi']_{\mathcal{J}_x}^{W'}\}) \), that is

\[
\mathcal{J}_x, W' \models_{\Sigma} (MN:B[N/x]) [\Xi].\]

We check that this is the interpretation given by the model. According to Definition 53, \( [MN]_{\mathcal{J}_x}^{W} \) is defined and is equal to, using monotonicity,

\[
((1_{[\Gamma]_{\mathcal{J}_x}^{W}} [N]_{\mathcal{J}_x}^{W'}), (\Lambda [\Gamma]_{\mathcal{J}_x}^{W}, [\Delta]_{\mathcal{J}_x}^{W'}) ([M]_{\mathcal{J}_x}^{W})))
\]

where \( \Xi \) is defined as above. We need to check the types. First, we already have

\[
[M]_{\mathcal{J}_x}^{W} : \mathcal{J}_x, W' \rightarrow (\Lambda x:A.B) [\Gamma].\]

Applying the natural isomorphism \( \Lambda [\Gamma]_{\mathcal{J}_x}^{W}, [\Delta]_{\mathcal{J}_x}^{W'} \) gives us

\[
\Lambda [\Gamma]_{\mathcal{J}_x}^{W}, [\Delta]_{\mathcal{J}_x}^{W'} ([M_{\mathcal{J}_x}^{W} x:A.B]) : \mathcal{J}_x, W' \rightarrow (\Lambda x:A.B) [\Gamma].\]

The functor \( (1_{[\Gamma]_{\mathcal{J}_x}^{W}}, [N]_{\mathcal{J}_x}^{W'}) \) performs the required substitution. Finally the action of \( \text{join} \) and \( \text{share} \) gives us \( [\Xi]_{\mathcal{J}_x}^{W'} \).

(MΛλI) This case is done similarly to the \( (M\lambda\lambda I) \) one above. Suppose N proves \( \Gamma \vdash_{\Sigma} \lambda x:A.M : \Lambda x:A.B \) because \( \Gamma \vdash_{\Sigma} M:B \). By induction, we have, for \( W \) such that \( [B]_{\mathcal{J}_x}^{W} \) is defined, that \( \mathcal{J}_x, W \models_{\Sigma} (M:B) [\Gamma, x:A] \), i.e., that

\[
\mathcal{J}_x, W \models_{\Sigma} (M:B) [\Gamma, x:A].\]

We use the natural isomorphism \( \Lambda [\Gamma]_{\mathcal{J}_x}^{W}, [\Delta]_{\mathcal{J}_x}^{W'} \) to get

\[
\mathcal{J}_x, W \models_{\Sigma} (\lambda x:A.M) [\Gamma] \rightarrow (\Lambda x:A.B) [\Gamma].\]

So we obtain \( \mathcal{J}_x, W \models_{\Sigma} (\lambda x:A.M : \Lambda x:A.B) [\Gamma] \).
(MA!Ξ) This case is done similarly to the (MAΞ) one above. Suppose Ξ proves \( \Xi \vdash \Sigma MN : B[N/x] \) because \( \Gamma \vdash \Sigma M : A \times A . B \) and \( \Gamma \vdash \Sigma N : A \) with \( [\Xi' ; \Gamma ; !\Delta] \) and \( \Xi = \Xi' \setminus \kappa(\Gamma, !\Delta) \). By induction hypothesis twice we have that \( JL, W \models_{\Sigma} (M : A \times A . B) [\Gamma] \), that is,

\[
1_{JL(W)([\Gamma]_{W}^{X})} \xrightarrow{[M\Gamma]_{W}^{X}} [A \times A . B_{\Gamma}]_{W}^{JL}
\]

and \( JL, W \models_{\Sigma} (N : A) [!\Delta] \), that is,

\[
1_{JL(W)([\Delta]_{W}^{X})} \xrightarrow{[N\Delta]_{W}^{X}} [A \Delta]_{W}^{JL}
\]

Assume \( W \leq W' \in \mathcal{W} \). By monotonicity and the definition of satisfaction, we have that \( JL, W' \models_{\Sigma} (MN : B[N/x]) [\Xi] \), where \( [\Xi]_{W}^{W} = \text{share} (\text{join} (\langle [\Gamma]_{W}^{W}, [\Delta]_{W}^{W} \rangle)) \), that is

\[
1_{JL(W')([MN]_{W}^{X})} \xrightarrow{[MN\Xi]_{W}^{X}} [B[N/x][\Xi]]_{W}^{JL}
\]

We check that this is the interpretation given by the model. According to Definition 53, \( [MN\Xi]_{W}^{X} \) is defined and is equal to, using monotonicity,

\[
\langle [\Gamma]_{W}^{W}, [N\Delta]_{W}^{W} \rangle^{*} (\Lambda_{[\Gamma]_{W}^{W} \times [\Delta]_{W}^{W}} ( [M\Gamma]_{W}^{W} ))
\]

where \( [\Xi]_{W}^{W} = \text{share} (\text{join} (\langle [\Gamma]_{W}^{W}, [\Delta]_{W}^{W} \rangle)) \). We need to check the types. First, we already have

\[
[M\Gamma]_{W}^{W} : 1_{JL(W')([\Gamma]_{W}^{X})} \longrightarrow [\Lambda \times A . B_{\Gamma}]_{W}^{W}
\]

Applying the natural isomorphism \( \Delta_{[\Gamma]_{W}^{W} \times [\Delta]_{W}^{W}}^{w} \) gives us

\[
\Lambda_{[\Gamma]_{W}^{W} \times [\Delta]_{W}^{W}}^{w} ([M\Gamma]_{W}^{W}) : 1_{JL(W')([\Gamma]_{W}^{X})} \longrightarrow [B_{\Gamma \times A}]_{W}^{W}
\]

The functor \( \langle [\Gamma]_{W}^{W}, [N\Delta]_{W}^{W} \rangle^{*} \) performs the required substitution. Finally the action of \text{join} and \text{share} gives us \( [\Xi]_{W}^{W} \).

(M&I) Suppose \( N \) proves \( \Gamma \vdash \Sigma (M, N) : A \& B \) because \( N \) proves \( \Gamma \vdash \Sigma M : A \) and \( N \) proves \( \Gamma \vdash \Sigma N : B \).

By induction hypothesis twice, we have that \( JL, W \models_{\Sigma} (M : A) [\Gamma] \), that is

\[
1_{JL(W)([\Gamma]_{W}^{X})} \xrightarrow{[M\Gamma]_{W}^{X}} [A \Gamma]_{W}^{JL}
\]
and that $\mathcal{J}, W \models_{\Sigma} (N:B) [\Gamma]$, that is

$$1_{\mathcal{J}, (W)([\Gamma]_{\Sigma}^{w})} \xrightarrow{[N]_{\Sigma}^{w}} [B_{\Gamma}]_{\Sigma}^{w}$$

Now each category $\mathcal{J}, (W)(D)$ in the model has products. We use this property in $\mathcal{J}, (W)([\Gamma]_{\Sigma}^{w})$ to construct

$$1_{\mathcal{J}, (W)([\Gamma]_{\Sigma}^{w})} \xrightarrow{[(M,N):(A&B)]_{\Sigma}^{w}} [(A\&B)]_{\Sigma}^{w}$$

and $\mathcal{J}, W \models_{\Sigma} ((M,N):(A&B)) [\Gamma]$ follows.

$(M \& \Sigma)$ Suppose $N$ proves $\Gamma \vdash_{\Sigma} \pi_{i}(M):A_{i}$, for $i \in \{0,1\}$ because $N$ proves $\Gamma \vdash_{\Sigma} M:A_{0}\&A_{1}$. By induction hypothesis, we have that $\mathcal{J}, W \models_{\Sigma} (M:A_{0}\&A_{1}) [\Gamma]$, that is,

$$1_{\mathcal{J}, (W)([\Gamma]_{\Sigma}^{w})} \xrightarrow{[M]_{\Sigma}^{w}} [(A_{0}\&A_{1})]_{\Sigma}^{w}$$

Then the definition of satisfaction allows us to construct, for $i \in \{0,1\}$,

$$1_{\mathcal{J}, (W)([\Gamma]_{\Sigma}^{w})} \xrightarrow{[\pi_{i}(M)]_{\Sigma}^{w}} [(A_{i})]_{\Sigma}^{w}$$

and $\mathcal{J}, W \models_{\Sigma} (\pi_{i}(M):A_{i}) [\Gamma]$ follows.

$(M \equiv)$ It is convenient, as we are working in the $M:A$-fragment of the type theory, to observe that $\beta\eta$-equalities are generated by the rule

$$\frac{\Gamma, x \in A \vdash_{\Sigma} M : B \quad \Delta \vdash_{\Sigma} N : A}{\Xi \vdash_{\Sigma} (\lambda x \in A . M)N =_{\beta M[N/x]} : B[N/x]}$$

where $[\Xi'; \Gamma; \Delta]$ and $\Xi = \Xi' \setminus \kappa(\Gamma, \Delta)$, and by the rule

$$\frac{\Gamma \vdash_{\Sigma} M : \Lambda x \in A . B}{\Gamma \vdash_{\Sigma} (\lambda y \in A . M)y =_{\eta M : \Lambda x \in A . B}}$$

where $y \not\in \mathrm{FV}(\Gamma, x \in A)$. Then, an application of the natural isomorphism and Lemma 57, allows us to show that if $M =_{\beta\eta} N$, then $[M]_{\Sigma}^{w} \simeq [N]_{\Sigma}^{w}$. $\square$

We now turn to consider completeness. We begin with the appropriate definition of validity for $\models_{\Sigma}$. 
Definition 60 (|=\Sigma validity for \(\lambda\Delta\)): \(\Gamma \models_{\Sigma} M : A\), i.e., \(M : A\) is valid with respect to \(\Gamma\), if and only if, for all models \(\{J_r \mid r \in R\}, [-], \text{join, share}, \models_{\Sigma}\) and all worlds \(W\) such that \([\Gamma]_W^J\), \([A_G]_W^J\), and \([M_G]_W^J\) are defined, \(J_r, W \models_{\Sigma} (M : A) [\Gamma]\).

Several components of the term model will be defined using the category of contexts and realizations, \(C(\Sigma)\), that we defined previously.

Proposition 61 \(C(\Sigma)\) is a doubly monoidal category.

Proof The two context extension operators are taken to be an extension with \(A\) and an extension with \(!A\). The units for each context extension operator require the following rules to be taken in the syntax of the type theory:

\[
\vdash_{\Sigma} \text{1 \ context} \quad \vdash_{\Sigma} \text{I \ context}
\]

together with the context equivalences which let \(I\) and \(1\) be, respectively, units of extension with \(A\) and extension with \(!A\). Then we define \(\langle \rangle = I; 1\), allowing us to continue with the use of \(\langle \rangle\) as a general unit.

Definition 62 The category \(\mathcal{P}(\Sigma)\), a full sub-category of \(C(\Sigma)\), is defined as follows:

- **Objects:**
  - \(\langle \rangle\) is an object of \(\mathcal{P}(\Sigma)\);
  - If \(\Gamma\) is an object of \(\mathcal{P}(\Sigma)\) and there exists an arrow \(\Gamma \xrightarrow{\langle A \rangle} \Gamma \times A\) in \(C(\Sigma)\), then \(\Gamma \times A\) is an object of \(\mathcal{P}(\Sigma)\).

- **Morphisms:** The arrows just considered.

Lemma 63 The tuple consisting of the set of objects in \(C(\Sigma)\), the context joining operation \([-; -; -]\) and the unit context \(\langle \rangle\) defines a commutative monoid.

Proof For ease of argument, we will adopt the following notation: \(\Gamma \Delta\) will denote the join of the contexts \(\Gamma\) and \(\Delta\).

We first show that \(\langle \rangle\) behaves as a 2-sided identity. This is immediate due to the coherence equivalences between contexts.
Next, we show that the joining relation is associative: if $\Gamma$, $\Delta$ and $\Theta$ are valid contexts, then $\Gamma(\Delta\Theta) = (\Gamma\Delta)\Theta$, where $[\Gamma(\Delta\Theta); \Gamma; \Delta\Theta]$, $[\Delta\Theta; \Delta; \Theta]$, $[(\Gamma\Delta)\Theta; \Gamma; \Delta\Theta]$ and $[\Gamma\Delta; \Gamma; \Delta]$

The proof of associativity is by induction on the length of the context $\Gamma(\Delta\Theta)$. The base case is when $\Gamma(\Delta\Theta) = \emptyset$. By the definition of the joining relation, this implies that $\Gamma = \emptyset$ and that $\Delta\Theta = \emptyset$. By the same argument, we know that $\Delta = \emptyset$ and $\Theta = \emptyset$. We use the definition to construct $(\Gamma\Delta)\Theta$ which is also equal to $\emptyset$.

There are three inductive cases to consider, one for each of the (JOIN-L), (JOIN-R) and (JOIN-!) rules. For the first of these, we have $\Gamma(\Delta\Theta) = \Gamma(\Delta(\Theta', x:A))$ by (JOIN-L). By assumption, $\Gamma(\Delta(\Theta', x:A))$ splits into $\Gamma$ and $\Delta(\Theta', x:A)$, and $\Delta(\Theta', x:A)$ splits into $\Delta$ and $\Theta', x:A$. By induction hypothesis, $\Gamma$ and $\Delta$ join to form $\Gamma\Delta$, and $\Gamma\Delta$ and $\Theta'$ join to form $(\Gamma\Delta)\Theta'$. By (JOIN-L), $(\Gamma\Delta)\Theta'$ and $x:A$ join to form $(\Gamma\Delta)\Theta', x:A = (\Gamma\Delta)\Theta$. The other two cases are argued similarly and we omit the details.

Lastly, we show the commutativity of the joining relation: if $[\Xi; \Gamma; \Delta]$, then $[\Xi; \Delta; \Gamma]$. The proof is by induction on the length of the context $\Xi$. For the base case, when $\Xi = \emptyset$, the proof is immediate. There are three inductive cases to consider, one for each of the (JOIN-L), (JOIN-R) and (JOIN-!) rules. For the first of these, suppose $[\Xi', x:A; \Gamma, x:A; \Delta]$. By induction hypothesis, we have that if $[\Xi'; \Gamma; \Delta]$, then $[\Xi; \Delta; \Gamma]$. Then an application of (JOIN-R) gives us $[\Xi', x:A; \Delta; \Gamma, x:A]$. The other two cases are argued similarly and we omit the details.

As joining is associative, we can informally say "$\Gamma$, $\Delta$ and $\Theta$ join to form $\Gamma\Delta\Theta$". That is, we can talk about $n$-way joining and there need be no confusion.

We note that in logics, such as intuitionist logic or $\text{BI}$, which include conjunctions and disjunctions, one must develop the notion of prime theory. Prime theories have exactly the structure required by the semantic clauses for the connectives and are used to prove completeness. The construction of prime theories is not necessary in the minimal cases of both the $\lambda\Pi$- and $\lambda\Lambda$-calculi, where the function spaces are the only connectives. (The $\lambda\Lambda$-calculus does have the additive conjunction, but the term model inherits enough structure from the syntax to push the definitions through.)

**Lemma 64 (Model Existence)** There is a Kripke $\Sigma$-$\lambda\Lambda$ model

$$\langle \{ T(\Sigma) \}_{x:A} \cup \perp \rangle, \text{join, share}, \models_\Sigma \rangle$$

with a world $W_0$ such that if $\Gamma \not\vdash_\Sigma M:A$, then $T(\Sigma)_{x:A}, W_0 \not\models_\Sigma (M:A) [\Gamma]$
Proof We construct such a model out of the syntax of the $\lambda\Lambda$-calculus.

The Kripke $\Sigma$-$\lambda\Lambda$ structure $T(\Sigma)_\Delta$ is defined as follows. The category of worlds is taken to be $P(\Sigma)$. The base category is the co-product of $C(\Sigma)_\Delta$, where each $\Delta \in \text{ob}(P(\Sigma))$. The indexing monoid is given by the context joining relation $[-;--;--]$, as defined by Lemma 63. The functor $T(\Sigma)_\Delta$, indexed by an element $\Delta \in \text{obj}(C(\Sigma))$, is defined as follows:

$$T(\Sigma)_\Delta(\Theta)(\Gamma) = \begin{cases} 
\text{Objects} & \text{Types } A \text{ such that } N \vdash \Sigma A : \text{Type} \\
\text{Arrows} & F(\Sigma)(\Psi) \text{ arrows} \\
& \text{where } [\Phi'; \Theta; \Delta], \Phi = \Phi' \setminus \kappa(\Theta, \Delta), \\
& \text{and } [\Psi'; \Gamma; \Phi], \Psi = \Psi' \setminus \kappa(\Gamma, \Phi).
\end{cases}$$

It is easy to see that $T(\Sigma)_\Theta$ is a functor. Suppose $\Delta \rightarrow \Delta', \Delta' \rightarrow \Delta'', \Gamma \rightarrow \Gamma'$ and $\Gamma' \rightarrow \Gamma''$. For identities, if $T(\Sigma)_\Theta(\Delta)(\Gamma) = \mathcal{A}$, then the corresponding functor in $\text{Cat}$ to $T(\Sigma)_\Theta(id_\Delta)(id_\Gamma)$ is given by the identity one on $\mathcal{A}$. For composition, by induction hypothesis twice we have that $T(\Sigma)_\Theta(\Delta)(\Gamma) T(\Sigma)_\Theta(\Delta')(\Gamma') \rightarrow T(\Sigma)_\Theta(\Delta')(\Gamma')$ and that $T(\Sigma)_\Theta(\Delta')(\Gamma') T(\Sigma)_\Theta(\Delta')(\Gamma') \rightarrow T(\Sigma)_\Theta(\Delta')(\Gamma')$. And we just compose these two functors in $\text{Cat}$ to give us the required answer.

We next check that $T(\Sigma)_\Theta$ is a Kripke structure.

1. The terminal object in each $T(\Sigma)_\Theta(\Delta)(\Gamma)$ is taken to be the unit additive context 1. We choose this as the proof theory has the judgement $N \vdash \Sigma 1$ so that 1 always exists in each fibre. 1 contains no free variables and so is always preserved on the nose by any $f^*$;

2. The two extensions, $D \rightarrow D \otimes A$ and $D \rightarrow D \times A$, are given by the context extension rules of the type theory.

The first projection map for an intuitionistically extended context

$$\Gamma = \langle x_1 \in A_1, \ldots, x_n \in A_n, x_{n+1} ! A_{n+1} \rangle$$

is defined by $p(\Gamma) = \langle x_1 \in A_1, \ldots, x_n \in A_n \rangle$. This is well-defined as weakening is admissible in the syntax. The map $q(\Gamma, A)$ is given by the term $x$ where $\Gamma, x \in A \vdash \Sigma x : A$.

For the first projection map, we need to check that the appropriate square is a pullback. Let $\Gamma = \langle x_1 \in A_1, \ldots, x_n \in A_n, \Delta = y_1 \in B_1, \ldots, y_m \in B_m \rangle$ and $\Delta, y_{m+1} ! B_{m+1}$ be contexts, and let $i = \langle t_1, \ldots, t_m : \Gamma \rightarrow \Delta \rangle$ be a morphism. We need to show that
So let $\Theta$ be a context and let

$$a = (a_1, \ldots, a_n) : \Theta \rightarrow \Gamma$$

and

$$b = (b_1, \ldots, b_{m-1}) : \Theta \rightarrow \Delta, y_{m+1} : B_{m+1}$$

be morphisms such that $\alpha; t = b; p_{\Delta, B_{m+1}}$, i.e., for all $1 \leq i \leq m b_i$ and $t_i[a_j/x_j]_{j=1}^n$ are equal terms of type $B_i[a_j/x_j]_{j=1}^n$. Then we define the mediating arrow

$$\alpha = (a_1, \ldots, a_n, b_{n+1}) : \Theta \rightarrow \Gamma, t^*(y_{m+1} : B_{m+1})$$

as $b_{n+1}$ type-checks.

We need to show that $\alpha; p_{\Gamma, B_{m+1}} = a$ and $\alpha; (t, B_{m+1}) = b$.

$$\alpha; p_{\Gamma, B_{m+1}} = (x_1[a_1/x_1, \ldots, a_n/x_n, b_{m+1}/x_{m+1}], \ldots, x_n[a_1/x_1, \ldots, a_n/x_n, b_{m+1}/x_{m+1}]) = (a_1, \ldots, a_n) = a$$

$$\alpha; (t, B_{m+1}) = (t_1[a_1/x_1, \ldots, a_n/x_n, b_{m+1}/x_{m+1}], \ldots, t_m[a_1/x_1, \ldots, a_n/x_n, b_{m+1}/x_{m+1}], x_{m+1}[a_1/x_1, \ldots, a_n/x_n, b_{m+1}/x_{m+1}]) = (t_1[a_1/x_1, \ldots, a_n/x_n], \ldots, t_m[a_1/x_1, \ldots, a_n/x_n], b_{m+1}) = b$$

We also need to show that $\alpha$ is unique. So suppose

$$\beta = (\beta_1, \ldots, \beta_{n+1}) : \Theta \rightarrow \Gamma, t^*(y_{m+1} : B_{m+1})$$
is another mediating arrow, i.e., $\beta; p_1, b_{m+1} = a$ and $\beta; (t, B_{m+1}) = b$. Then we get the equations

$$\beta; p_1, b_{m+1} = (x_1[\beta_j/x_j]_{j=m+1}^{n+1}, \ldots, x_n[\beta_j/x_j]_{j=m+1}^{n+1})$$
$$= (\beta_1, \ldots, \beta_n)$$

$$\beta; (t, B_{m+1}) = (t_1[\beta_j/x_j]_{j=m+1}^{n+1}, \ldots, t_n[\beta_j/x_j]_{j=m+1}^{n+1}, x_{n+1}[\beta_j/x_j]_{j=m+1}^{n+1})$$
$$= (t_1[\beta_j/x_j]_{j=m+1}^{n+1}, \ldots, t_n[\beta_j/x_j]_{j=m+1}^{n+1}, \beta_{n+1})$$

Now $\beta = (\beta_1, \ldots, \beta_{n+1})$ and by the above two equations we have

$$\langle \beta_1, \ldots, \beta_n \rangle = \langle a_1, \ldots, a_n \rangle$$

and

$$\langle t_1[\beta_j/x_j]_{j=m+1}^{n+1}, \ldots, t_n[\beta_j/x_j]_{j=m+1}^{n+1}, \beta_{n+1} \rangle = \langle b_1, \ldots, b_{m+1} \rangle.$$}

So we have $\langle \beta_1, \ldots, \beta_{n+1} \rangle = \langle a_1, \ldots, a_n, b_{m+1} \rangle = \alpha$.

Lastly, we need to check the strictness conditions. Let $\Gamma, \Delta$ and $\Theta$ be contexts, let $\Gamma \vdash \Delta$ and $\Delta \vdash \Theta$ be morphisms, and let $N$ prove $\Theta \vdash \text{Type}$. Then we have:

$$(1_\Gamma)^* A = A[1_\Gamma]$$
$$= A$$

$$1_\Gamma \bullet 1_A = \langle \bar{x} \rangle \bullet \langle A \rangle$$
$$= \langle \bar{x}, A \rangle$$
$$= 1_{\Gamma \bullet A}$$

$$t^*(s^*A) = t^*(A[s])$$
$$= A[s[t]]$$
$$= A[t; s]$$
$$= (t; s)^*(A)$$

$$\langle \langle t, s^*(A) \rangle; \langle s, A \rangle \rangle (B, C) = \langle \langle t, A[s] \rangle; \langle s, A \rangle \rangle (B, C)$$
$$= \langle s, A \rangle (t(B), C)$$
$$= \langle s, t, A \rangle (B, C)$$
where, in the last equation, we assume that $\mathcal{N}$ proves $\Gamma \vdash_{\Sigma} B$:Type and $\mathcal{N}$ proves $\Theta \vdash_{\Sigma} C$:Type.

3. The natural isomorphism is given by the abstraction and application rules of the type theory:

$$
\Gamma, x : A \vdash \Sigma M : B \\
\Gamma \vdash_{\Sigma} \lambda x : A. M : \Lambda x : A. B
$$

where $x \in A$, recall, ranges over both linear $x : A$ and intuitionistic $x ! A$ declarations. We need to check that these do meet the Beck-Chevalley condition:

$$
f^*(\Lambda_{\Gamma, A}(\Gamma, x \in A \vdash_{\Sigma} M : B))
$$

$$
= f^*(\Gamma \vdash_{\Sigma} \lambda x \in A. M : \Lambda x \in A. B)
$$

$$
= (\Delta \vdash_{\Sigma} (\lambda x \in A. M : \Lambda x \in A. B)[f])
$$

$$
= \Delta \vdash_{\Sigma} ((\lambda x \in A. M)[f] : (\Lambda x \in A. B)[f])
$$

$$
= \Delta \vdash_{\Sigma} \lambda x \in A[f]. M[f] : \Lambda x \in A[f]. B[f]
$$

$$
= \Delta \vdash_{\Sigma} \lambda x \in A[f]. M[f, x \in A] : \Lambda x \in A[f]. B[f, x \in A]
$$

$$
= \Delta \vdash_{\Sigma} \lambda x \in f^*(A). (f, x \in A)^*(M) : \Lambda x \in f^*(A). (f, x \in A)^*(B)
$$

$$
= \Lambda_{\Delta, f^*(A)}(\Delta, x \in f^*(A) \vdash_{\Sigma} (f, x \in A)^*(M) : (f, x \in A)^*(B))
$$

$$
= \Lambda_{\Delta, f^*(A)}(\Delta, x \in f^*(A) \vdash_{\Sigma} (f, x \in A)^*(M : B))
$$

$$
= \Lambda_{\Delta, f^*(A)}((f, x \in A)^*(\Gamma, x \in A) \vdash_{\Sigma} (f, x \in A)^*(M : B))
$$

$$
= \Lambda_{\Delta, f^*(A)}((f, x \in A)^*(\Gamma, x \in A \vdash_{\Sigma} M : B))
$$

4. The products in each $T(\Sigma)_{\Theta}(\Delta)(\Gamma)$ are given by the $(M \& I)$ and $(M \& E)$ rules.

The model is defined as follows. $T(\Sigma)_{\Delta}$ is the Kripke $\lambda$A-structure defined above. The $\Sigma$-operations of the model are given by the constants declared in the signature $\Sigma$. The interpretation \([\_ ; \_ ; \_]_{T(\Sigma)}\) is the obvious one in which a term (type) is interpreted by the class of terms definitionally equivalent to the term (type) in the appropriate component of $T(\Sigma)$. The functors join and share are defined by the joining relation $[\_ ; \_ ; \_]$ and $\kappa$, respectively.

The satisfaction relation $\models_{\Sigma}$ in $T(\Sigma)$ is given by provability in the type theory. That is, $T(\Sigma)_{\Theta, \Delta} \models_{\Sigma} (M : A) \models_{\Gamma}$ is defined to be $\Xi \vdash_{\Sigma} M : A$, where $\Xi$ is the sharing-sensitive join of $\Theta, \Delta$ and $\Gamma$. We must check that this relation satisfies the inductive clauses of the satisfaction relation:

1. $!\Xi \vdash_{\Sigma} c : A$ if and only if $c : A \in \Sigma$ is immediate as the $\Sigma$-operations are the $c$-As ;

2. $\Xi, x : A \vdash_{\Sigma} x : A$ if and only if $\vdash_{\Sigma} \Xi, x : A$ context by induction on the structure of proofs of both hypotheses ;
3. $\exists \vdash_\Sigma M : A x : A . B$ if and only if $\Phi \vdash_\Sigma N : A$ implies $\Psi \vdash_\Sigma M N : B[N/x]$, where $[\Psi'; \Xi; \Phi]$ and $\Psi = \Psi' \setminus \kappa(\Xi, \Phi)$, holds, in one direction, by $(M \Lambda E)$ and, in the other, by an application of Cut. The intuitionistic case is similar;

4. $\exists \vdash_\Sigma M : A \& B$ if and only if $\exists \vdash_\Sigma \pi_0(M) : A$ and $\exists \vdash_\Sigma \pi_1(M) : B$ is immediate by the $\&$ rules.

The conditions on the models are met as follows:

1. Monotonicity is met by the fact that all terms are well-defined. i.e., constructed in accordance with the proof rules. so a valid term will only ever be constructed from valid sub-terms; and

2. Accessibility is provided by the posetal nature of $\mathcal{P}(\Sigma)$.

From Theorem 49, we have that $T(\Sigma)_{\Theta, \Delta} \models_\Sigma (M : A)$ [1] if and only if $\exists \vdash_\Sigma M : A$, where $\exists$ is the sharing-sensitive join of $\Theta, \Delta$ and $\Gamma$.

We can now finish the proof of model existence. We assume the premiss, that $\Gamma \not\models_\Sigma M : A$. Then, at the initial node ($W_0 = \langle \rangle$), the model constructed from the syntax has the required property; that $T(\Sigma)_{\Theta, W_0} \not\models_\Sigma (M : A)$ [1], where $[\Gamma; \Theta; \Phi]$. 

\[ \square \]

**Theorem 65 (Completeness)** $\Gamma \vdash_\Sigma M : A$ if and only if $\Gamma \models_\Sigma M : A$.

**Proof** Theorem 59 (Soundness) shows the forward direction. For the other, we assume $\Gamma \not\models_\Sigma M : A$ and apply Lemma 64. 

\[ \square \]

### 4.5 A class of set-theoretic models

We describe a class of concrete Kripke resource models, in which the $\lambda\Lambda$-structure

\[ \{ \mathcal{F} : [\mathcal{W}, [C^{op}, \text{Cat}]] \mid r \in R \} \]

is given by $\text{BIFam} : [C, [\text{Ctx}^{op}, \text{Set}]]$, where $C$ is a small monoidal category and $\text{Ctx}$ is a small, set-theoretic category of "contexts". The model is a construction on the category of families of sets and exploits Day’s tensor product construction [Day70] to define the linear dependent function space.

We start by describing the indexed category of families of sets, $\text{Fam} : [\text{Ctx}^{op}, \text{Cat}]$. The base, $\text{Ctx}$, is a small, set-theoretic category defined inductively as follows. The objects of $\text{Ctx}$, called
"contexts", are (i.e., their denotations are) sets and the arrows of \(Ctx\), called "realizations", are set-theoretic functions. For each \(D \in \text{obj}(Ctx)\), \(\text{Fam}(D) = \{ y \in B(x) \mid x \in D \}\). The fibre can be described as a discrete category whose objects are the \(y\)s and whose arrows are the maps \(1_y: y \rightarrow y\) corresponding to the identity functions \(\text{id}: \{y\} \rightarrow \{y\}\) on \(y\) considered as a singleton set. If \(E \xrightarrow{f} D\) is an arrow in \(Ctx\), then \(\text{Fam}(f) = f^*: \text{Fam}(D) \rightarrow \text{Fam}(E)\) re-indexes the set \(\{ y \in B(x) \mid x \in D \}\) over \(D\) to the set \(\{ f(z) \in B(f(x)) \mid z \in E \}\) over \(E\). We are viewing \(\text{Set}\) as \(\text{Cat}\); each object of \(\text{Set}\) is seen as an object, a discrete category, in \(\text{Cat}\). Because of this, the category of families of sets can just be considered as a presheaf \(\text{Fam}:[Ctx^{op}, \text{Set}]\), rather than as an indexed category; we will adopt this view in the sequel.

We can explicate the structure of \(Ctx\) by describing \(\text{Fam}\) as a contextual category [Car86]. The following definition is from Streicher [Str88]. The contextual category \(\text{Fam}\), together with its length and denotation \(\text{DEN}: \text{Fam} \rightarrow \text{Set}\), is described as follows:

1. 1 is the unique context of length 0 and

\[
\text{DEN}(1) = \{0\}
\]

2. If \(D\) is a context of length \(n\) and \(A: \text{DEN}(D) \rightarrow \text{Set}\) is a family of sets indexed by elements of \(\text{DEN}(D)\), then \(D \times A\) is a context of length \(n + 1\) and

\[
\text{DEN}(D \times A) = \{ (x, y) \mid x \in \text{DEN}(D), y \in A(x) \}
\]

If \(D\) and \(E\) are objects of the contextual category \(\text{Fam}\), then the morphisms between them are simply the functions between \(\text{DEN}(D)\) and \(\text{DEN}(E)\).

The codomain of the denotation, \(\text{Set}\), allows the definition of an extensional context extension \(\times\). But \(\text{Set}\) does not have enough structure to define an intensional context extension \(\otimes\). (The obvious candidate, such as some tuple-based construction, is really just special kinds of cartesian product and inherits the \(\times\)'s structural properties. It may be that \(\text{Dom}\) has enough structure to define such a product.) In order to be able to define both \(\times\) and \(\otimes\), we denote \(\text{Fam}\) not in \(\text{Set}\) but in a presheaf \(\text{Set}^{C^{op}}\), where \(C\) is a monoidal category. We emphasize that, in general, \(C\) can be any monoidal category and, therefore, we are actually going to describe a class of set-theoretic models. For simplicity, we take \(C^{op}\) to be a partially-ordered commutative monoid \(\mathcal{M} = (M, \cdot, e, \sqsubseteq)\). The cartesian structure on the presheaf gives us the \(\times\) context extension and a restriction of Day's tensor product [Day70] gives us the \(\otimes\) context extension.
We note that the restriction of Day’s tensor product that we consider is merely this: consider the set-theoretic characterization of Day’s tensor product as tuples \((x, y, f)\) and, of all those tuples, consider only those where the \(y\) is an element of the family of sets in \(x\). This is quite concrete, in the spirit of the Cartmell-Streicher models, and is not to be considered a general construction for a fibred Day product.

Within the contextual setting, we then have the following definition. The contextual category \(\textbf{BIFam}\), together with its length and denotation \(\text{DEN:}\textbf{BIFam} \rightarrow \textbf{Set}^M\), is described as follows:

1. \(1\) is a context of length 0 and
   \[
   \text{DEN}(1)(Z) = \{\emptyset\}
   \]

2. \(I\) is a context of length 0 and
   \[
   \text{DEN}(I)(-) = \mathcal{M}[-, I]
   \]

3. If \(D\) is a context of length \(n\) and \(A:\text{DEN}(D)(X) \rightarrow \text{Set}^M\) is a family of \(\mathcal{M}\)-sets indexed by elements of \(\text{DEN}(D)(X)\), then
   a) \(D \times A\) is a context of length \(n + 1\) and
   \[
   \text{DEN}(D \times A)(X) = \{ (x,y) \mid x \in \text{DEN}(D)(X), y \in (A(x))(X) \}
   \]
   and
   b) \(D \otimes A\) is a context of length \(n + 1\) and
   \[
   \text{DEN}(D \otimes A)(Z) = \{ (x,y,f) \in \int_x Y \text{DEN}(D)(X) \times (A(x))(Y) \times \mathcal{M}[Z,X \otimes Y] \}
   \]
   The \(\otimes\) extension is defined using co-ends. Here we have used the characterization of Day’s tensor product as tuples, with the restriction, to account for dependency, of the triples \((x,y,f)\) to those in which \(y \in A(x)(Y)\).

If \(D\) and \(E\) are objects of \(\textbf{BIFam}\), then the morphisms between them are the functions between \(\text{DEN}(D)(X)\) and \(\text{DEN}(E)(Y)\). \(\textbf{BIFam}\) is \(\textbf{Fam}\) parametrized by \(\mathcal{M}\); objects that were interpreted in \(\textbf{Set}\) are now interpreted in \(\textbf{Set}^M\).

Now consider \(\textbf{BIFam}\) in an indexed setting. By our earlier argument relating indexed and contextual presentations of families of sets, \(\textbf{BIFam}\) can be seen as a functor category \(\textbf{BIFam} : [\text{Ctx}^{op}, \text{Set}^M]\).

This is not quite the presheaf setting we require. However, if we calculate
\[
[Ctx^{op}, \text{Set}^M] \cong [Ctx^{op} \times M, \text{Set}]
\cong [M \times Ctx^{op}, \text{Set}]
\cong [M, [Ctx^{op}, \text{Set}]]
\]

then this restores the indexed setting and also reiterates the idea that \( M \) parametrizes \( \text{Fam} \).

Lastly, we say what the \( R \) and \( \mathcal{W} \) components of the concrete model are. Define \((R, +, 0) = (M, \cdot, e)\) and define \((\mathcal{W}, \leq) = (M/\sim, \sqsubseteq)\), where the quotient of \( M \) by the relation \( w \sim w \cdot w \) is necessary because of the separation of worlds from resources (cf. BI's semantics [OP99, Urr72]). This allows us to define \( \mathcal{J}_r(w) = \text{BIFam}(r \cdot w) \). The quotiented \( M \) maintains the required properties of monotonicity and bifunctoriality of the internal logic forcing relation. It is then easy to check that \( \text{BIFam}(r \cdot w) \) does simulate \( \mathcal{J}_r(w) \).

We now check that \( \text{BIFam}:[M, [Ctx^{op}, \text{Set}]] \) is a Kripke resource \( \lambda\Lambda \)-structure and that it can be used to define a Kripke resource \( \Sigma\lambda\Lambda \)-model.

**Lemma 66** \( \text{BIFam}:[M, [Ctx^{op}, \text{Set}]] \) is a Kripke resource \( \lambda\Lambda \)-structure.

**Proof** Recall that we view \( \text{Set} \) as \( \text{Cat} \). Each of the following points refers to those of Definition 51:

1. The terminal object in each fibre is taken to be the one-point set \( \{0\} \). As this is not indexed by any variables, it will always be preserved on the nose by any \( f^* \);

2. If \( D \in \text{obj}(Ctx) \) and \( A \) is a set indexed by \( x \in \text{BIFam}(Z)(D) \), then the two context extensions are given by \( D \times A \) and \( D \otimes A \). The second projection \( q_{DA} \) is simply the element-hood of the set \( A \). The first projection \( p_{DA} \) is defined for the object \( D \times A \) by \( p_{DA}(x, y) = x \). The first projection cannot be defined for the object \( D \otimes A \) as the elements of the denotation of \( D \otimes A \) do not consist of pairs. The pullback and other coherences need to be checked but these are very similar to the calculations for the term model, so we omit them;

3. The natural isomorphism \( \Lambda \) is defined for each type of context extension as follows. For the \( \otimes \) extension, for any set \( B \) indexed by the denotation of \( D \otimes A \) (write this as \( B_{DA} \)), we define \( \text{curry}(B_{DA}) = \Lambda A B \) where, for any \( x \in \text{BIFam}(X)(D) \), \( \Lambda A B \) is defined as

\[
\{ f : \text{BIFam}(Y)(A(x)) \to \bigcup_y \{ \text{BIFam}(X \otimes Y)(B(x, y)) \mid y \in \text{BIFam}(Y)(A(x)) \} \\
\mid \forall a \in \text{BIFam}(Y)(A(x)) \ f(a) \in \text{BIFam}(X \otimes Y)(B(x, a)) \}
\]
For the $\times$ extension, for any set $B$ indexed by the denotation of $D \times A$ (write this as $B_{D \times A}$), we define $\text{curry}(B_{D \times A}) = \Pi_A B_D$ where, for any $x \in \text{BIFam}(X)(D)$, $\Pi_A B$ is defined as

$$\{g: \text{BIFam}(X)(A(x)) \to \bigcup_y \{\text{BIFam}(X)(B(x, y)) \mid y \in \text{BIFam}(X)(A(x))\} \mid \forall a \in \text{BIFam}(X)(A(x)) \ f(a) \in \text{BIFam}(X)(B(x, a))\}$$

The inverse functor is just application and defined as follows. For the $\otimes$ case, for any $x \in \text{BIFam}(X)(D)$ and $y \in \text{BIFam}(Y)(A(x))$ and $f \in \Lambda_A(B)$,

$$\text{uncurry } f = f(y)$$

For the $\times$ case, for any $x \in \text{BIFam}(X)(D)$ and $y \in \text{BIFam}(X)(A(x))$ and $g \in \Pi_A(B)$,

$$\text{uncurry } g = g(y)$$

We need to check that $\text{curry}$ and $\text{uncurry}$ are isomorphisms. We further need to check the Beck-Chevalley condition. But these are fairly simple calculations about abstraction, application and substitution in $\text{Set}$, with just the additional, resource parametrization, and we omit them.

We comment that the description of the function space corresponds to an indexed version of Day's function space. And that, though we only require a natural isomorphism for our lemma, we have described the adjoints to $\otimes$ and $\times$ in $\text{Set}^{\text{af}}$.

4. The product of two objects $M \times N$ in each fibre is taken to be the cartesian product of the corresponding singleton sets $\{M\} \times \{N\}$. \qed

**Lemma 67** \textbf{BIFam} can be extended to a Kripke resource $\Sigma\lambda\Lambda$-model.

**Proof** \textbf{BIFam} is defined as follows: $\text{BIFam}(s)(D)$ is the family of $D$-indexed sets at $s$. That \textbf{BIFam} is a functor arises due to a combination of the bifunctoriality of $\sqcap$ and the functoriality of the presheaf $[\text{Ctx}^{op}, \text{Set}]$.

The definition of a model requires the structure to have enough points to interpret the constants of the signature. We can work with an arbitrary signature and interpret constants and variables as the functors $\text{Const}: \mathcal{M} \to \text{Set}$ and $D: \mathcal{M} \to \text{Set}$ respectively.

The interpretation function $[-]^p_{\text{BIFam}}$ is parametrized over worlds-resources $r$. The interpretation of contexts is defined following the same idea as the construction of the category $\text{Ctx}$.
1. \([\Gamma, x:A]_{\text{BIFam}} \simeq \Gamma_{\text{BIFam}} \otimes \Gamma_{\text{Ar}}^{x} \text{BIFam} \)

2. \([\Gamma, x!A]_{\text{BIFam}} \simeq \Gamma_{\text{BIFam}} \times \Gamma_{\text{Ar}}^{x} \text{BIFam} \)

The interpretation of functions is defined using the \textit{curry} functor and the interpretation of & is defined using the product in each set.

The interpretation function is defined simultaneously with the instances of the functors \textit{join} and \textit{share} on Ctx. The definition of these are similar to those for the joining relation \([-; -; -]\) and the sharing function \(\kappa\) of the term model, and we omit the details.

Satisfaction is a relation over \(M\) and \([\text{Ctx}^{op}, \text{Set}]\) with the clauses reflecting the properties of the example model:

1. \(m \models_{\Sigma} f: \Lambda x:A . B \ [D]\) if and only if \(n \models a:A\ [E]\) implies \(m \cdot n \models_{\Sigma} f(a): B[a/x] \ [D \otimes E]\);

2. \(m \models_{\Sigma} f: \Pi x:A . B \ [D]\) if and only if \(m \models_{\Sigma} a:A\ [E]\) implies \(m \models_{\Sigma} f(a): B[a/x] \ [D \times E]\);

3. \(m \models_{\Sigma} \pi_i(M): A \ [D]\) if and only if \(m \models_{\Sigma} \pi_i(M): A \ [D]\) and \(m \models_{\Sigma} \pi_i(M): A \ [D]\), where \(i \in \{0, 1\}\).

The conditions on the model are met due to the bifunctoriality of \(\sqcup\) and the definition of the interpretation function.

This concludes the definition of the example model.

It was simpler to work with an unspecified, arbitrary signature. However, if we consider a signature which encoded the judgements of an imperative programming language (as in Chapter 2), so that we had such \(\Sigma\)-operations in each fibre, then we conjecture that \textbf{BIFam} provides a basis for a good model for an imperative programming language. In particular, we think that \textbf{BIFam} would model the behaviour of the store quite finely. The basis for this conjecture lies in work which uses the internal logic to reason about local-global issues in stateful programming. For instance, O'Hearn has a nice example of treating the two context extension operators as different kinds of storage allocators [O'H99a].

4.6 Summary

This chapter began with the primitive notion of “resource”, as presented in \textit{BI}'s analysis. We generalized this for a type-theoretic presentation and defined the notion of Kripke resource models. These are a monoid-indexed set of Kripke functors, in which the indexing monoid is seen
as providing an account of resource consumption. We showed that these models are sound and complete for the $\lambda\Lambda$-calculus. We discussed one interesting concrete Kripke resource model, which was constructed using families of sets.
Chapter 5

The Gentzenized $\lambda\Lambda$-calculus

5.1 Introduction

The $\lambda\Lambda$-calculus is a first order linear dependent type theory, parameterized by $\kappa$, a function which implements sharing. The type theory is defined as a system of linearized natural deduction. In this chapter, we present a Gentzen-style sequent calculus for the $\lambda\Lambda$-calculus and prove the cut-elimination theorem for it.

The main difference between the natural deduction system, hereinafter referred to as system $N$, and the Gentzen-style sequent calculus, hereinafter referred to as system $G$, is that the elimination rules are replaced with left rules, which introduce the connective on the left hand side of the sequent. The systems $N$ and $G$ are equivalent, provided that the system $G$ includes the structural rule of cut. As a simple example, consider the natural deduction presentation of propositional linear logic, in which the rules for $\to$ are

$$
\frac{\Gamma, \phi \vdash \psi}{\Gamma \vdash \phi \to \psi} \quad (\to I) \\
\frac{\Gamma \vdash \phi \to \psi \quad \Delta \vdash \phi}{\Gamma, \Delta \vdash \psi} \quad (\to E)
$$

In a Gentzen-style sequent calculus, the $(\to E)$ rule is replaced by

$$
\frac{\Gamma \vdash \phi \quad \psi, \Delta \vdash \xi}{\Gamma, \Delta, \phi \to \psi \vdash \xi} \quad (\to L)
$$

and the cut rule

$$
\frac{\Gamma \vdash \phi \quad \Delta, \phi \vdash \psi}{\Gamma, \Delta \vdash \psi}
$$
is included in the sequent calculus. The Gentzenization of a predicate type theory basically
follows the same pattern, though there are a clutch of side-conditions relating to capture-avoiding
substitution and definitional equality.

In this chapter, we will follow the technique of Pym [Pym95], where the intuitionistic $\lambda\Pi$-
calculus is Gentzenized. With this reference, we remark on the form of the left rules presented
in the sequel. In the $\lambda\Pi$-calculus, the left rule for $\Pi$ is formulated as follows:

$$
\Gamma \vdash \Sigma N : B \quad \Gamma, x : D \vdash \Sigma M : A
\quad \Rightarrow
\Gamma, y : \Pi z : B . C \vdash \Sigma M[y N/x] : A
$$

(PIL)

with the side-conditions that $y$ is new and $D =_{\beta} C[N/z]$. In the intuitionistic $\lambda\Pi$-calculus, the
structural rules of weakening and contraction are admissible. A consequence of this is that the
above left rule can also be expressed as follows, with a contraction on the principal formula:

$$
@ : \Pi z : B . C \in \Sigma \cup \Gamma \quad \Gamma \vdash \Sigma N : B \quad \Gamma, x : D \vdash \Sigma M : A
\quad \Rightarrow
\Gamma \vdash \Sigma M[@ N/x] : A
$$

(PLIC)

with the side-conditions that $y \notin FV(A)$ and $D =_{\beta} C[N/z]$. This rule has the advantage that it has
the sub-formula property and hence yields a resolution (or backchaining) rule, thus providing a
suitable basis for logic programming [PW91]. Obviously, in weaker Gentzen systems, such as
the one considered in the sequel, the two formulations — (PIL) and (PLIC) — are not equivalent.
Hence, the rules we consider will be analogues of the first formulation, though we are mindful of
its disadvantages.

The premiss that $@ : \Pi z : B . C \in \Sigma \cup \Gamma$ is due to the fact that cut-elimination relates normalized
proofs to cut-free proofs in the sequent calculus. A consequence of this is that cut-elimination
obtains for $\beta$-normal forms only. We expand on this remark in § 5.4.

5.2 The Gentzenized $\lambda\Lambda$-calculus

In this section, we present the system $G$, a presentation of the $\lambda\Lambda$-calculus as sequent calculus,
in which the elimination rules for $\Lambda$, $\Pi$ and $\&$ of the system $N$ are replaced by left rules. For
the function spaces, we deal only with the dependent cases ($\Lambda$, $\Pi$) and omit the treatment of the
(simpler) non-dependent ones ($\rightarrow$, $\to$).

The case for the additive conjunction is a fairly standard one. The elimination rule
\[
\Gamma \vdash_\Sigma M : A_0 & A_1 \\
\Gamma \vdash_\Sigma \pi_i(M) : A_i
\]
is replaced by the following left rule
\[
\Gamma, x : A_i \vdash_\Sigma M : B \\
\Gamma, y : A_0 & A_1 \vdash_\Sigma (M : B)[\pi_i(y)/x]
\]
We will omit the treatment of & in the sequel but refer to Girard, Lafont and Taylor [GLT89], and Troelstra and Schwichtenberg [TS96] for the standard treatment.

The combinatorics of the two types of declarations (linear and intuitionistic) and the two types of dependent function spaces (linear and intuitionistic) leads us to consider the following four left rules for the dependent function spaces:

\[
\Gamma \vdash_\Sigma N : B \quad \Delta, x : D \vdash_\Sigma M : A \quad (\ast) \quad \Gamma \vdash_\Sigma N : B \quad \Delta, x : D \vdash_\Sigma M : A \quad (\ast) \\
\Xi, y : \Delta z : B . C \vdash_\Sigma M[yN/x] : A \\
\Xi, y : \Delta z : B . C \vdash_\Sigma M[yN/x] : A
\]

\[
\Gamma \vdash_\Sigma N : B \quad \Delta, x : D \vdash_\Sigma M : A \quad (\ast) \quad \Gamma \vdash_\Sigma N : B \quad \Delta, x : D \vdash_\Sigma M : A \quad (\ast) \\
\Xi, y : \Delta z : B . C \vdash_\Sigma M[yN/x] : A \\
\Xi, y : \Delta z : B . C \vdash_\Sigma M[yN/x] : A
\]

Table 5.1: The left rules in G

where (\ast) denotes the side-condition that \( x \nin FV(A) \), \( y \) new, \( D \equiv C[N/z] \), \( \Xi' ; \Gamma ; (!) \Delta \) and \( \Xi = \Xi' \backslash \kappa(\Gamma ; (!) \Delta) \).

We make a couple of comments regarding the row and column axes of the above square. Firstly, we can see the first row (i.e., the rules (\( \Lambda L \)) and (\( \Pi L \))) as prior to the second row, in the sense that the first row can be derelicted to get the second row. Evidence for this point of view will be seen in the nature of the proofs of soundness and completeness in the sequel. It can also be seen by observing that if \( x \) is an intuitionistic variable, then so is \( y \). This is because of the relation between \( C \) and \( D \): \( D \) is \( C \) with all the occurrences of \( z \) in the latter replaced by \( N \). We remark that the first row being prior to the second row also refers to the part of dereliction in the propositions-as-types correspondence and in the nature of the categorical models of the internal logic of the \( \lambda \Lambda \)-calculus.

The second point to make is that in the second column (i.e., the rules (\( \Pi L \)) and (\( \Pi L \)), the intuitionistic minor premiss \( !\Gamma \vdash_\Sigma N : B \) allows us to form an intuitionistic function space. The
reason for this is that the premiss delicts \( N:B \), allowing \( z \), the abstracted variable of the function space, to be an intuitionistic variable.

The following two cut rules, one for linear and one for intuitionistic variables, are included in the system \( G \):

\[
\begin{align*}
\Gamma \vdash \Sigma N:A & \quad \Delta, x:A, \Delta' \vdash \Sigma U:V \\
& \quad (\text{Cut}) \\
\Xi \vdash \Sigma (U:V)[N/x] \\
\Xi \vdash \Sigma (U:V) & \quad (\text{Cut}!)
\end{align*}
\]

where \((\ast)\) denotes the side-condition that \([\Xi'; \Gamma, \Delta, \Delta'[N/x]]\) and \(\Xi = \Xi \setminus \kappa(\Gamma, \Delta, \Delta'[N/x])\)

**Theorem 68 (Structural Admissibilities in \( G \))** The following structural rules are admissible:

1. Exchange: If \( \Gamma, x \in A, y \in B, \Delta \vdash \Sigma U:V \), then \( \Gamma, y \in B, x \in A, \Delta \vdash \Sigma U:V \), provided \( x \notin FV(B) \), \( y \notin FV(A) \) and \( \Gamma \vdash \Sigma B:\text{Type} \);

2. Weakening: If \( \Gamma \vdash \Sigma U:V \) and \( \Delta \vdash \Sigma A:\text{Type} \), then \( \Xi, x, x \vdash \Sigma U:V \), where \([\Xi; \Gamma, \Delta]\);

3. Dereliction: If \( \Gamma, x \vdash \Sigma U:V \), then \( \Gamma', x \vdash \Sigma U:V \), where \( \Gamma' \) is \( \Gamma \) in which the free variables of \( A \) have been derelicted too;

4. Contraction: If \( \Gamma, x A, y A \vdash \Sigma U:V \), then \( \Gamma, x A \vdash \Sigma (U:V)[x/y] \).

**Proof** By induction on the structure of the proof of the premisses. The proof is essentially that for system \( N \) and we omit the details. \( \square \)

5.3 Soundness and completeness

In this section, we prove the soundness and completeness of \( G \) with respect to \( N \). The results crucially depend on the presence of the two cut rules in \( G \).

**Theorem 69 (Soundness of \( G \))** If \( G \) proves \( \Gamma \vdash \Sigma U:V \), then \( N \) proves \( \Gamma \vdash \Sigma U:V \).

**Proof** By induction on the structure of the proofs in \( G \). As the two cut rules are admissible in \( N \), the only additional, and difficult, cases are those of the four left rules.

(\( \vdash AL \)) Suppose the last rule of \( G \) applied is (\( \vdash AL \))

\[
\begin{align*}
\pi_0 & \quad \pi_1 \\
\vdots & \\
\Gamma \vdash \Sigma N:B & \quad \Delta, x:D \vdash \Sigma M:A \\
\Xi, y, \Delta \vdash B, C \vdash \Sigma M[y/N/x]A & \quad (\vdash AL)
\end{align*}
\]
where \((\dagger)\) is the side-condition that \(x \notin FV(A)\), \(y\) new, \(D \equiv C[N/z]\), \([\Xi'; \Gamma; \Delta]\) and \(\Xi = \Xi' \setminus \kappa(\Gamma, \Delta)\).

By induction hypothesis, we have that \(N\) proves \(\Gamma \vdash _\Sigma N : B\) and that \(N\) proves \(\Delta, x : D \vdash _\Sigma M : A\).

By induction on the structure of the proof the second of these, we obtain \(N\) proves \(\Psi \vdash _\Sigma \Lambda z : B. C : \text{Type}\), for some \(\Psi \subseteq \Delta\). We apply \((\text{MVar})\) to this to obtain \(N\) proves \(\Psi, y : \Lambda z : B. C \vdash _\Sigma y : \Lambda z : B. C\). We then apply \((\text{M}\Lambda \text{E})\) to \(N\) proves \(\Psi, y : \Lambda z : B. C \vdash _\Sigma y : N : C[N/z]\), where \([\Phi'; \Psi; \Gamma]\) and \(\Phi = \Phi' \setminus \kappa(\Psi, \Gamma)\).

From this and \(N\) proves \(\Delta, x : D \vdash _\Sigma M : A\) we obtain \(\Xi, y : \Lambda z : B. C \vdash _\Sigma M[yN/x] : A\), where \([\Xi'; \Phi; \Delta]\) and \(\Xi = \Xi' \setminus \kappa(\Phi, \Delta)\), by the \((\text{Cut})\) rule.

The argument is summarized by the following deduction in \(N\):

\[
\begin{array}{c}
\text{IH on } \pi_1 \\
\vdots \\
\frac{\Psi \vdash _\Sigma \Lambda z : B. C : \text{Type}}{\Psi, y : \Lambda z : B. C \vdash _\Sigma y : \Lambda z : B. C} \quad (\text{MVar}) \\
\frac{\Gamma \vdash _\Sigma N : B \quad (\dagger)}{\Phi, y : \Lambda z : B. C \vdash _\Sigma y : N : C[N/z]} \quad (\text{M}\Lambda \text{E}) \\
\frac{\Delta, x : D \vdash _\Sigma M : A \quad (\dagger)}{\Xi, y : \Lambda z : B. C \vdash _\Sigma M[yN/x] : A} \quad (\text{Cut})
\end{array}
\]

where the side-conditions \((\dagger)\) and \((\dagger)\) denote the ones given in the argument.

\((\text{IIL})\) Suppose the last rule of \(G\) applied is \((\text{IIL})\):

\[
\begin{array}{c}
\pi_0 \\
\vdots \\
\frac{\Pi \vdash _\Sigma N : B \quad \Delta, x : D \vdash _\Sigma M : A \quad (\dagger)}{\Xi, y : \Lambda z : B. C \vdash _\Sigma M[yN/x] : A} \quad (\text{IIL})
\end{array}
\]

where \((\dagger)\) is the side-condition that \(x \notin FV(A)\), \(y\) new, \(D \equiv C[N/z]\), \([\Xi'; \Gamma; \Delta]\) and \(\Xi = \Xi' \setminus \kappa(\Gamma, \Delta)\).

By induction hypothesis, we have that \(N\) proves \(\Pi \vdash _\Sigma N : B\) and that \(N\) proves \(\Delta, x : D \vdash _\Sigma M : A\). By induction on the structure of the proof the second of these, we obtain \(N\) proves \(\Psi \vdash _\Sigma \Lambda z : B. C : \text{Type}\), for some \(\Psi \subseteq \Delta\). We apply \((\text{MVar!})\) to this to obtain \(N\) proves \(\Psi, y : \Lambda z : B. C \vdash _\Sigma y : \Lambda z : B. C\). We then apply \((\text{M}\Lambda \text{E!})\) to \(N\) proves \(\Psi, y : \Lambda z : B. C \vdash _\Sigma y : \Lambda z : B. C\) and \(N\) proves \(\Pi \vdash _\Sigma N : B\) to obtain \(N\) proves \(\Phi, y : \Lambda z : B. C \vdash _\Sigma y : N : C[N/z]\), where \([\Phi'; \Psi; \Pi]\) and \(\Phi = \Phi' \setminus \kappa(\Psi, \Pi)\). We note that it might be necessary to weaken \(\Psi\) for the join to work.
properly. From this and N proves $\Delta, x:D \vdash_\Sigma M:A$ we obtain $\Sigma, y: \Delta z:B.C \vdash_\Sigma M[yN/x]:A$, where $[\Sigma'; \Phi; \Delta]$ and $\Xi = \Sigma' \setminus \kappa(\Phi, \Delta)$, by the (Cut) rule.

The argument is summarized by the following deduction in N:

$$
\begin{array}{c}
\text{IH on } \pi_0 \\
\vdots \\
\Psi, y: \Delta z:B.C \vdash_\Sigma \text{Type} \\
\text{IH on } \pi_0 \\
\vdots \\
\Psi, y: \Delta z:B.C \vdash_\Sigma y: \Delta z:B.C \\
\Gamma \vdash_\Sigma N:B \quad (\dagger) \\
\text{IH on } \pi_1 \\
\vdots \\
\Phi, y: \Delta z:B.C \vdash_\Sigma y: \Delta z:B.C \\
\Delta, x:D \vdash_\Sigma M:A \quad (\ddagger) \\
\Xi, y: \Delta z:B.C \vdash_\Sigma M[yN/x]:A \\
\end{array}
$$

where the side-conditions $(\dagger)$ and $(\ddagger)$ denote the ones given in the argument.

$(\forall L)$ Suppose the last rule of G applied is $(\forall L)$

$$
\begin{array}{c}
\begin{array}{c}
\vdots \\
\Gamma \vdash_\Sigma N:B \\
\Delta, x:D \vdash_\Sigma M:A \\
\end{array} \\
\Xi, y: \Delta z:B.C \vdash_\Sigma M[yN/x]:A \\
\end{array}
$$

where $(\dagger)$ is the side-condition that $x \not\in FV(A)$, $y$ new, $D \equiv C[N/x]$, $[\Sigma'; \Gamma; \Delta]$ and $\Xi = \Sigma' \setminus \kappa(\Gamma, \Delta)$.

By induction hypothesis, we have that N proves $\Gamma \vdash_\Sigma N:B$ and that N proves $\Delta, x:D \vdash_\Sigma M:A$.

By induction on the structure of the proof the second of these, we obtain N proves $\Phi \vdash_\Sigma \Delta z:B.C: \text{Type}$, for some $\Phi \subseteq \Delta$. We apply $(MVar)$ to this to obtain N proves $\Phi, y: \Delta z:B.C \vdash_\Sigma y: \Delta z:B.C$. We then apply $(M\Lambda \Sigma)$ to N proves $\Phi, y: \Delta z:B.C \vdash_\Sigma y: \Delta z:B.C$ and N proves $\Gamma \vdash_\Sigma N:B$ to obtain N proves $\Psi, y: \Delta z:B.C \vdash_\Sigma y: \Delta z:B.C \vdash_\Sigma y: \Delta z:B.C \vdash_\Sigma N[y]:C[N/z]$, where $[\Psi'; \Phi; \Gamma]$ and $\Psi = \Psi' \setminus \kappa(\Phi, \Gamma)$.

We note that it might be necessary to weaken $\Phi$ and $\Gamma$ for the join to work properly. From this and N proves $\Delta, x:D \vdash_\Sigma M:A$ we obtain $\Sigma, y: \Delta z:B.C \vdash_\Sigma M[yN/x]:A$, where $[\Sigma'; \Psi; \Delta]$ and $\Xi = \Sigma' \setminus \kappa(\Psi, \Delta)$, by the (Cut!) rule, using the admissibility of dereliction where necessary for the applicability of the cut.

The argument is summarized by the following deduction in N:

$$
\begin{array}{c}
\text{IH on } \pi_1 \\
\vdots \\
\Phi \vdash_\Sigma \Delta z:B.C: \text{Type} \\
\text{IH on } \pi_0 \\
\vdots \\
\Psi, y: \Delta z:B.C \vdash_\Sigma y: \Delta z:B.C \\
\Gamma \vdash_\Sigma N:B \quad (\dagger) \\
\text{IH on } \pi_1 \\
\vdots \\
\Psi, y: \Delta z:B.C \vdash_\Sigma y: \Delta z:B.C, C[N/z] \quad (D) \\
\Delta, x:D \vdash_\Sigma M:A \quad (\ddagger) \\
\Xi, y: \Delta z:B.C \vdash_\Sigma M[yN/x]:A \\
\end{array}
$$
where \( \dagger \) and \( \ddagger \) are the side-conditions mentioned in the argument.

\((\Pi L)\) This case amounts to the one for the \((\Pi E)\) case in the \(\lambda\Pi\)-calculus. Suppose the last rule of \(G\) applied is \((\Pi L)\):

\[
\frac{\vdots \quad \vdots \quad \vdots}{\Gamma \vdash \Sigma \; N : B \quad \Delta, x \vdash D \vdash \Sigma \; M : A} \quad \dagger \quad \text{\((\Pi L)\)}
\]

\(\Sigma, \gamma \vdash \Lambda z.B.C \vdash \Sigma \; M[yN/x] : A\)

where \(\dagger\) is the side-condition that \(x \not\in \text{FV}(A)\), \(y\) new, \(D \equiv C[N/z]\), \([\Sigma' ; !\Gamma ; \Delta]\) and \(\Sigma = \Sigma' \setminus \kappa !\Gamma, \Delta\).

By induction hypothesis, we have that \(N\) proves \(!\Gamma \vdash \Sigma \; N : B\) and that \(N\) proves \(\Delta, x ! D \vdash \Sigma \; M : A\). By induction on the structure of the proof the second of these, we obtain \(N\) proves \(\Psi \vdash \Sigma \; \Lambda z.B.C : \text{Type}\), for some \(\Psi \subseteq \Delta\). We apply \((MVar!)\) to this to obtain \(N\) proves \(\Psi, y : \Lambda z ! B.C \vdash \Sigma \; y : \Lambda z ! B.C\) and \(N\) proves \(\Gamma \vdash \Sigma \; N : B\) to obtain \(N\) proves \(\Phi, y : \Lambda z ! B.C \vdash \Sigma \; yN : C[N/z]\), where \([\Phi' ; \Psi' ; !\Gamma]\) and \(\Phi = \Phi' \setminus \kappa (\Psi, !\Gamma)\). We note that it might be necessary to weaken \(\Psi\) and \(\Gamma\) for the join to work properly. From this and \(N\) proves \(\Delta, x ! D \vdash \Sigma \; M : A\) we obtain \(\Sigma, y : \Lambda z ! B.C \vdash \Sigma \; M[yN/x] : A\), where \([\Sigma' ; \Phi; !\Delta]\) and \(\Sigma = \Sigma' \setminus \kappa (\Phi, \Delta)\), by the \((Cut!)\) rule, using the admissibility of dereliction where necessary for the applicability of the cut.

The argument is summarized by the following deduction in \(N\):

\[
\frac{\vdots \quad \vdots \quad \vdots}{\Psi \vdash \Sigma \; \Lambda z.B.C : \text{Type}} \quad \frac{\vdots \quad \vdots \quad \vdots}{\Phi, y : \Lambda z ! B.C \vdash \Sigma \; yN : C[N/z]} \quad \frac{\vdots \quad \vdots \quad \vdots}{\Delta, x ! D \vdash \Sigma \; M : A} \quad \text{\((MVar!)\)} \quad \text{\((MA!E)\)} \quad \text{\((MA\!E)\)} \quad \text{\((Cut!)\)}
\]

where the side-conditions \(\dagger\) and \(\ddagger\) denote the ones given in the argument. \(\square\)

**Theorem 70 (Completeness of \(G\))** If \(N\) proves \(\Gamma \vdash \Sigma \; U : V\), then \(G\) proves \(\Gamma \vdash \Sigma \; U : V\).

**Proof** By induction on the structure of proofs in system \(N\). The majority of the cases are simple inductive arguments. The only difficult ones are those for the two dependent function space elimination rules, \((MA\!E)\) and \((MA\!E)\), which we consider.
Suppose the last rule of N applied is the \((M\Lambda\varepsilon)\) rule:

\[
\begin{array}{c}
\pi_0 \\
\vdots \\
\pi_1 \\
\hline
\end{array}
\]

\[
\Gamma \vdash \Sigma \ M : \Lambda x : A . B \\
\Delta \vdash \Sigma N : A
\]

\[
\frac{(\top)}{\Xi \vdash \Sigma MN : B[N/x]}
\]

\((M\Lambda\varepsilon)\) where (\(\top\)) is the side-condition that \([\Xi' ; \Gamma ; \Delta]\) and \(\Xi = \Xi' \setminus \kappa(\Gamma, \Delta)\). By the induction hypothesis, we have that \(G\) proves \(\Gamma \vdash \Sigma M : \Lambda x : A . B\) and that \(G\) proves \(\Delta \vdash \Sigma N : A\). By induction on the structure of the proofs of these two assertions in \(G\) we obtain that \(G\) proves \(\Phi, x : A \vdash \Sigma B(x) : \text{Type}\), for some \(\Phi \subset \Gamma\), and \(G\) proves \(\Psi \vdash \Sigma A : \text{Type}\), for some \(\Psi \subset \Delta\).

We then apply the \((M\text{Var})\) rule twice: from \(G\) proves \(\Psi \vdash \Sigma A : \text{Type}\), we obtain \(G\) proves \(\Psi, x : A \vdash \Sigma x : A\); and from \(G\) proves \(\Phi, x : A \vdash \Sigma B(x) : \text{Type}\) we obtain \(G\) proves \(\Phi, x : A, z : B(x) \vdash \Sigma z : B(x)\). From these two assertions, by an application of \((\Lambda L)\), we obtain \(G\) proves \(\Phi \Psi, x : A, y : \Lambda x : A . B \vdash \Sigma y x : B(x)\), where \(\Phi \Psi\) is the \(\kappa\)-sensitive join of \(\Phi\) and \(\Psi\).

From \(G\) proves \(\Phi \Psi, x : A, y : \Lambda x : A . B \vdash \Sigma y x : B(x)\) and \(G\) proves \(\Delta \vdash \Sigma N : A\), we obtain \(\Delta \Phi, y : \Lambda x : A . B \vdash \Sigma \gamma N : B[N/x]\) by an application of the \((Cut)\) rule, where \(\Delta \Phi\) is the \(\kappa\)-sensitive join of \(\Delta\) and \(\Phi \Psi\). And from this last assertion and \(G\) proves \(\Gamma \vdash \Sigma M : \Lambda x : A . B\), we obtain \(\Xi \vdash \Sigma MN : B[N/x]\) by another application of the \((Cut)\) rule, where \(\Xi\) is the \(\kappa\)-sensitive join of \(\Gamma\) and \(\Delta \Phi\).

The above argument is summarized by the following proof figure:

\[
\begin{array}{c}
\text{IH on } \pi_1 \\
\vdots \\
\text{IH on } \pi_0 \\
\hline
\text{IH on } \pi_1 \\
\Psi \vdash \Sigma A : \text{Type} \\
\Phi, x : A \vdash \Sigma B(x) : \text{Type} \\
\Phi, x : A, z : B(x) \vdash \Sigma z : B(x) \\
\frac{(\Lambda L)}{\Theta \Psi, x : A, y : \Lambda x : A . B \vdash \Sigma y x : B(x)}
\end{array}
\]

\[
\begin{array}{c}
\frac{(\top)}{
\Delta \vdash \Sigma N : A \\
\Phi \Psi, x : A, y : \Lambda x : A . B \vdash \Sigma y x : B(x) \\
\frac{(Cut)}{\Xi \vdash \Sigma MN : B[N/x]}
\end{array}
\]

where (\(\top\)), (\(\top \top\)) and (\(\top \top \top\)) are the side-conditions mentioned in the argument.

\((M\Lambda!\varepsilon)\) Suppose the last rule of N applied is the \((M\Lambda!\varepsilon)\) rule:

\[
\begin{array}{c}
\pi_0 \\
\vdots \\
\pi_1 \\
\hline
\end{array}
\]

\[
\Gamma \vdash \Sigma M : \Lambda x : A . B \\
\Delta \vdash \Sigma N : A
\]

\[
\frac{(\top)}{\Xi \vdash \Sigma MN : B[N/x]}
\]

\((M\Lambda!\varepsilon)\)
where (†) is the side-condition that \([\Xi; \Gamma; \Delta]\) and \(\Xi = \Xi' \setminus \kappa(\Gamma, \Delta)\). By the induction hypothesis, we have that \(G\) proves \(\Gamma \vdash_{\Sigma} M: \Lambda x. A. B\) and that \(G\) proves \(!\Delta \vdash_{\Sigma} N: A\). By induction on the structure of the proofs of these two assertions in \(G\) we obtain that \(G\) proves \(\Phi, x! A \vdash_{\Sigma} B(x): \text{Type}\), for some \(\Phi \subseteq \Gamma\), and \(G\) proves \(\Psi \vdash_{\Sigma} A: \text{Type}\), for some \(\Psi \subseteq \Delta\).

We then apply the variable introduction rules. From \(G\) proves \(\Psi \vdash_{\Sigma} A: \text{Type}\) we obtain \(G\) proves \(\Psi, x! A \vdash_{\Sigma} x: A\) by the \((MVar!l)\) rule. And from \(G\) proves \(\Phi, x! A \vdash_{\Sigma} B(x): \text{Type}\) we obtain \(G\) proves \(\Phi, x! A, z: B(x) \vdash_{\Sigma} z: B(x)\) by the \((MVar)\) rule. From these two assertions, by an application of \((!\Delta L)\), we obtain \(G\) proves \(\Phi \Psi, x! A, y: \Lambda x! A. B \vdash_{\Sigma} y: x! B(x)\), where \(\Phi \Psi\) is the \(\kappa\)-sensitive join of \(\Phi\) and \(\Psi\).

From \(G\) proves \(\Phi \Psi, x! A, y: \Lambda x! A. B \vdash_{\Sigma} y: B(x)\) and \(G\) proves \(!\Delta \vdash_{\Sigma} N: A\), we obtain \(\Phi \Psi, y: \Lambda x! A. B \vdash_{\Sigma} y: N: B[N/x]\) by an application of the \((Cut)\) rule. And from this last assertion and \(G\) proves \(\Gamma \vdash_{\Sigma} M: \Lambda x! A. B\), we obtain \(\Xi \vdash_{\Sigma} M N: B[N/x]\) by another application of the \((Cut)\) rule, where \(\Xi\) is the \(\kappa\)-sensitive join of \(\Gamma\) and \(\Phi \Psi\).

The above argument is summarized by the following proof figure:

\[
\begin{array}{c}
\frac{
\frac{
H \text{ on } \pi_1}{\Psi \vdash_{\Sigma} A: \text{Type}}
}{\Phi, x! A \vdash_{\Sigma} B(x): \text{Type}}
\end{array}
\]

\[
\frac{
\frac{
H \text{ on } \pi_0}{\Psi, x! A \vdash_{\Sigma} x: A}
}{\Phi, x! A, z: B(x) \vdash_{\Sigma} z: B(x)}
\]

\[
\frac{
\prod L
}{(\text{Cut})}
\]

\[
\frac{
\frac{
H \text{ on } \pi_0}{!\Delta \vdash_{\Sigma} N: A}
}{\Phi \Psi, x! A, y: \Lambda x! A. B \vdash_{\Sigma} y: x! B(x)}
\]

\[
\frac{
\Psi, x! A \vdash_{\Sigma} x: A
}{\Phi \Psi, y: \Lambda x! A. B \vdash_{\Sigma} y: B[N/x]}
\]

\[
\frac{
(\text{Cut})
}{(\text{Cut})}
\]

\[
\frac{
!\Delta \vdash_{\Sigma} N: A
}{\Xi \vdash_{\Sigma} M N: B[N/x]}
\]

where (†), (††) and († † †) are the side-conditions mentioned in the argument.

\[\square\]

### 5.4 Cut-elimination

In this section, we prove the cut-elimination theorem for the \(\lambda\Delta\)-calculus. There are two ways to go about proving such a theorem: in the style of Gentzen, where it is shown that \(G\) proves a sequent if and only if \(G \setminus \text{cut}\) (i.e., \(G\) without the cut rule) proves it too; and in a style analogous to Prawitz’s, where it is shown that \(\beta\)-normal forms are provable in \(N\) if and only if they are provable in \(G \setminus \text{cut}\) too [Gen34, Pra65]. Following Pym [Pym95], we shall undertake the proof in the second style.

The result obtains only for \(\beta\)-normal forms. This corresponds to the fact that for systems without cut, we do not get completeness for proofs; rather for every proof in such system which
is in normal form we get a proof in the system without cut. Pym notes that the relationship between the sequent calculus version of the $\lambda\Pi$-calculus and the natural deduction version of the $\lambda\Pi$-calculus is directly analogous with that between Gentzen's LJ and NJ. (One is reminded of Girard's "moral": normal= cut-free [GLT89].)

We prove that the system $G \setminus \text{cut}$ is sound and complete with respect to $N$. The cut-elimination theorem follows as a corollary of the completeness part.

**Theorem 71 (Soundness of $G \setminus \text{cut}$)** If $G \setminus \text{cut}$ proves $\Gamma \vdash_\Sigma U:V$, then $N$ proves $\Gamma \vdash_\Sigma U:V$.

**Proof** This is an immediate consequence of the soundness of $G$ with respect to $N$.

The proof of completeness of $G \setminus \text{cut}$ with respect to $N$ depends crucially on a simple technical device, that of replacing the $(MAE)$ and $(MAE!)$ rules in the system $N$ with the following slightly weaker versions:

$$
\frac{
\Gamma \vdash_\Sigma M: \Lambda x.A.B \quad \Delta \vdash_\Sigma N:A \quad \Psi \vdash_\Sigma B[N/x]: \text{Type}
}{
\Xi \vdash_\Sigma MN:B[N/x]}
(MAE)^\diamond
$$

$$
\frac{
\Gamma \vdash_\Sigma M: \Lambda x.A.B \quad \Delta \vdash_\Sigma N:A \quad \Psi \vdash_\Sigma B[N/x]: \text{Type}
}{
\Xi \vdash_\Sigma MN:B[N/x]}
(MAE!)^\diamond
$$

where $\Psi \subseteq \Xi$ and $\Xi$ is the $\kappa$-sensitive join of $\Gamma$ and ($\Delta$). The rules are weaker because of the additional premiss. However, it is relatively straightforward to prove that the system $N^\diamond$ which is obtained by replacing the $(MAE)$, $(MAE!)$ rules of system $N$ by the above rules, is equivalent to $N$. The proof idea, in fact, is already to be found in the meta-theory of $N$, specifically Lemma 16 (Subderivation II), where we prove that if $N$ proves $\Gamma \vdash_\Sigma M:A$, then $N$ proves $\Gamma' \vdash_\Sigma A:K$, for some $\Gamma' \subseteq \Gamma$.

**Lemma 72 (Equivalence of $N$ and $N^\diamond$)** $N^\diamond$ proves $\Gamma \vdash_\Sigma U:V$ if and only if $N$ proves $\Gamma \vdash_\Sigma U:V$.

**Proof** If $N^\diamond$ proves $\Gamma \vdash_\Sigma U:V$, then $N$ proves $\Gamma \vdash_\Sigma U:V$ is immediate.

For the converse, we proceed by induction on the structure of the proofs in $N$. We only need to consider the $(MAE)$ and $(MAE!)$ rules. So suppose the last rule applied is $(MAE)$

$$
\frac{
\Gamma \vdash_\Sigma M: \Lambda x.A.B \quad \Delta \vdash_\Sigma N:A
}{
\Xi \vdash_\Sigma MN:B[N/x]}
(MAE)
$$
By induction we have that $N^\square$ proves $\Gamma \vdash \Sigma M : \Lambda x : A. B$, and by induction on the structure of the proof of that assertion, we have that $N^\square$ proves $\Gamma' \vdash \Sigma \Lambda x : A. B : \text{Type}$, for some $\Gamma' \subseteq \Gamma$. By inversion, we obtain $\Gamma', x : A \vdash \Sigma B : \text{Type}$. By induction again, we have that $N^\square$ proves $\Delta \vdash \Sigma N : A$. We can assume that the cut rule is admissible in $N^\square$; the proof of this is essentially the same as that for $N$. Then, from these last two assertions we obtain, by the cut rule, $N^\square$ proves $\Psi \vdash \Sigma B[N/x] : \text{Type}$, where $\Psi$ is the $\kappa$-sensitive join of $\Gamma'$ and $\Delta$. It is easy to see that $\Psi \subseteq \Xi$. Finally, we obtain $\Xi \vdash \Sigma MN : B[N/x]$ by the $(M\Lambda E)^\square$ rule.

The proof for the $(M\Lambda \Gamma E)$ rule is similar and we omit the details. \hfill \Box

The proof of completeness is facilitated by the following lemma.

**Lemma 73 (Application in $\beta$-normal form)** If $M$ is a $\beta$-nf and if the last rule applied in the system $N$ of the proof of $\Gamma \vdash \Sigma M : A$ is either $(M\Lambda E)$, $(M\Lambda \Gamma E)$ or their non-dependent versions, then $M$ is of the form $\bar N_1 \ldots N_m$ for some $\bar N \in \text{dom}(\Sigma) \cup \text{dom}(\Gamma)$ of appropriate type.

**Proof** By induction on the structure of the proof of $\Gamma \vdash \Sigma M : A$. We do the $(M\Lambda E)$ case.

Suppose $\Gamma \vdash \Sigma MN : B[N/x]$ because $\Phi \vdash \Sigma M : \Lambda x : A. B$ and $\Psi \vdash \Sigma N : A$, with the usual application side-conditions. If $MN$ is in $\beta$-nf, then $M$ cannot be of the form $\lambda x : A. P$. Therefore, $M$ is of the form $\bar N_1 \ldots N_m$ for some appropriate type. \hfill \Box

In the sequel, we will take $\bar N$ to denote either a constant or a variable.

Before we present the proof of completeness, we explain more informally how a proof in the system $N$ with $(M\Lambda E)^\square$ (or $(M\Lambda \Gamma E)^\square$) as its last step is transformed into a proof in the system $G$. i.e., how we end up with a proof in $G$ in which the final judgement is $\Xi \vdash \Sigma MN : B[N/x]$. By induction hypothesis on the extra premiss in the $(M\Lambda E)^\square$ rule we have that $G$ proves $\Psi \vdash \Sigma B[N/x] : \text{Type}$. So we can declare a variable of type $B[N/x]$. We then apply a series of left rules, with, in order, $\Delta \vdash \Sigma N : A$, $\Gamma_m \vdash \Sigma N_m : A_m[N_1/x_1, \ldots, N_{m-1}/x_{m-1}], \ldots, \Gamma_1 \vdash \Sigma N_1 : A_1$ as the minor premisses. The applications of the left rules have the effect, firstly, of building up a declaration of $\bar N$ in the antecedent and, secondly, of building up a term of type $B[N/x]$ in the succedent. Specifically, the $i^{th}$ application of the left rule builds a variable $y_i$ of type $\Lambda x_{i+1} \in A_{i+1}[N_1/x_1, \ldots, N_{i}/x_i] \ldots (\Lambda x : A^* . B^*)[N_1/x_1, \ldots, N_m/x_m]$ in the antecedent and a term of form $y_i N_{i+1} \ldots N$ in the succedent. The sharing-sensitive joining of the contexts eventually leaves $\Xi$ as the final context.

The above description is the basic, underlying method in Pym [Pym95]. We say underlying
because there the above-described prescription is preceded by a construction of the context $\Gamma \vdash \Sigma$
$\Gamma, y_1 : V_1, \ldots, y_{m-1} : V_{m-1}$, where each type $V_i$ is the type of $y_i$ as described above. This is necessary
because of the form of the left rule adopted there, in which a contraction on the principal formula
takes place. Here, we have to be more careful regarding context construction due to the action of
context splitting.

**Theorem 74 (Completeness of $G \setminus \text{cut}$)** If $N$ proves $\Gamma \vdash \Sigma \ U : V$, then $G \setminus \text{cut}$ proves $\Gamma \vdash \Sigma \ U : V$.

**Proof** By induction on the structure of the proof of the hypothesis. The main idea is to exploit
the structure of the $\beta$-nf $U$ and its type, $V$. The only differences between the systems $N$ and
$G \setminus \text{cut}$ are that the rules $(\Lambda \xi \text{E}), (\Lambda \xi \text{I} \xi)$ and their non-dependent versions of $N$ are replaced
by the corresponding left rules. The majority of cases are trivial inductive arguments, which we
omit, and some more difficult ones, which we include.

$(\Lambda \xi \text{E})$ Suppose $N$ proves $\Xi \vdash \Sigma \ MN : B[N/x]$ because $N$ proves $\Gamma \vdash \Sigma \ M : \Lambda x : A . B$ (call this sub-
proof $\pi_0$) and $N$ proves $\Delta \vdash \Sigma \ N : A$ (call this sub-proof $\pi_1$), with the usual application side-
conditions. By hypothesis, $MN$ is in $\beta$-nf, so that, by Lemma 73, $M$ must be of the form
$\@ N_1 \ldots N_m$, where $\@$ is in $\Sigma \cup \Gamma$.

The type of $\@$ is given by $\Lambda x_1 \in B_1 \ldots \Lambda x_n \in B_n . \Lambda x : A . B^*$, where abstractions might be
non-dependent ones (Pym actually has a notation for expressing both dependent and non-
dependent function spaces, but we think it is easier for the reader to keep this fact at the
back of his mind) and $\Lambda x : A . B^*[N/x] =_\beta \Lambda x : A . B$.

From this part of the proof, we let $\sigma$ denote the substitution $[[N_1/x_1], \ldots [N_m/x_m]]$, and let
$\sigma_i$ denote the first $i$ substitutions of $\sigma$. That is, $\sigma_i = [N_1/x_1, \ldots N_i/x_i]$.

By induction on the structure of proof of $\pi_0$, we have that

$$N \ proves \ \Gamma_i \vdash \Sigma \ N_i : A_i \sigma_{i-1}$$

by shorter proofs, where $\Gamma_i$ is that part of $\Gamma$ needed to prove $N_i : A_i \sigma_{i-1}$. Therefore, by
induction hypothesis, we have that

$$G \setminus \text{cut} \ proves \ \Gamma_i \vdash \Sigma \ N_i : A_i \sigma_{i-1}$$

and that each $N_i$ is in $\beta$-nf.
By induction hypothesis, making use of the additional premiss in the \((M\&E)\)^\(\triangleright\) rule, we have that

\[ G \backslash \text{cut} \text{ proves } \Gamma \vdash \Delta \vdash B[N/x] : \text{Type} \]

From this, we get that \(G \backslash \text{cut}\) proves \(\Psi, y : B[N/x] \vdash \Delta \vdash y : B[N/x] \).

By induction hypothesis a third time, on \(\pi_1\) this time, we have that

\[ G \backslash \text{cut} \text{ proves } \Delta \vdash N : A \]

From these last two judgements, and by an application of the \((\lambda \&\lambda I)\) rule, we obtain \(G \backslash \text{cut}\) proves \(\Psi_1, y_1 : \lambda x : A \cdot B \vdash \Delta \vdash y_1 N : B[N/x] \), where \(\Psi_1\) is the \(\kappa\)-sensitive join of \(\Psi\) and \(\Delta\).

By the induction hypothesis, we have that \(G \backslash \text{cut}\) proves \(\Gamma_m \vdash \Sigma N_m : A_m \sigma_{m-1} \). Then, by one of the left rules (the one we employ depends on the structure of the type of \(\otimes\)), we obtain

\[ G \backslash \text{cut} \text{ proves } \Psi_m, y_{m-1} : \lambda x_m : A_m \sigma_{m-1} \cdot \lambda x : A \cdot B \vdash \Sigma y_{m-1} N_{m} : B[N/x] \]

We proceed similarly for another \((m - 2)\) (appropriate) left rule applications, until we obtain

\[ G \backslash \text{cut} \text{ proves } \Psi_2, y_1 : \lambda x_2 : A_2 \sigma_1 \ldots \lambda x : A \cdot B \vdash \Sigma y_1 N_2 \ldots N_m : B[N/x] \]

We then take one more such step and apply the appropriate left rule to \(G \backslash \text{cut}\) proves \(\Gamma_1 \vdash \Sigma N_1 : A_1\), which we have obtained by an induction hypothesis, to obtain

\[ G \backslash \text{cut} \text{ proves } \Psi_1, \otimes : \lambda x_1 : A_1 \sigma_1 \ldots \lambda x : A \cdot B \vdash \Sigma \otimes N_1 \ldots N_m : B[N/x] \]

It might now be necessary to derelict \(\otimes\) if \(\otimes\) is in \(\Sigma\). We can then see that the context is \(\Xi\), and thus have obtained the required judgement.

There is a non-dependent version of this case, whose proof is done similarly. We omit the details.

\((M\&I\Xi)\) This case is done similarly to the \((M\&E)\) one above. And like the \((M\&E)\) case, there is a non-dependent version of \((M\&I\Xi)\), whose details we omit. \(\Box\)
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Cut-elimination follows.

**Corollary 75 (Cut-elimination)** Suppose that $G$ proves $\Gamma \vdash \Sigma M : A$. If $M$ is in $\beta$-nf, then $G \backslash \text{cut}$ proves $\Gamma \vdash \Sigma M : A$.

**Proof** By Theorem 69, if $G$ proves $\Gamma \vdash \Sigma M : A$ then $N^0$ proves $\Gamma \vdash \Sigma M : A$. By Lemma 72 and Theorem 74, if $M$ is $\beta$-nf then $G \backslash \text{cut}$ proves $\Gamma \vdash \Sigma M : A$. $\Box$

5.5 Summary

The earlier presentation of the $\lambda\Lambda$-calculus, in Chapter 2, is in linearized natural deduction form. In this chapter, we presented a Gentzenization of the original type theory, replacing the elimination rules by left rules. We have proved soundness and completeness results, and a cut-elimination theorem for the resulting sequent calculus system. The categorical semantics of the Gentzenized system remains a subject of further investigation.

This chapter begins the investigation of a notion of computation in the type theory. This is one of proof-search, an application of cut-elimination. We would then like to relate proof-search in the $\lambda\Lambda$-calculus, the type-theoretic meta-language of the logical framework RLF, to proof-search in those object-logics which can be uniformly encoded in RLF.
Chapter 6

Conclusions

In this thesis, we have presented a study of a logical framework, RLF, for defining natural deduction presentations of linear and other relevant logics. RLF consists in a language together, in a manner similar to that of LF, with a representation mechanism. The language of RLF is the $\lambda\Lambda$-calculus; the representation mechanism is judgements-as-types, developed for relevant logics.

The $\lambda\Lambda$-calculus is a first-order dependent type theory with two kinds of dependent function spaces, a linear one and an intuitionistic one. A large portion of this thesis was devoted to studying the semantics of the type theory. We gave a natural deduction presentation of the $\lambda\Lambda$-calculus, establishing the required proof-theoretic meta-theory. We also gave a sequent calculus presentation of the type theory and showed cut-elimination for it. The internal logic of the type theory is a structural fragment of $\mathbf{BI}$, the logic of bunched implications. Inspired by the resource semantics of $\mathbf{BI}$, we studied the categorical model theory of the type theory. We presented an interesting class of Kripke resource models by a construction on $\text{Set}^{\mathcal{C}^\text{op}}$, where $\mathcal{C}$ is a small monoidal category.

There are several avenues of work that we might wish to explore. We outline these next.

The $\lambda\Lambda$-calculus and the RLF logical framework

The type theory that we have studied has an interesting genesis. Though it arose from an analysis, primarily, of intuitionistic linear logic, it is structurally much closer to $\mathbf{BI}$. One of the departure points of the $\lambda\Lambda$-calculus from ILL is linear dependency. The approach presented here, using a
certain notion of context joining and by restricting Π elimination, is one way that linear dependency can be set up. It is not clear whether some other, more sophisticated context combination, taking account of well-typedness criteria, might work too.

We have also noted the concept of a “bunches cube”. Within the cube, there are notions of predicate and polymorphic dependency. But there is also a lattice of cubes, each with its particular structural properties. There are interesting representational issues here, and the field can be seen as a programme in van Benthem’s notion of logical pluralism, investigating connections between meta-properties of proof calculi and structural properties of systems of deduction [vB93].

This thesis began by stating that logical frameworks provide a foundation for the development of a generic proof assistant, and then went on to develop a logical framework for linear and other relevant logics. One practical piece of further work is the development of logical frameworks. Such a project would involve issues of representation, man-machine interface, and the technology of proof search. One particularly interesting issue here is the relationship concerning a cognitive gesture, an object logic proof step, and a meta-logic proof step. The implementation of RLF should be contrasted to LEGO, which is really an implementation of the language of LF and does not take the issues of representation seriously [LP92]. It should also be contrasted to Jape, which has a highly developed user interface but a very weak logical and representation foundation [BS97]. Similar comments apply to other type-theoretic proof assistants (Coq [BBC+97], ALF [AGNvS96]) and syntactic calculators (Burstall’s ProveEasy [Bur98]). The development of RLF explicates the view of the logical framework as an architecture, in which encoding an object logic is similar to compiling a language and a uniform representation theorem amounts to providing a proof of correct implementation.

**The propositions-as-types correspondence**

In Chapter 3, our presentation of BI was mainly for the purposes of establishing the Curry-Howard-de Bruijn correspondence. We forced ourselves to work with a fragment of BI, a fragment which is very close to being Linear Logic, in fact. What precisely is the internal logic of the λA-calculus — what is its relationship with regard to Linear Logic and to full BI — is left to further work.

Quite apart from this, BI has some quite interesting computational interpretations, includ-
ing a connection with Reynold’s Syntactic Control of Interference and Idealized Algol [Rey78, Rey81]. We should like to investigate BI as a programming language.

**Kripke resource semantics**

In Chapter 4, we gave a class of models based on presheaves. It would be interesting to investigate whether there are other concrete models too. In their theses, Ambler studied Q-sets (sets over quantales) and Streicher studied co-sets realizability and PER structures [Amb92, Str88]. It is an interesting question to ask what account of resources these structures might give (and, in fact, this question might help in clarifying our notion of resource).

The account that the semantics gives of the syntax is a fairly static one. It would be interesting to investigate the extent to which structures can explain the dynamic nature of proof-search. For instance, the realizers might contain information on how they were constructed. (One is reminded of the “proofs as processes” slogan.) We can start by giving a semantic account of the Gentzenized system.

This leads us to consider the semantics of logical frameworks. This thesis begins this by studying the semantics of the language of the RLF logical framework. The next step is to give models of judged object-logics. Syntactically, the latter can be presented via Martin-Löf’s arities [NPS90] or Aczel’s Frege structures [Acz80], developed for relevant logics. We will then be in a position to study the relation between models of RLF-encoded judged object-logics and the Kripke resource models of the \( \lambda \Lambda \)-calculus, and to give a semantic account of the judgement-as-types method of encoding.

Finally, there are several aspects of the Kripke resource models which lead to interesting programming concepts. For instance, we can ask about the Kliesli category that arises from considering \((C, \otimes, I)\) and \((C, \times, 1)\) as monads. If we can interpret monads as continuations, then what, computationally, are these two kinds of continuations?

**The Gentzenized \( \lambda \Lambda \)-calculus**

In Chapter 5, we started to investigate the notion of proof-search, the basis of logic programming, in the \( \lambda \Lambda \)-calculus. The further refinement of the Gentzenized \( \lambda \Lambda \)-calculus can proceed along the lines of Pym and Wallen [PW91]. This involves the development of resolution rules, uniform proofs, permutation theorems, unification algorithms, and effective search strategies.
Pragmatically, the role of the quantifiers seems quite interesting; if understood as module interfaces, then we get two kinds of \texttt{consult}. We might ask what are the similarities between the two kinds of \texttt{consult} and the two kinds of storage allocation suggested in O’Hearn’s regions analysis of BI [O’H99a].

\textbf{Towards a theory of meaning}

It is important to consider the philosophical ideas underlying the more technical presentation of Kripke resource semantics. Let us start by considering Kripke’s theory of meaning for intuitionistic logic, and then go on to sketch an idea for a resource-conscious creative subject.

Kripke’s semantics is based on an ideal mathematician, or a creative subject, constructing knowledge through time. At an initial time $W_0$, the subject starts off with a certain amount of knowledge (which may be nil). He extends his state of knowledge and constructs new objects over time. That is, the subject engages in “positivistic research”. The states of knowledge form themselves into a partial order. Moreover, as the subject has certain choices for his future activities, the order is a branching one.

How does the creative subject interpret the logical connectives? Conjunction, disjunction and existential quantification are straight-forward: $A \land B$ is known whenever $A$ and $B$ are known; $A \lor B$ is known whenever $A$ or $B$ are known; $\exists x. A$ is known whenever $A[a/x]$ is known. Implication presents the problem that $A \supset B$ might be known without $A$ and/or $B$ being known. The solution is to interpret implication as follows: $A \supset B$ is known at stage $W_t$ if, at some future stage $W_{t+q}$, if $A$ is known, then $B$ is known too. Universal quantification is dealt with similarly. That is, $\forall x. A$ is known at state $W_t$ if, at some future stage $W_{t+j}$, for all objects $a$ that exist, $A[a/x]$ is known.

Good accounts of the creative subject are given by Dummett [Dum77] and van Dalen [vD94].

One criticism of this semantics is that it captures only a certain aspect of the subjects behaviour, the temporal one. This is perfectly adequate for much of traditional mathematical knowledge, where lemmata once proven remain so and can be used or not as the subject feels able. But it doesn’t account for other concepts, such as state, which mutate or evolve over time, and not necessarily in a monotonic fashion.

The idea is to refine Kripke semantics by providing another dimension, a resource one, which further indexes the creative subject. One example of a mechanical resource is storage space or memory, which holds the current state of a computer. $X$ amount of storage space only keeps $X$
amount of state. If the creative subject is to progress, then he has to adjoin, or add, further chunks of storage space.

There is a sense in which knowledge is a resource. But, in general, these seem to be distinct categories. Knowledge increases monotonically over time; the creative subject can synthesize more knowledge from the knowledge he currently has. This does not seem to be the case for resources. The creative subject cannot create more resources, such as space, from what he has already. (He can re-use them afterwards — and this is an interesting link to \( n \)-variable logics and similar areas in the logical complexity of space.) Resources put a constraint on the extent of what the creative subject can construct. We can look back at Urquhart’s semantics for relevant logic in a similar explanatory light [Urq72]. His semantics is based on pieces of information; these are the resources which index computation. The pieces of information are distinguished from facts.

The canonical example of a resource-conscious creative subject is that of the bottom-up execution of a linear logic program. As the program executes through time, it adds to its knowledge (of answer substitutions). The linear propositions are consumed during the execution. The cost of the execution is given by the memory freed up by these propositions till the current point in time.
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