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Abstract—The growing number of Internet of things (IoT) objects has been a growing challenge of the current spectrum supply. To handle this issue, the IoT devices should have cognitive capabilities to access the unoccupied portion of the wideband spectrum. However, most IoT devices are difficult to perform wideband spectrum sensing using either conventional Nyquist sampling system or sub-Nyquist sampling system since both the power-hungry sampling components and intricate sub-Nyquist sampling hardware are unrealistic in the power-constrained IoT paradigm. In this paper, we propose a blind joint sub-Nyquist sensing scheme by utilizing the surround IoT devices to jointly sample the spectrum based on the multi-coset sampling theory. Thus, only the off-the-shelf low-rate analog-to-digital converters (ADCs) on the IoT devices are required to form coset samplers and only the minimum number of coset samplers are adopted without the prior knowledge of the number of occupied channels and signal-to-noise ratios. Moreover, to further reduce the number of coset samplers and transfer part of the computational burden from the IoT devices to the core network, we adopt the data from geo-location database when applicable. The experimental results on both the simulated and real-world signals verify the theoretical results and the effectiveness of the proposed scheme. At the meanwhile, it is shown that the adaptive number of coset samplers could be adopted without causing the degradation of the detection performance and the number of coset samplers could be further reduced with the assists from geo-location database even when the obtained information is partially correct.

Index Terms—Compressive Sensing, Sub-Nyquist Wideband Spectrum Sharing, Internet of Things.

I. INTRODUCTION

The recent developments of Internet of things (IoT) has drawn world-wide attention of both academia and industry with the vision of extending Internet connectivity to a vast number of "things" in our physical world [1]–[4]. With turning IoT paradigm into a reality, the amount of IoT devices is expected to grow in large numbers, which leads to difficulty in allocating sufficient spectrum bands to these devices. Additionally, transmission performance degeneration will be caused due to the overcrowding in the unlicensed industrial, scientific and medical (ISM) bands [5]. On the other hand, not every channel in every portion of the spectrum is fully utilized all the time even for the "busy" spectrum below 6 GHz in the urban areas, as shown in Fig. 1. This observation has encouraged the standardization bodies such as Federal Communications Commission (FCC) in U.S. and Office of Communications (Ofcom) in U.K. to release the underutilized licensed bands such as TV white space (TVWS) [6] and 3.5GHz shared spectrum [7] for temporary secondary access through the use of dynamic wideband spectrum sharing. For example, it has shown that over 50% of locations in the UK are likely to have more than 150 MHz of vacant TV spectrum and that even 90% of locations might have around 100 MHz of spectrum available [6]. Moreover, the superior penetration propagation characteristic over Ultra High Frequency (UHF) spectrum enables TVWS to have longer communication distance and better penetration through obstacles [8], which makes TVWS be an ideal candidate for the long-range wide-area IoT network, especially for the smart agriculture in rural area. Therefore, it is the vision that smart IoT devices should have cognitive capabilities to enable spectrum sharing over wideband spectrum [9]–[11]. With cognitive capabilities, interference among the IoT devices can be alleviated by seeking for the vacant channels through dynamic spectrum access.

The precondition for implementing the dynamic spectrum access in IoT paradigm over TVWS or other shared spectrum is the real-time observation of spectrum occupancy status. One of the current operational mechanism to attain this information is using the geo-location databases. However, it only protects registered primary systems and those databases are only available in certain locations and spectrum, e.g., TVWS in U.K. and U.S. [12]. For the concern of limited access to database and the database update speed, spectrum sensing, as one of the vital important technologies in cognitive radio (CR), was proposed to efficiently explore the underutilized spectrum [13].

However, it is unrealistic to directly acquiring the wideband signals by conventional Nyquist sampling scheme, especially in the energy-constrained IoT devices, since that requires high sampling rates (double or more than the bandwidth of the signal in frequency domain) and high power consumption in the analog-to-digital converter (ADC). In [14], [15], sequential
sensing approaches were proposed to individually sense the channels by using the tunable narrowband bandpass filter with low-rate ADC. Due to the sequential nature of those schemes, the large sensing latency would be introduced, which may lead to missed opportunities or interferences [16]. Therefore, compressive sensing (CS) [17], [18] was applied to realize wideband spectrum sensing without the high rate signal sampling and processing. It enables the fast and accurate spectrum detection with sub-Nyquist sampling rates by exploiting the sparse nature of the underutilized wideband spectrum in practice [19], [20]. However, the specialized sampling schemes for CS are difficult to be implemented in most of compact IoT devices with limited energy supply and cost constraints. For example, the random demodulation sampling [21] which employs the high rate pseudorandom sequence to modulate the input signal, and the conventional multi-coset sampling [22]–[24] which have to assemble numerous ADCs into a single sensing equipment due to the unknown number of occupied channels in practice.

Therefore, the wideband spectrum sensing scheme without employing either high-rate ADCs or specialized sampling schemes is urgently needed for low-power IoT scenario. On the other hand, as the rapid growth of low-power IoT market, large number of IoT devices would be deployed closely in order to achieve multiple environment sensing and machine control functions, which are equipped with commercial low-rate ADCs for data transmission [25]. Motivated by the above challenges, the contribution of this paper is threefold.

Firstly, we propose a distributed sub-Nyquist sampling scheme by utilizing adjacent IoT devices which have cognitive capabilities with wide-range radio frequency (RF) front-end, to jointly sample the spectrum based on the multi-coset sampling theory. It means that only the off-the-shelf low-rate ADC on each IoT device is required for sampling and formed as the coset sampler. Secondly, we consider the situation in which the number of occupied channels is unknown. As the multi-coset sampling theory indicates that the number of cosets should be at least more than two times of the number of occupied channels [22], in the conventional multi-coset sampling scheme [22]–[24], the prior knowledge of occupied channel number is required to adopt the minimum number of cosets, which is difficult to know in practice. Furthermore, even the number of occupied channels is known, the least number of coset to achieve the same detection performance is varying under different signal-to-noise ratios (SNRs) [23]. Therefore, the aforementioned schemes tend to further increase the amount of cosets in order to keep stable detection performance. In the proposed scheme, only the minimum number of coset samplers are adopted without the prior knowledge of occupied channel number by gradually increasing the number of involved coset samplers and indirectly estimating the reconstruction errors until the spectrum recovery is satisfactory. Thirdly, we propose to incorporate the channel occupancy information from geo-location database when it is applicable. In [26], a database-assisted CS algorithm employs the channel historical power information from geo-location database to reduce the iterations of weights updating in the iteratively reweighted least square (IRLS) algorithm. However, the dynamic change of channel power information from geo-location database could severely degrade the reconstruction accuracy, i.e., newly added PUs and the errors in the prior information from geo-location database. Therefore, we proposed a hybrid reconstruction scheme with the awareness that the prior information from geo-location is not perfectly reliable. Moreover, the proposed can track the changes of spectrum occupancy state in real-time, i.e., newly added users. With the assists from geo-location database, part of the complexity of local wideband sensing is transferred to the core network, thus further decreasing the processing complexity and energy consumption required on the IoT devices.

The rest of this paper is organized as follows: Section II describes the preliminary system and signal model. In Section III, the proposed blind joint sub-Nyquist sensing scheme is introduced. Section IV introduces the joint iterative reweighted sparse recovery incorporated with geo-location database. Section V analyzes and validates the proposed algorithms over simulated and real-world TVWS signals. Conclusions are drawn in Section VI.

II. PRELIMINARY SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

In this paper, we consider that the observed wideband spectrum signal $x(t)$ is a continuous-time signal whose total bandwidth is denoted as $W$ Hz, such that

$$x(t) = \sum_{i=1}^{N_{\text{sig}}} [s_i(t) + n_i(t)],$$

(1)

where $N_{\text{sig}}$ is the number of transmission signals from primary users (PUs). $s_i(t)$ and $n_i(t)$ refers to the $i$-th signal and additive white Gaussian noise (AWGN) in the corresponding band respectively. In the conventional Nyquist sampling system, the sampling rate is adopted as $f_s \geq 2W$ over the observation time $T_o$ to generate the uniform samples $x[nT_o]$. Fig. 1. The real-time spectrum occupancy recorded at Queen Mary University of London (51.523021°N 0.041592°W). The figure shows that the spectrum is sparsely occupied below 6 GHz.
The corresponding discrete Fourier transform (DFT) of the signal $x[n/N]$ could be obtained as

$$X[k] = \sum_{n=0}^{N-1} x[n] e^{-2\pi i kn/N}, \quad k = 0, 1, \ldots, N-1,$$

where $N = f_N \cdot T_o$ and $X[k]$ typically bears a near sparse property due to the underutilization of wideband spectrum as shown in Fig. 1. Without loss of generality, the wideband spectrum is evenly segmented into $H$ channels. Since the probabilities that PUs present in any channel are assumed to be unknown, we model the multiband sensing on each channel as a binary hypothesis test [27]. The general compressive spectrum sensing framework utilized in the proposed scheme is illustrated in Fig. 2. The aim of compressive spectrum sensing is to reconstruct signal $x[n/N]$ or its spectrum $X[k]$ from the sub-Nyquist samples and then perform the spectrum sensing techniques, e.g., energy detection and feature detection, on the reconstructed signal in order to decide the occupancy status. Compared with other conventional spectrum detection technologies [28], the energy detection does not require any prior knowledge of the PUs, i.e., modulation type, with lower implementation and computational complexity [29], therefore, we adopt the energy detection method [30] in this paper.

In the context of wideband spectrum sensing in shared spectrum, some of the frequency bands are heavily used by the primary users such as local radio stations, local TV stations, etc., so the related information at the geo-location database will be stable due to TV broadcasting arrangement in the long run (e.g., years). Therefore, although the side-information from geo-location database is possibly with some errors due to the dynamic changes of the spectrum state, such information can be incorporated at the sensing terminals to reduce the sensing costs.

B. Problem Formulation

According to the general CS-based spectrum sensing framework shown in Fig. 2, we know that the spectrum recovery performance would have direct impact on the sensing results. For the compressive multi-cost sampling theory, the reconstruction performance mainly depends on three factors: the number of cosets, the reconstruction algorithm and the occupancy ratio, i.e., bandwidth of transmission signals/total bandwidth. As the occupancy ratio is determined by transmission activities within the desired wideband spectrum. In this paper, we focus on discussing how to choose the minimum number of cosets samplers without the prior knowledge of the occupied channel number and how to optimize the reconstruction stage in terms of number of required measurements and computational burden with the coexistence of dynamic incumbent systems over TVWS.

The compressive measurement acquisition can be expressed by the following analytical model:

$$y = \Phi x + \xi \quad \text{subject to } \|x\|_0 \leq s,$$

where $\Phi \in \mathbb{R}^{M \times N}$ is the measurement matrix to collect the compressive samples $y \in \mathbb{R}^M$ from the original signal $x$.

$$M \in \mathbb{Z} \text{ (with } s < M < N \text{)} \quad \text{refers to the dimension of } y \text{, and } ||x||_0 \text{ represents the number of nonzero elements in the vector, which is also treated as the measure of sparsity. Parameter } \xi \in \mathbb{R}^M \text{ is the noise perturbation, whose magnitude is constrained by an upper bound } \eta \text{, i.e., } ||\xi||_2 < \eta.$$

Under certain assumptions including the restricted isometry property (RIP) on $\Phi$ and the signal sparsity bound [17], robust signal reconstruction with respect to the above linear system can be formulated as the following unconstrained minimization problem:

$$x^* := \arg\min_{x \in \mathbb{R}^N} \frac{1}{2} ||\Phi x - y||_2^2 + \lambda ||x||_0,$$

where $x^*$ is the reconstructed signal and constant parameter $\lambda > 0$ is introduced to balance the objective of minimizing the reconstruction error $||x - x^*||_2^2$ and the solution sparsity $||x||_0$ according to the Lagrange multiplier theorem. However, problem (4) is NP-hard due to the $l_0$-norm minimization of $x$.

It was shown in [17] that the result of $l_0$-norm minimization can be equivalent to the solution obtained by the $l_1$-norm minimization which can be solved in polynomial time. Therefore, (4) can be approximated as

$$x^* := \arg\min_{x \in \mathbb{R}^N} \frac{1}{2} ||\Phi x - y||_2^2 + \lambda ||x||_1.$$

Recent works [31] show that additional prior knowledge on the original signal can be utilized to enhance the reconstruction capabilities of CS algorithms. For example, the signal reconstruction stage could adapt to the incomplete or complete prior information on the support of original signal in sparse domain, e.g., frequency spectrum, which aims to obtain a result that explains the samples, whose support contains the smallest number of new additions to the known support $\mathcal{T}$ and subject to the target sparsity, so the solution is given by

$$x^* := \arg\min_{x \in \mathbb{R}^N} \frac{1}{2} ||\Phi(x)_{\mathcal{T}^c} - y||_2^2 + \lambda ||(x)_{\mathcal{T}^c}||_1.$$

Suppose that the support set of $x$ is denoted as $\mathcal{S} = \text{supp}(x)$, where the known part of the support set is $\mathcal{T}$, the unknown support set is $\mathcal{U}$ and the error in the known part set is $\mathcal{U}_e := \mathcal{T} \setminus \mathcal{S}$. The size of these sets are denoted as $s := |\mathcal{S}|$, $u := |\mathcal{U}|$ and $e := |\mathcal{U}_e|$, so that $s = t + u - e$. The theoretical lower bound for exact reconstruction based on the $l_0$-norm minimization can be expressed with the restricted orthogonality constant $\delta$ as [32]

$$\delta_{t+2u} < 1.$$
which is much weaker than that of the original sparse recovery \(\delta_2 < 1\) [31] as the restricted orthogonality constant \(\delta\) is nondecreasing, and \(s \gg u; s \gg c\). Sufficient condition for exact reconstruction in terms of \(\delta\) measures the theoretical minimum number of samples needed. Therefore incorporating the prior known part of the signal support can reduce the number of samples to guarantee the successful reconstruction, so that the sampling rate and computational burden will be further reduced for the power-constrained IoT devices.

The notation used is summarized as follows. The superscripts \((\cdot)^T\), \((\cdot)^H\) denote transpose, Hermitian transpose respectively. \(A_{i,j}\) is the \((i,j)\)-th entry of the matrix \(A\). \(A_{(i)}\) is the \(i\)-th column of the matrix \(A\). \(A_{[i]}\) is the \(i\)-th row of the matrix \(A\). \(A_T\) denotes the sub-matrix containing the columns of \(A\) with indices from \(\mathcal{T}\). The notation \(\mathcal{T}^c\) denotes the complement of the set \(\mathcal{T}\). \(\mathcal{T}_i \setminus \mathcal{T}_j\) denotes the set difference. And \(|\mathcal{T}|\) denotes the size of the set \(\mathcal{T}\). \(\text{vec}(\cdot)\) operator refers as \(\text{vec}(A) \triangleq \begin{bmatrix} A_{(1)}^T, A_{(2)}^T, \ldots, A_{(n)}^T \end{bmatrix}^T\) and \(\text{supp}(x)\) denotes the support set of \(x\).

III. THE PROPOSED BLIND JOINT SUB-NYQUIST SENSING SCHEME

In this section, the proposed blind joint sub-Nyquist sensing scheme is presented, which utilizes adjacent IoT devices to jointly sense the wideband spectrum. Compared with the conventional multi-coset sampling scheme, the adaptive number of cosets samplers are adopted without the prior knowledge of the occupied channel number.

As shown in Fig. 3, the joint sub-Nyquist sensing system is realized by utilizing multiple IoT devices which are served as low-rate coset samplers, and the edge computing unit which could be either the IoT device or independent computing unit if the IoT device with sufficient power supply and computing capability is not available in surrounding area. The power-constrained IoT devices could benefit from transferring the computing task to the edge computing unit, especially for those IoT devices with sensing capability but sufficient computing resource. Given the number of channels \(H\) and corresponding Nyquist sampling rate \(f_N = 1/T_N \geq 2W\), each of the coset samplers takes uniform samples by a significantly decreased sampling rate \(f_s = \frac{1}{MT_N} = f_N/H\) with a time offset of \(\{c_i T_N\}, i = 1, \ldots, p\), where \(p < H\) is the number of coset samplers and the set \(\mathcal{C} = \{c_i\}_{i=1}^p\) consists of \(p\) different integers randomly selected from \([0, H - 1]\). Thus the average compressive ratio could be given as \(\alpha = (f_N/H)T_N/p = f_N/T_N\) for the \(i\)-th coset sampler, the uniform sampling sequence is defined as

\[
x_{c_i}[n] = \begin{cases} x(nT_N), & n = mH + c_i, \ m \in \mathbb{Z} \\ 0, & \text{otherwise} \end{cases}
\]  

Furthermore, by applying Fourier transform to \(x_{c_i}[n]\), the relationship between its spectrum \(X_{c_i}(e^{2\sqrt{-1} \pi kT_N})\) and the unknown Fourier spectrum \(X(k)\) of \(x(t)\) is presented as [33]

\[
X_{c_i}(e^{2\sqrt{-1} \pi kT_N}) = \frac{1}{HT_N} \sum_{h=0}^{H-1} X_h(k)e^{-\sqrt{-1} \pi \frac{h}{N} c_i h}, \ \forall k \in [0, W],
\]  

for every \(1 \leq i \leq p\), where \(X_h(k) = X(k + \frac{h}{HT_N})\) corresponds to the pieces of the original spectrum \(X(k)\) in the \(h\)-th channel, which is shifted to the left by \(\frac{h}{HT_N}\) units. Therefore, (9) could be simplified into the matrix form as

\[
Y(k) = AX(k), \ \forall k \in [0, W], \quad (10)
\]

where \(Y(k) \in \mathbb{C}^{p \times L}\) is a matrix whose \(i\)-th row is \(X_{c_i}(e^{2\sqrt{-1} \pi kT_N})\), \(X(k) = [X_0(k), X_1(k), \ldots, X_{H-1}(k)]^T\) is the unknown spectrum vectors of \(x(t)\) in the \(H\) channels, and \(A \in \mathbb{C}^{p \times H}\) is a matrix with \((i,j)\)-th element given by \(A_{i,j} = \frac{1}{HT_N}e^{-\sqrt{-1} \pi \frac{j}{N} c_i j}\).

The multi-coset sampling theory indicates that the number of cosets \(p\) should be at least more than two times of the number of occupied channels [22]. Therefore, in the conventional multi-coset sampling scheme [22], [23], the number of occupied channels \(\kappa\) is assumed as the prior knowledge to decide the number of coset \(p\) needed in integrated sampling hardware. However, as the number of occupied channels is unknown in practice, \(p\) could be set unnecessary large when it is determined by \(\kappa\). Moreover, even if the exact number of occupied channels is known or estimated, the least number of cosets to achieve the same detection performance are still varying under different SNRs [23]. Therefore, fixing the number of coset when produce the sampling hardware could cause either performance degeneration or the waste of sampling resources.

In the proposed scheme, only the minimum coset samplers are adopted without the prior knowledge of the number of occupied channels or its upper bound value \(\kappa\). Specifically, through repeating the procedure of signal acquisition by gradually increasing the number of involved coset samplers and performing signal reconstruction, we could obtain a sequence of reconstructed signal, i.e., \(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_p\), where \(\hat{x} = \text{vec}(\hat{X}(k))\). After each time of signal reconstruction, the proposed scheme should decide whether the reconstruction of the original signal is accurate enough or not. If the reconstructed signal does not satisfy certain accuracy requirement of spectral detection, the scheme should require more coset samplers until the accuracy of the signal reconstruction is good enough. However, the actual reconstruction error \(e = ||x - \hat{x}||_2\) is inaccessible since the original signal \(x = \text{vec}(X(k))\) is unknown. In this paper, we propose to estimate the reconstruction error \(e\) indirectly and set stopping criterion.

![Fig. 3. Block diagram of the proposed joint sub-Nyquist sensing system.](image-url)
Before proposing the scheme to approximate reconstruction error, we give the vectorization of (10) in the following lemma.

**Lemma 1.** Given the matrix form $Y(k) = AX(k)$, we could obtain the vector form as $\text{vec}(Y(k)) = \Phi \text{vec}(X(k))$, where the matrix $\Phi = I_L \otimes A$ and the operator $\otimes$ represents the Kronecker product.

**Proof.** Let $X(k) = [X_{(1)}(k), X_{(2)}(k), \ldots, X_{(L)}(k)]$ and $u_1, u_2, \ldots, u_L$ denote the unit vectors. We could obtain
\[
\text{vec}(Y(k)) = \text{vec}(AX(k)) = \text{vec}(AX(k)I_L)
\]
\[
= \text{vec}\left( \sum_{i=1}^{L} AX_i(k)u_i^T I_L \right)
\]
\[
= \sum_{i=1}^{L} \text{vec}\left( (AX_i(k))(I_Lu_i)^T \right)
\]
\[
= \sum_{i=1}^{L} (I_Lu_i \otimes AX_i(k))
\]
\[
= (I_L \otimes A) \sum_{i=1}^{L} (u_i \otimes X_i(k))
\]
\[
= (I_L \otimes A) \sum_{i=1}^{L} \text{vec}(X_i(k))u_i^T
\]
\[
= \Phi \text{vec}(X(k))
\]
Thus $\text{vec}(Y(k)) = \text{vec}(AX(k)) = \Phi \text{vec}(X(k))$ is obtained. $\square$

In the following of this section, we denote $\text{vec}(Y(k))$ as $y$. Specifically, the samples vector $y$ in each step is divided into two vectors $y_r(y_r \in \mathbb{R}^{rL})$ and $y_v(y_v \in \mathbb{R}^{vL})$. According to Lemma 1, these two vectors can be expressed as $y_r = \Phi_r x$ and $y_v = \Phi_v x$ respectively, where $\Phi_r$ is a $r \times HL$ matrix and $\Phi_v$ is a $v \times HL$ matrix. Parameter $r$ represents the number of samples in $y_r$ for signal recovery and $v$ is the number set to guarantee the sufficient accuracy of reconstruction error estimation as illustrated later.

As mentioned before, the exact reconstruction error $e = ||x - \hat{x}||_2^2$ could not be obtained to determine how accuracy the reconstructed signal is. Therefore, we propose to estimate the actual reconstruction error $e$ indirectly by using the verification vector $y_v$ and the proposed stopping criterion is defined as
\[
S_p = ||\Phi_v \hat{x} - y_v||_2^2.
\]

The Johnson-Lindenstrauss Lemma presented in [34] asserts that a high-dimensional space can be projected into a low-dimensional one whose dimension is equal or larger than $O(\zeta^{-2}\log(1/\gamma))$ so that all distances are preserved up to a multiplicative factor between $1 - \zeta$ and $1 + \zeta$ with the factor $\zeta \in [0, 1/2]$. To demonstrate the rigorous relationship between the actual reconstruction error $e$ and the proposed stopping parameter $S_p$, we prove the point that the actual reconstruction error $e = ||x - \hat{x}||_2^2$ could be approximated by $S_p$ within the boundary factor of $1 \pm \zeta$ in Theorem 2.

Therefore, in order to terminate the signal acquisition process, i.e., determine whether the number of coset samplers are sufficient or not, one can compare the proposed stopping parameter $S_p$ with a predefined threshold which could be determined according to the certain reconstruction accuracy requirement.

**Theorem 2.** Given $\zeta \in (0, 1/2]$, and $\gamma \in (0, 1)$ and $v \leq C\zeta^{-2}\log(1/\gamma)$, we have
\[
\frac{S_p}{(1 + \zeta)} \leq e \leq \frac{S_p}{(1 - \zeta)}
\]
with confidence $1 - \gamma$, where the parameter $C$ depends on the concentration property of random variables in measurement matrix $\Phi_{\Delta M}$ [34]. $\hat{e}$ and $e$ are defined as before.

**Proof.** With the aid of Johnson-Lindenstrauss Lemma, if the number of row $v$ in $\Phi_v$ is equal or larger than $C\zeta^{-2}\log(1/\gamma)$, we have
\[
(1 - \zeta)||x - \hat{x}||_2^2 \leq ||\Phi_v(x - \hat{x})||_2^2 \leq (1 + \zeta)||x - \hat{x}||_2^2
\]
with confidence $1 - \gamma$, where $\zeta \in (0, 1/2]$ and $\gamma \in (0, 1)$. As matrix $\Phi_v$ could be seen as a linear projection from $\mathbb{R}^{HL}$ to $\mathbb{R}^v$, we can get
\[
(1 - \zeta)||x - \hat{x}||_2^2 \leq ||\Phi_v \hat{x} - y_v||_2^2
\]
\[
\leq (1 + \zeta)||x - \hat{x}||_2^2.
\]

To obtain the observation that $e = ||x - \hat{x}||_2^2$ could be bounded and estimated by $S_p = ||\Phi_v \hat{x} - y_v||_2^2$, we change the (15) to another form (16) and simplify it to (17):
\[
\frac{1}{(1 + \zeta)}||\Phi_v \hat{x} - y_v||_2^2 \leq ||x - \hat{x}||_2^2
\]
\[
\leq \frac{1}{(1 - \zeta)}||\Phi_v \hat{x} - y_v||_2^2
\]
\[
\frac{S_p}{(1 + \zeta)} \leq e \leq \frac{S_p}{(1 - \zeta)}.
\]

Therefore, when the row number $v$ in $\Phi_v$ is equal or larger than $C\zeta^{-2}\log(1/\gamma)$, the distance between $S_p$ and $e$ could be bounded up to a multiplicative factor between $1 - \zeta$ and $1 + \zeta$ with the confidence $1 - \gamma$.

To further reduce the computational complexity of the signal reconstruction of (10), we compute the covariance matrix of the sample sequences as [35]
\[
R = \mathbb{E}[Y(k)Y^H(k)] = AR_XA^H,
\]
where $R_X = \mathbb{E}[X(k)X^H(k)]$ is the $H \times H$ primary signal correlation matrix and $\sigma_n^2$ is the noise variance. According to the eigenvalue decomposition (EVD) method [23], the covariance matrix $R$ could be decomposed as $R = U \Lambda U^H$. Utilizing eigenvalues $\Lambda$ and the corresponding eigenvectors $U$, the measurement matrix could be constructed as $\chi = U \sqrt{\Lambda}$, and we can define the following linear system
\[
\chi = A\nu,
\]
where the support of the sparsest solution to (19) converges to the original spectrum in matrix form, i.e., $\text{supp}(\nu) = \text{supp}(X(k))$ [23]. Compared with original sub-Nyquist samples $Y(k) \in \mathbb{C}^{p \times N}$, using $\chi \in \mathbb{C}^{p \times p}$ for support recovery reduces the computation complexity required on the SUs.
Algorithm 1 The proposed blind joint sub-Nyquist sensing scheme

Require: Sampling rate $f_s$, the maximum number of available coset samplers $p_{\text{max}}$, the stopping parameter threshold $\delta$, A.

Ensure: The reconstructed signal $\hat{x}$
1: while $p = 0, \ldots, p_{\text{max}}$ do
2: Sampling the wideband signal using $f_s$ with $p$ coset samplers so as to obtain the compressive measurement matrix $Y(k)$ and the corresponding covariance matrix $R$.
3: Reconstruct the support and spectral from $R$ by utilizing SOMP algorithm according to (19), leading to a spectral reconstruction $\hat{x}_p$.
4: Calculate the stopping parameter $S_p = ||\Phi_v \hat{x}_p - y_v||_2^2$
5: if $S_p$ smaller than predefined threshold is true
6: Terminate the signal acquisition process.
7: else
8: $p = p + 1$
9: end if
10: end while

After the support recovery, the exact signal reconstruction could be achieved by the reconstruction algorithm. In CS, the original signal could be recovered from sub-Nyquist samples by solving the $l_1$-norm minimization. Since the reconstruction of the unknown matrix $\nu$ with jointly sparse columns in (19) is referred to as the joint sparse problem [36], we extend greedy-type algorithm such as simultaneous orthogonal matching pursuit (SOMP) [37] to solve this joint sparse problem, because of its lower complexity compared with the $l_1$-norm minimization [38]. Besides, the related exact recovery criterion for the conventional orthogonal matching pursuit (OMP) remains valid for its extension to SOMP [39].

IV. JOINT ITERATIVE REWEIGHTED SPARSE RECOVERY WITH GEO-LOCATION DATABASE

In this section, firstly we extend the single measurement vector (SMV) problem to the multiple measurement vectors (MMV) problem in (10), where $X(k)$ is row-sparse, i.e., having nonzero entries in only a few rows. Then the $l_\nu$-norm ($0 < \nu < 1$) minimization problem solving by the iteratively reweighted least square (IRLS)-type algorithm is modified to incorporate the information from geo-location database for enhancing the recovery performance with fewer measurements. Based on the white space channel information from the geo-location database, the sensor node can get a response with details of available channels in the vicinity. For simplifying the notation, $X(k)$ and $Y(k)$ are denoted as $X$ and $Y$ respectively.

Since the parameter $H$ is set based on the number of channels in the spectrum of interest, the positions of nonzero rows in (10) is equivalent to the active channel index set $S$. Therefore, the channel status information from geo-location database could be incorporated on the indices of the corresponding rows with large norm in the recovery process, in order to enhance the recovery performance with fewer measurements under sub-Nyquist sampling. To that end, SMV is extended to the MMV problem, where the objective is to minimize the number of rows containing nonzero entries while satisfying the measurement constraint in (10). The problem can be formulated as [36]

$$\arg\min_X \frac{1}{2}||AX - Y||_2^2 + \lambda ||\mathcal{R}_{l_{\nu}}(X)||_1.$$  (20)

$\mathcal{R}_{l_{\nu}}(X)$ is a vector in $\mathbb{R}^H$ whose $i$-th entry is the $l_{\nu}$ norm of the $i$-th row of $X$:

$$\mathcal{R}_{l_{\nu}}(X) = [v_1, v_2, ..., v_H]^T,$$  (21)

where $v_i = ||X[i]||_q = (\sum_{j=1}^{N} |x_{ij}|^q)^{1/q}$.

Compared with the $l_1$-norm minimization in (5), the $l_{\nu}$-norm minimization with $0 < \nu < 1$ leads to the better sparsity approximation performance with the fewer samples since it is an intermediate problem in the sense of norm minimization between (4) and (5) [40]. Therefore the $l_1$-norm minimization is replaced with the $l_{\nu}$-norm minimization for signal reconstruction in this section. It can be given as

$$\arg\min_X \frac{1}{2}||AX - Y||_2^2 + \lambda ||\mathcal{R}_{l_{\nu}}(X)||_u.$$  (22)

where the penalty parameter $\lambda > 0$ is introduced to balance the reconstruction accuracy and the sparsity of minimization result as discussed in Section II. Since the choice of $\lambda$ greatly influences the behavior of the spectrum reconstruction [41], in this work, $\lambda$ is defined as a function of the target signal to optimize $\lambda$ along with the signal reconstruction process, such that the problem in (22) can be transformed into the following form:

$$\arg\min_X F(X) = \frac{1}{2}||AX - Y||_2^2 + \lambda(X)||\mathcal{R}_{l_{\nu}}(X)||_u.$$  (23)

Without losing the numerical property of (22), we define the linear function of the form: $F(X) = \phi \lambda(X)$ [42] to preserve...
the convexity in each iteration and exhibits only a global minimizer regardless of the value of \( \lambda(X) \), where \( \varrho \) is the coefficient representing the slope of the line and also controls convexity. We substitute \( F(X) = \varrho \lambda(X) \) to (23) and therefore \( \lambda(X) \) can be expressed as

\[
\lambda(X) = \frac{\frac{1}{2}||AX - Y||^2_2}{\varrho - ||R_{l_e}(X)||^2_2} \quad 0 < \nu < 1. \tag{24}
\]

However, it is general computationally hard and not guaranteed to obtain its global minimum due to the nonconvexity of the \( l_\nu \)-norm minimization. It is shown in [40] that under certain assumptions such as the null space property (NSP) on measurement matrix \( A \), the solution sequence generated by the IRLS algorithm converges to the local minimum as the sparsest solution that is also the actual global \( l_\nu \)-norm minimizer. With \( q = 2 \), each iteration of the IRLS algorithm corresponds to a convex weighted least squares subproblem that can be expressed as

\[
\arg\min_X \frac{1}{2}||AX - Y||^2_2 + \lambda(X) \sum_{i=1}^{H} w_i(||X||_2)^2, \tag{25}
\]

The problem in (25) will be repeatedly solved by updating the weight \( w_i \) at each iteration using the solution from previous iteration: at each iteration, \( w_i \) will be set as

\[
w_i^{(l)} = (||X_i^{(l-1)}||_2)^{\nu-2}. \tag{26}
\]

where \( w_i^{(l)} \), \( i = 1, ..., H \) is the value of the weighting vector to be used at the \( l \)-th iteration and \( X_i^{(l-1)} \) is the \((l-1)\)-th iterate. After convergence, \( X_i^{(l-1)} \) will be sufficiently close to \( X_i \). The weighting parameter \( w_i \) are computed from the row norms of the solution obtained in the previous iteration, so the corresponding rows with smaller norm are likely to be de-emphasised as they are irrelevant in fitting the data and vice versa. In (26), as \( 0 < \nu < 1 \), the weights will be chosen inversely proportional to the \( l_2\)-norm of the rows. Since it gives a large weight to the small component, it will encourage a sparse solution in the minimization problem of (25). Assuming that \( T \subset [0, H - 1] \) is the prior knowledge of the occupied channel indices from geo-location database, its relation to the actual occupied channel set \( S \) can be expressed as:

\[
S = T \cup \Delta \setminus \Delta_c, \tag{27}
\]

where \( \Delta := S \setminus T \) is the newly occupied channel set, and \( \Delta_c := T \setminus S \) are the newly released channel indices, i.e., the occupied channel indices recorded at geo-location database but actually released as vacant at current time.

As the \( i \)-th row in \( X \) corresponds to the piece of the original spectrum in the subchannel, the occupied channel information from geo-location database indicates the indices of the corresponding rows with large norm. Similar as (6), the objective function in (25) can therefore be changed as the \( l_\nu \) minimisation over the remaining positions only, \( i \notin T \), i.e.,

\[
\arg\min_X \frac{1}{2}||AX - Y||^2_2 + \lambda(X) \sum_{i \notin T} w_i(||X||_2)^2. \tag{28}
\]

By defining

\[
w_i = 0, \forall i \in T, \tag{29}
\]

the minimisation in (25) is transformed in the form of (28).

Here, in order to add the prior channel occupancy information from geo-location database, the weighting strategy in the joint sparse reconstruction is modified as

\[
w_i^{(l)} = \begin{cases} \varphi(||X_i^{(l-1)}||_2)^{\nu-2}, & i \in T \\ (||X_i^{(l-1)}||_2)^{-2}, & \text{otherwise,} \end{cases} \tag{30}
\]

where \( \varphi \) is a specified small constant. For \( \varphi = 0 \), the first expression in (30) reduces to 0 as required by (29).

Given an initial guess of the signal \( X^{(0)} \) (e.g., the least-squares solution), the iterative reweighting algorithm generates a sequence of iterations of as follows:

\[
X^{(l+1)} = \arg\min_X \frac{1}{2}||AX^{(l)} - Y||^2_2 + \lambda(X^{(l)}) \sum_{i \notin T} w_i^{(l)} (||X_i^{(l)}||_2)^2. \tag{31}
\]

The solution to (31) at the \( l \)-th iteration can be expressed as

\[
X^{(l+1)} = W^{(l)} A^T (AW^{(l)} A^T + \lambda(X^{(l)}) I)^{-1} Y, \tag{32}
\]

where \( W^{(l)} = \text{diag}\{1/w_1^{(l)}, ..., 1/w_H^{(l)}\} \). The initial weight is given by

\[
w_i^{(0)} = \begin{cases} \varphi, & i \in T \\ 1, & \text{otherwise.} \end{cases} \tag{33}
\]

The algorithm is terminated once the convergence criterion has been satisfied, i.e.,

\[
||\Delta X^{(l+1)}||_2 \leq \delta, \tag{34}
\]

where \( \delta \) is a user-selected parameter. Here, based on the sparsity guess of the support dimension \( \hat{k} \) from exponential fitting test (EFT), the estimated active channel set is determined by selecting the position of the first \( \hat{k} \) smallest components in the final weight \( w \) or comparing the components with predefined threshold. The entire procedure of the proposed scheme in this section is summarised in Algorithm 2.

V. EXPERIMENTAL RESULTS

In this section, we test the proposed schemes using the simulated signals as well as the real-world signals as the proof of concepts in this paper.
Fig. 5. Normalized power spectrum density (PSD) of the real-time TVWS signal recorded at QMUL, $S = [22, 23, 25, 26, 28, 29, 30, 33]$.

A. Experiment Setups

The simulated signals are assumed $x(t) \in \mathcal{F} = [0, 320]$ MHz, whose DFT is denoted as $x_{\text{sim}}$. To keep consistency with the real TVWS setting, the spectrum is equally divided into $L = 40$ channels with bandwidth $B_0 = 8$ MHz, which contains up to $J$ active channels:

$$x(t) = \sum_{i=1}^{J} \sqrt{E_i B_0} \text{sinc}(B_i(t - t_i)) e^{j2\pi f_i t} + n(t),$$  \hspace{1cm} (35)

where $\text{sinc}(x) = \sin(\pi x) / (\pi x)$. $E_i$, $t_i$ and $f_i$ represent the energy, time offset, and central frequency of the $i$-th channel respectively and $n(t)$ denotes the noise. The channel occupancy ratio $\Omega$ is defined as $J/L$. The real-world signals $x_{\text{real}}$ is collected by the real-time wideband compressive spectrum sensing tested as shown in Fig. 4. There are 40 channels (indexed as Channel 21 - Channel 60) in the recorded TVWS signal, ranging from 470 to 790 MHz and each channel contains either noise only or transmitting signal with noise. Fig. 5 shows that the normalized downconverted real-world TVWS signal in the baseband $\mathcal{F} = [0, 320]$ MHz. Strong DVB-T signal reception at channel set $S = [22, 23, 25, 26, 28, 29, 30, 33]$ can be observed in the recorded spectrum. Thus the channel occupancy ratio is $\Omega = 20\%$. To quantify the detection performance, we compute the detection probability $P_d$, i.e., the existing of occupied channels correctly being detected as occupied, under 1000 trials.

B. Results and Analysis

1) Detection Performance versus SNR and Number of Coset Samplers: Firstly, we demonstrate that channel occupancy ratio $\Omega$ affects the required minimum number of coset samplers to achieve the same detection probability $P_d$. It shows in Fig. 6 that the detection performance $P_d$ vs. SNR with $\Omega = 12.5\%$, $25\%$, $37.5\%$. Moreover, it is observed that $P_d$ improves as SNR increases under different scenarios with channel occupancy ratios $\Omega = 12.5\%$, $25\%$, $37.5\%$, which means the minimum number of coset samplers varying with the channel occupancy ratio $\Omega$ to achieve the same detection probability $P_d$. However, the information of channel occupancy ratio $\Omega$ is usually unknown in practice.

To verify the theory that the better detection performance $P_d$ always could be achieved by evolving more coset samplers, we compare $P_d$ vs. number of coset samplers $p$ with fixed $\Omega$ and SNR. It is shown in Fig. 7 that detection performance $P_d$ increases with the number of coset samplers but the extra coset samplers are unnecessary after the optimal detection performance is obtained by minimum number of coset samplers.

The proposed scheme could prevent the waste of sampling resources and guarantee the detection performance with sufficient number of coset samplers under different channel environments, i.e., SNRs. As demonstrated in Fig. 8, the proposed scheme therefore can be terminated according to the stopping criterion when the number of coset samplers reaches $p = 10$ if the received SNR is equal or greater than 5 dB. Besides, more coset samplers are required in the proposed scheme under the worse SNRs to achieve accurate detection performance. Therefore, it is shown that the proposed scheme is allowed to adaptively choose the number of coset samplers under different SNRs.
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2) Detection Performance with the Prior Information in the Geo-location Database: As the active channel set $S$ is randomly generated from $\{Z \cap [1, L]\}$, among which the prior known part $\mathcal{T}$ obtained from geo-location database are randomly chosen from the elements of $S$. The ratio of the prior known part $\mathcal{T}$ in the active channel set $S$, referred as $\tau$, is varied between 0 to 1. The case $\tau = 0$ and $\tau = 1$ corresponds to the sensing only case without assists from geo-location database and the case that current channel occupancy states from geo-location database are fully reliable and no change occurs on the spectrum at current time.

Firstly, the received SNR is set as $-5$ dB and the number of coset samplers $p$ is varied from 15 to 35. As shown in the Fig. 9, the detection performance $P_d$ generally increases with the involved number of coset samplers $p$, and also improves as the percentage of the known part $\tau$ increases. With the input from geo-location database, the number of coset samplers is further reduced in the the proposed joint sensing scheme to achieve the same detection probability compared with the sensing only case. For example, to achieve the desired detection probability of 0.97, sensing only method needs around $p = 20$ coset samplers, while the proposed joint sensing scheme needs only $p = 15$ coset samplers. Moreover, the proposed scheme can update the lack of channel occupancy information in the geo-location database, which helps to improve the detection performance and reduce the required number of coset samplers in the subsequent sensing activities.

Secondly, the detection performance is evaluated with varying received SNR from $-5$ dB to $15$ dB in Fig. 10 with fixing the number of coset sampler as $p = 15$ to sample the received signals. As shown in Fig. 10, the detection performance of the proposed joint sensing scheme utilizing different ratio of known part $\tau$ is always superior to that of the sensing only, especially more sensitive to the low SNR region.

3) Detection Performance with the Partially Incorrect Prior Information in the Geo-location Database: Both Fig. 9 and Fig. 10 follow that the prior information from geo-location database is correct for all given channels. As stated in Section IV, it may be the case that the information from geo-location database is not fully reliable, e.g., some of the channel occupancy states are changed but the geo-location database has not been updated timely. In this situation, the proposed joint sensing scheme can still recover the actual signals since it could remove the incorrect elements in $\mathcal{T}$ from the minimization problem, but more cost samplers are adopted compared with the case when no errors are present in $\mathcal{T}$.

In Fig. 11, the cases in which $\mathcal{T}$ contains some incorrect prior information are simulated, which means that apart from the $c$ channels correctly belonging to the support, there are $\omega$ out of $\tau|S|$ channels in $\mathcal{T}$ that do not belong to the current signal support. The simulation setting is same as that in Fig. 9 and Fig. 10, but with different combinations of $c$ and $\omega$ in $\mathcal{T}$. As shown in the Fig. 11, the proposed scheme can still reconstruct the underlying signals and shows an improvement in detection performance with respect to the case with no prior information.

4) Detection Performance with the Partially Incorrect Prior Information in the Geo-location Database over Real-world Signal: Finally, we apply the proposed scheme on the collected real-world signal to validate the proposed scheme in the practical environment. It is shown in Fig. 12 that the proposed scheme could recover the spectrum even with the partially incorrect prior information from the geo-location database and the detection performance of the proposed joint sensing scheme still is superior to that of the sensing only.

VI. CONCLUSION

In this paper, we proposed a blind joint sub-Nyquist wideband spectrum sensing scheme for cognitive IoT, which only requires the off-the-shelf low-rate ADCs in the wireless IoT devices which have cognitive capabilities. Without the prior knowledge of the number of occupied channels and the level of SNRs, the proposed scheme could blindly select sufficient number of coset samplers to achieve desired sensing performance. To further reduce the required number of the
coset samplers, the processing complexity and the energy consumption over the evolved IoT devices, we proposed to incorporate the channel occupancy information from the geo-location database and the wideband signal reconstruction process. Moreover, with the awareness that the information from geo-location is not fully reliable, the proposed scheme could reconstruct the signal with partially correct information and return the newly updated information to databases. Experimental results have shown that the proposed scheme could not only utilize the minimum number of coset samplers without known number of occupied channels but also guarantee the desired detection performance under wide range of SNRs. Moreover, the performance of the proposed scheme assisted with geo-location database is superior to the sensing only method even when the obtained information is partially correct, especially in low SNR region. These benefits from the proposed scheme make it be a good candidate for the large-scale deployment of the power constrained IoT devices and spectrum management.
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