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Abstract

Adding relay stations (RS) between the base station (BS) and the mobile stations (MS) in a cellular system can extend network coverage, overcome multi-path fading and increase the capacity of the system.

This thesis considers the radio resource allocation scheme in relay based cellular networks to ensure high-speed and reliable communication. The goal of this research is to investigate user fairness, system throughput and power consumption in wireless relay networks through considering how best to manage the radio resource.

This thesis proposes a two-hop proportional fairness (THPF) scheduling scheme fair allocation, which is considered both in the first time subslot between direct link users and relay stations, and the second time subslot among relay link users.

A load based relay selection algorithm is also proposed for a fair resource allocation. The transmission mode (direct transmission mode or relay transmission mode) of each user will be adjusted based on the load of the transmission node.

Power allocation is very important for resource efficiency and system performance improvement and this thesis proposes a two-hop power allocation algorithm for energy efficiency, which adjusts the transmission power of the BS and RSs to make the data rate on the two hop links of one RS match each other.

The power allocation problem of multiple cells with inter-cell interference is studied. A new multi-cell power allocation scheme is proposed from non-cooperative game theory; this coordinates the inter-cell interference and operates in a distributed manner. The utility function can be designed for throughput improvement and user fairness respectively.

Finally, the proposed algorithms in this thesis are combined, and the system performance is evaluated. The joint radio resource allocation algorithm can achieve a very good tradeoff between throughput and user fairness, and also can significantly improve energy efficiency.
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Chapter 1 Introduction

1.1 Background/Motivation

As wireless communication develops, higher requirements are demanded of wireless networks. In 2003, the International Telecommunication Union Radio communication sector (ITU-R) proposed that next generation networks should achieve a total cell capacity of up to 1 Gbps for slow-moving users and 100 Mbps for fast moving mobile stations (MS). However, the limitation on radio resource is the real bottleneck for developing higher-speed wireless networks. Research on future wireless systems to provide higher capacity, yet retaining efficient use of the frequency spectrum, can be divided into two aspects:

i. Advanced technology in the physical layer, such as orthogonal frequency division multiplexing (OFDM) [1] which can be used to reduce multi-path interference, and multiple input multiple output (MIMO) [2], which provides spatial reuse.

ii. New network architectures, such as adding relay stations between the base station (BS) and MS [3], or with MESH networks [4].

In future wireless systems, each user will expect a high throughput so they can access different multimedia services regardless of their location and mobility. However, the traditional cellular architecture is not well-suited to provide uniform data rate coverage. Additionally, if the radio propagation is non-line-of-sight (NLOS) (as is likely) the pathloss will be higher than line-of-sight (LOS), so that the effect on an MS near the cell boundary will be worse, making it more difficult to achieve a spectral efficiency comparable to that seen by an MS near the BS that does have LOS transmission.

A simple way to handle the pathloss problem is to divide a long path into multiple shorter hops and to use relay stations (RS) for data forwarding. RSs can also be used
for temporary coverage in applications such as disaster relief as well as being deployed in hotspot areas.

Whatever techniques are used for increasing available bit rate, radio resource management (RRM) is an increasingly important problem and one that faces new challenges. In addition, the spectral efficiency and the energy efficiency should be considered in the RRM. The addition of relay stations in the wireless cellular network creates new research issues for the RRM, including relay station allocation, handover between RSs, and new considerations in frequency planning. In addition, channel allocation and power allocation between relays need to be considered.

1.2 Research Scope

This thesis describes research into the radio resource allocation scheme in relay based cellular networks. OFDMA [5] will be the modulation and multiple access method for future wireless networks and hence it is the only multiple access method considered in this thesis.

Adding fixed relays into the cellular network adds new research considerations:

- which users will have their data forwarded through a relay;
- which relay will be selected to serve a user;
- the allocation of subchannels to the RS and MS in the first hop link;
- the allocation of subchannels to the MS in the second hop link;
- how to allocate transmission power between links; and
- how to allocate transmission power among cells.

The goal of this research is to investigate fairness, throughput and power consumption of wireless relay networks through considering how best to manage the radio resource.

Initially fairness is considered as it is important that available resources are shared equitably between users. The user fairness is considered in the subchannel allocation
and relay selection, which will give the best tradeoff between system throughput and user fairness.

Power allocation is very important for resource efficiency and system performance. Determining how transmission power will be allocated between the two hop links and among different cells is important to increase the power efficiency while maintaining system performance.

1.3 Research Contributions

The work reported in this thesis is novel. The main contributions are:

1. Two-hop proportional fairness algorithm

This thesis proposes a two-hop proportional fairness (THPF) scheduling scheme for relay based OFDMA cellular systems. The fairness allocation problem is considered both in the first time subslot between direct link users and relay stations, and the second time subslot among relay link users. The proportional fairness scheduling algorithm [6] is extended to a two-hop scenario, so the long-term fairness between the relay link user and the direct link user is guaranteed, and the radio resource is fully exploited.

2. Load based relay selection algorithm

A load based relay selection algorithm (LBRS) is proposed for a fair resource allocation. The transmission mode (direct transmission mode or relay transmission mode) of each user will be adjusted based on the load of the transmission node, which will make the long-term average data rate of relay link users and direct link users equal so that user fairness is enhanced.

3. Two-hop power allocation algorithm

An adaptive power allocation algorithm (called two-hop power allocation - THPA) is proposed for energy efficiency in relay based OFDMA cellular systems. The base
station or relay station adjusts power adaptively in terms of the difference between the first hop link data rate and the second hop link data rate of each RS. In this way, the data rate on the two hop links of one RS will be matched so that the total transmission power will be reduced while the system throughput does not decrease.

4. Multi-cell non-cooperative power allocation game

A multi-cell non-cooperative power allocation game (NPAG) is proposed to improve the system throughput and reduce the transmission power. This is applied to the first time subslot for BSs and the second time subslot for RSs. In all the cells, each transmitter (BS or RS) controls the power allocation on each subchannel to maximize its own utility in a distributed way. As the Nash equilibrium is used to determine the solution of this problem, the existence and uniqueness of the Nash equilibrium are also studied.

5. Multi-cell non-cooperative power allocation game for fairness

The multi-cell non-cooperative power allocation game is modified by adding a novel utility function defined for user fairness, since cell-edge users will suffer from larger inter-cell interference. This is known as NPAG-F. The pricing factors for BS and RS are adjusted adaptively as a function of the average data rate and it is shown that this improves fairness greatly with only a small impact on system throughput and reduces the transmission power of the BS and the RSs greatly.

6. Joint radio resource allocation algorithm

The proposed algorithms in this thesis improve the system performance by relay selection, subchannel allocation and power allocation. The proposed LBRS, THPF, THPA and NPAG (NPAG-F) are combined, and the system performance (throughput, the user fairness and energy efficiency) is evaluated. The joint radio resource allocation algorithm can achieve a very good tradeoff between throughput and user fairness, and also can significantly improve energy efficiency.
1.4 Author’s Publications


1.5 Thesis Organisation

The remainder of this thesis is organised as follows.

Chapter 2 introduces the relevant concepts in relay networks, including the basic concept of a relay based cellular network, usage model, relay classification and network configuration; it also introduces relevant research in relay networks.

Chapter 3 discusses the simulator used for relay based OFDMA systems. The overall design of the simulation platform and the system parameters are given in the first part of this chapter with the detailed function of the main modules being given in the second part. The chapter also discusses validation of the simulator.

Chapter 4 surveys radio resource allocation in relay networks. The basic concept and content of resource management is introduced first, and then the relevant work of relay selection, channel allocation and power allocation is discussed in turn.

Chapter 5 investigates the fairness issue for resource allocation in two-hop relay based cellular systems. A two-hop proportional fairness scheduling algorithm and a load based relay selection algorithm are proposed to give fair resource allocation.

Chapter 6 researches the power allocation problem. First, a two-hop power allocation scheme for energy saving is given that balances the date rates on the two hop links. Second, the power allocation problem with co-channel interference is studied in multi-cell systems. Based on game theory, a multi-cell non-cooperative power allocation game for throughput and fairness is proposed respectively. Besides, the joint power allocation algorithm which considered power allocation between multi-cell and between two hop links is given and the performance is discussed.

Chapter 7 gives the system performance evaluation of the proposed radio resource allocation algorithms in this thesis.

Chapter 8 concludes the works in this thesis, and the direction of the future work is discussed.
Chapter 2 Relay based OFDMA Cellular Networks

2.1 Basic Concept of Relay

In future wireless systems, the requirement for high data rate and spectral efficiency means that the conventional cellular architecture is not feasible for the following reasons:

- Much higher transmission power is needed to maintain the same coverage because the required transmission rate is much higher to support applications.
- The frequency spectrum will be higher than the 2GHz band and as a result the radio propagation will be significantly more vulnerable to NLOS conditions [7].

To overcome these problems, some fundamentally new technologies are needed to satisfy the requirement of throughput and coverage: these include modification of wireless network architecture as well as advanced transmission techniques.

Increasing the density of base stations is one potential solution for these two problems but it will greatly increase the deployment costs; an alternative is deploying RS which has drawn much attention [7] and is considered to be a most promising architecture for the very high throughput and coverage requirements of future systems. Adding RS in a cellular system can extend network coverage, overcome multi-path fading and increase the capacity of the system.

RSs, which can be either network elements or user terminals, are more intelligent than repeaters and are capable of storing and forwarding data, making scheduling and routing decisions, supporting radio resource assignment and MS handover [8]. The cost of a relay network is much lower compared with one that just adds more BSs because RSs have more limited functionality. Compared with single-hop cellular networks in which data is transmitted directly between BS and MS, information can
be routed from source to destination via multiple hops in relay based cellular networks.

2.2 Usage Model of Relay

Different models can be devised for how relay networks can be used; all of those mentioned are from [9].

In the fixed usage model, fixed RSs can be sited on towers, poles, buildings, lamp posts, or other similar locations. Figure 2.1 (Figure 1 from [9]) illustrates some of the cases that appear in this usage model:

- deployment of RSs to provide coverage extension at the edge of the cell;
- coverage for indoor locations;
- coverage for users in “holes” that exist due to shadowing and in areas between buildings; and
- access for clusters of users outside the coverage area of the BS.

![Figure 2.1 Example fixed infrastructure usage model (from [9])](image)
Another model is for in-building coverage where RSs are used to provide better coverage and higher throughput inside a closed area, like a building or shopping mall; RSs can be fixed or nomadic and can be inside or outside the building.

In the temporary coverage model, nomadic RSs are put in temporary locations, to provide capacity where the BS and fixed RS will not suffice. Some examples of this usage model are (i) emergency or disaster recovery; (ii) temporary coverage for event, which is illustrated in Figure 2.2 (Figure 3 from [9]).

![Figure 2.2 Examples of temporary coverage (from [9])]({})

Mobile RSs can also be located on a mobile vehicle, such as a bus, train or ferry and provide service directly to a number of MSs which are travelling together with the mobile vehicle. In this case the RSs are mobile in the sense that they are moving with the vehicle, but they are fixed relative to the MSs. RSs deployed in this usage model are expected to be complex as they may enter and exit the network when the vehicle enters or exits the coverage area of the network. In this model, topologies may be more than two-hops. An example of a multi-hop topology is the case where the train
travels through a tunnel and the mobile RS onboard the train connects to RSs that are deployed along the tunnel [9].

2.3 Classification of Relay

2.3.1 Amplify-Forwarding and Decode-Forwarding

RSs can be classified into amplify-forwarding (AF) relay and decode-forwarding (DF) relay.

The AF relay receives the useful signals from the transmitter with interference plus noise; then it simply amplifies the received signals and retransmits them. The receiver can selectively receive either the retransmitted signal from the RS or the signal from the BS directly; it can even combine both of the signals. Although the noise is amplified by the RS, the system performance can still be improved by the AF relay using selective receiving or combined receiving [10].

A DF relay is a RS that can decode and regenerate the received signal so that it does not retransmit the received noise, although the system time delay is longer than that with the AF scheme [11].

Other relay types exist, including the compress and forwarding (CF) relay that compresses and forwards to reduce the data to be retransmitted [11].

In this thesis the DF relay is used so that other types will not be considered further.

2.3.2 Fixed Relay and Mobile Relay

Relay also can be classified into fixed RS and mobile RS.

The position of a fixed RS is pre-determined and there is no mobility. Fixed RSs can be used to give uniform data rate coverage for all the users within the cell area as well as extending the cell coverage for high data rates in a macro-cell. The main scenario is shown in Figure 2.3 (Based on Fig. 1 from [12]).
The mobile RS is moveable, and the topology of mobile relay based cellular networks is therefore changeable. Mobile RSs can be either a station or a mobile user that is serving as a relay for other users. There are three main scenarios for mobile RS:

**Stationary RS relative to moving MS** [13]: In this case the relay may be moving, in absolute terms but is stationary with respect to the terminals it is serving, such as the example of a mobile RS on a train serving the terminals in the train (that are stationary with respect to the relay).

**Moving RS and moving MS**: Here the RS is moving with respect to the terminals it is serving; examples might be RSs on buses to provide coverage in parks and streets.

**MS acting as Mobile RS**: In this scenario, the mobile terminals can act as a RS for other mobile terminals.

The deployment of fixed RS is a more common application scenario compared with the deployment of mobile RS, since the fixed RS is a more practical and easy to make deployment.
The key research points of relevant research work and standardization also focus on fixed RS scenarios. Although, the relevant research results on fixed RS can be extended to mobile RS scenarios. The algorithms proposed in this thesis can be applied to both fixed and mobile RS, albeit with some extra complexity for mobile RS. Since the deployment of fixed RS is more common, in this thesis, the performance of algorithms is only examined under the fixed RS scenario.

2.4 Relevant Research

Standards work on relay networks has been organised through The Institute of Electrical and Electronics Engineers (IEEE) 802.16’s Relay Task Group, which is developing a draft under the P802.16j Project Authorization Request (PAR), which was approved by the IEEE Standards Association Standards Board on 30th March 2006. The PAR addresses “Air Interface for Fixed and Mobile Broadband Wireless Access Systems Multi-hop Relay Specification” [14].

By using multi-hop relay, the speed of 802.16e can be increased and the coverage of the cell can be expanded. The data rate is the same across the whole cell coverage area, so that users at the edge get the same achievable rates as those in the centre: this meets the targets of next generation wireless networks.

European Union (EU) projects have also been addressing relay networks, such as Winner (Wireless World Initiative New Radio) in Framework Programme 6 (FP 6) [15]. In this project, different relay concepts were introduced, such as single hop relay, fixed homogeneous multi-hop, fixed heterogeneous multi-hop, mobile multi-hop, and cooperative multi-hop.

Beside that, the document of system description of IEEE 802.16m, and proposal of 3GPP LTE-A (Long Term Evolution Advanced) have discussed the relaying technology in the cellular networks.
Using a relay can increase the throughput of the system compared with conventional single hop cellular networks; this is because the pathloss is reduced with the use of multiple hops. However, a multi-hop link may consume much more radio resource compared with the direct link, which could be a problem as radio resources are always limited. Moreover, greater interference is created, caused by the number of simultaneous transmissions in multi-hop networks. Since the resource management scheme in a relay based cellular network is more complex than in conventional cellular networks, the study of radio resource management in relay based cellular networks is necessary and important.

Radio Resource Management includes such topics as resource allocation, relay selection, access control, and load balancing and hand-over.

Radio resource allocation, which handles the assignment and allocation of RS, radio channels, and transmitter power, is always an important issue in wireless system design. The relay station can be seen as a new resource shared by different MSs, and the relay selection scheme is important in relay based cellular networks as it has a large influence on systems performance. The most relevant work from other areas is the routing mechanism in mobile ad-hoc networks. Although some ideas can be taken from ad hoc networks, the constraints and capabilities of relay networks are very different and so relay selection in relay networks is a subject that needs further investigation. This is more of a challenge when considering relay coordination, and even more complex when considering mobile relays [13].

The handover scheme will be different in relay networks compared with conventional cellular networks since the moving MSs can handover from RS to RS, BS to RS or RS to BS. The handover scheme will be even more complex if mobile RSs are used, but moving RSs are not within the scope of this thesis.
2.5 Orthogonal Frequency Division Multiple Access

2.5.1 Principle of OFDMA

Orthogonal Frequency-Division Multiple Access (OFDMA) is a multi-access version of the Orthogonal Frequency Division Multiplexing (OFDM) scheme. The principle of an OFDM system is to use narrow, mutually orthogonal subcarriers to carry data, and the OFDMA is achieved by assigning different subcarriers to carry data from different users.

OFDM is now thought to be the most promising technology for next generation wireless communication networks [16]. The concept of OFDM can be traced back to the 1950s when the Kineplex system [17] was proposed as a military multi-carrier high-frequency communication system. In 1966, R.W. Chang [18] described the concept of using parallel data transmission and frequency-division multiplexing (FDM). The first patent on OFDM [19] was issued in 1970 in the US, a proposal to use Inverse Discrete Fourier Transform (IDFT)/DFT to achieve multi-carrier transmission was proposed by Weinstein & Ebert [20] in 1971, and later by Hirosaki in 1981 [21]. In 1995, a digital circuit was used instead of an analogue circuit to achieve orthogonal signal modulation, thus making OFDM practical [22]. In 1980, Peled and Ruiz [23] proposed to insert a cyclic prefix (CP) into the OFDM symbol and eliminate the interference between carriers.

OFDM is multi-carrier transmission where data are divided between the different subcarriers of one transmitter. Different subcarriers are orthogonal to each other, as at the sampling instant of a single subcarrier, the other subcarriers have a zero value, as shown in Figure 2.4 [24].
In OFDM, the orthogonal subcarriers are generated by the IFFT block. The serial stream data from the source is converted to a parallel sub-stream data, which is followed by the IFFT operation. Each input for the IFFT block corresponds to the input representing a particular subcarrier and can be modulated independently of the other subcarriers. The IFFT block is followed by adding the cyclic extension (cyclic prefix), as shown in Figure 2.5 [24].
The motivation for adding the cyclic extension is to avoid inter-symbol interference. When the transmitter adds a cyclic extension longer than the channel impulse response, the effect of the previous symbol can be avoided by ignoring (removing) the cyclic extension at the receiver.

### 2.5.2 OFDMA System Model

Orthogonal Frequency-Division Multiple Access (OFDMA) is a multi-access version of the OFDM modulation scheme. Since the subcarriers are orthogonal, each subcarrier can use a different modulation scheme such as: Phase Shift Keying (PSK), adaptive quadrature amplitude modulation (QAM) and it can be allocated transmission power separately. OFDMA is achieved by assigning subsets of subcarriers to individual users. Multi-user diversity allows the spectrum efficiency to be improved by allocating subchannels to those users with good channel conditions.

In the downlink of OFDM systems [25], the system bandwidth (BW) is $B$, the number of subcarriers is $M$, so the subcarrier bandwidth is $B_m = B / M$. Let $\{b_k\}$ be the set of symbols of the user $k$, and let $s_{k,m}$ be the transmission power allocated to the user $k$ on the subcarrier $m$. Assuming channel state information (CSI) is known at both the transmitter and the receiver, $g_{k,m}$ is the channel gain between the BS and the user $k$ on the subcarrier $m$, and $q_{k,m}$ is the number of bits in each data symbol of the user $k$ on the subcarrier $m$.

In a single cell of an OFDMA system, the signal to noise plus interference ratio (SINR) $\gamma_{k,m}$ of the user $k$ on the subcarrier $m$ is:

$$\gamma_{k,m} = \frac{s_{k,m}g_{k,m}}{\sigma^2}$$  \hspace{1cm} (2.1)

In which, $\sigma^2$ is the variance of Additive White Gaussian Noise (AWGN).
Assuming a QAM scheme is used in the OFDM system, the bit error rate (BER) of the user $k$ on the subchannel $m$ can be expressed as [26]:

$$BER \leq \frac{1}{5} \exp \left( -\frac{1.5 \gamma_{k,m}}{2^{\gamma_{k,m}} - 1} \right)$$

If $q_{k,m} \geq 2$ and $0 \leq \gamma_{k,m} \leq 30dB$, the expression (2.2) will be satisfied. For a certain BER, the max number of sent bits in each symbol is:

$$q_{k,m} = \log_2 \left( 1 + \frac{\gamma_{k,m}}{\Gamma} \right)$$

in which, $\Gamma$ is constant with a particular BER; this expresses the difference between the Multiple Quadrature amplitude (M-QAM) signal and Shannon channel capacity.

In an Additive White Gaussian Noise (AWGN) channel, $\Gamma = -\ln(5BER)/1.5$ [26].

### 2.5.3 Advantages of OFDMA

**High Spectral Efficiency:** After the IFFT operation, subcarriers can overlap partially so the symbol transmit rate can achieve the Nyquist limitation [16]. The OFDMA system assigns different subcarriers to different users, so users are orthogonal to each other, and the interference between users is reduced substantially. Hence, OFDM technology can increase the system throughput.

**Simple System Implementation:** Since subcarriers are orthogonal to each other, the Discrete Fourier Transform (DFT) can be used to represent OFDM symbols. The computational complexity of DFT is very high, $O(n^2)$. However, using IFFT/Fast Fourier transform (FFT) instead of IDFT/DFT, the computational complexity of the OFDM algorithm is reduced to $O(\log_2(N))$ [16].

**Anti-fading and Anti-interference:** OFDMA is good against frequency-selective fading and interference. Because OFDM divides the wideband transmission into
narrowband transmission on different subcarriers, each channel (subcarrier) can be treated as a flat fading channel [16].

**Flexible Resource Allocation:** OFDMA can select certain subcarriers for transmission according to channel condition, so dynamic frequency allocation can be achieved; it can also fully make use of frequency diversity and multi-user diversity to get optimal system performance [16].

### 2.6 Deployment of Fixed Relay in OFDMA Cellular Systems

Adding relay stations (RS) between the base station (BS) and the mobile stations (MS) in OFDMA cellular systems can extend network coverage, overcome multi-path fading and increase the capacity of the system. However, there are some important parameters that affect overall system performance, such as the distance between the BS and RS, and the number of relays, the number of hops, and the frequency reuse factor.

#### 2.6.1 Hops between BS and MS

In a relay system, traffic is transmitted over multi-hop paths. By reducing the attenuation between the transmitter and the destination, the system performance can be improved. Deploying a sufficient number of RSs in the whole cell and finding a suitable route with good links via multi-hops for packets can increase the overall capacity, and reduce the congestion happening within the cells. However, the balance between the cost of RS deployment and the performance improvement needs to be considered [12].

Using just two hops is an approach well-known for its simplicity with respect to routing and resource allocation. In addition, the two-hop scheme can provide a good tradeoff between diversity gain and repetition coding [12]. In this thesis, a two-hop structure is used between the BS and MS.
2.6.2 Definition of Terms

This thesis uses the normally accepted definitions that are found in the literature:

- **Direct link user** is the user that communicates with the BS directly.
- **Relay link user** is the user that communicates with the BS via RS using two-hops.
- **Direct link** is the link between BS and user.
- **Relay link** is the link between BS and RS (the first-hop link) and the link between RS and MS (the second-hop link).

This normal definition of links and nodes for a relay network is shown in Figure 2.6.
MS knows that communication is routed through the RS so the frame structure design should consider the synchronization problem of BS and RS.

The frame structure consists of downlink (DL) frame period and uplink (UL) frame period. If the system is TDD, a time guard (TG) will be inserted between the DL frame and the uplink (UL) frame.

The transparent frame structure in the downlink is shown in Figure 2.7 [27].

![Figure 2.7 The DL transparent frame structure in relaying system](image)

The non-transparent frame structure in the downlink is shown in Figure 2.8.

![Figure 2.8 The DL non-transparent frame structure in relaying system](image)

The transparent frame structure is used in this thesis. The BS schedules subchannels in each transmission time interval (TTI). One TTI can contain one or several time slots. In this thesis, one TTI equals one time slot, as finer scheduling interval granularity makes better use of quickly changing channel conditions. As a relay link is divided into the first hop link and the second hop link, a time slot is also divided
into the first time subslot and the second time subslot. For example, in the downlink, the subchannels in the first time subslot are allocated to the direct link users and the first hop of relay link users; the subchannels in the second time subslot are allocated to the second hop of relay link users.

2.6.4 Frequency Band

In relay based cellular networks, a transparent RS uses the same carrier frequency to communicate with nodes above and below it (BS and MS in a 2-hop network); a non-transparent RS may use the same or different frequencies [28]. A single frequency network with transparent RS is considered in this thesis, so the BS-RS link uses the same frequency band as the RS-MS link.

2.6.5 Frequency Reuse Method

There are two main frequency reuse methods [29]. The first method is shown in Figure 2.9a: the frequency reuse factor (FRF) of this transmission type is one. In the downlink, the BS transmits data to direct link users and RSs on same frequency band; all RSs transmit data to relay link users on the second time subslot, sharing the same frequency band as the first time subslot (TDD). Similarly, in the uplink, relay link users transmit data to RS in the first time subslot on the whole frequency band, and in the second time subslot, direct link users and RSs transmit data to BS using the same frequency band as that of the first time subslot (TDD).

The second frequency reuse method is shown in Figure 2.9b, in which the whole frequency band is divided into n sub-band for n RS and the RSs will relay data on separate frequency bands. In the downlink, the BS transmits data to all direct link users and RSs using the whole frequency band in the first time subslot, and each RS transmits data to relay link users within its coverage using independent sub-bands in the second time subslot. In the uplink, relay link users transmit data to their RS using the sub-band of this RS in the first time subslot and the direct link user and RS transmit data to the BS using the whole frequency band in the second time subslot.
There is no co-frequency intra-cell interference by using both frequency reuse method A and method B. Method B can reduce co-frequency inter-cell interference, but the spectrum efficiency of method B is lower than that of method A. In the scheduling of method A, the user can select subchannels among a wider bandwidth compared with that of the method B, so the frequency reuse gain of method A is larger than that of method B. In this thesis, frequency reuse method A is used, and a multi-cell power allocation algorithm is used in this research to reduce the co-frequency inter-cell interference.

![Diagram of Frequency Reuse Methods]

**Figure 2.9 Frequency reuse method**

2.6.6 Distance between BS and RS

If an RS is too close to the BS, the MSs near the cell boundary cannot really take advantage of relaying, and the interference between RSs becomes high since they are close together. On the other hand, if the RS is located near the cell boundary, the coverage of each RS will be reduced since it will suffer interference from RSs in adjacent cells. Therefore, the distance between the BS and RS is an important factor to be considered and indeed some of the results in Chapter 5 show the effect of changing the position of RSs.
2.7 Summary

This chapter introduces the relevant concepts in relay networks, including the basic concept of relay, the usage model of relay, the classification of relay, and the relevant research in relay networks. Also, the basic concept of OFDMA is introduced and the network configuration in relay based OFDMA networks is discussed, including the number of hops between BS and MS, definition of terms in relay networks, frame structure, frequency band, frequency reuse method and distance between BS and MS.
Chapter 3 Simulator for OFDMA Relay Networks

3.1 Overall Design of Simulation Platform

This simulation platform was built based on an existing downlink non-relay OFDMA system level platform and all the modules are modified to produce a downlink relay based OFDMA system level platform by the author and to add in the specific algorithms proposed in this thesis. The simulator is designed based on IEEE 802.16j [9][27][30], and Long Term Evolution (LTE) [31][32][33]. The main simulation modules are listed below and the details of each module are given in section 3.3.

Initialize module: Creates network topology, initializes the position of BS, RS, and MS, computes large scale pathloss and shadow fading.

Multi-path fading channel module: Creates multi-path fading channel, including relay links and direct links.

CQI feedback module: Calculate the channel quality information (CQI), and feeds back the CQI to BS. The CQI information includes: CQI of BS to RS, CQI of RS to MS, and CQI of BS to MS.

Relay selection module: For each user, a certain RS should be selected to forward and transmit data. Different relay selection algorithms would result in different relay selection decisions.

Scheduling module: The subchannels in the first time subslot will be allocated to the RSs and the direct link users; the subchannels in the second time subslot will be allocated to the relay link users in terms of the scheduling algorithm according to the frame structure of relaying systems [27]. Different scheduling criteria would result in different system performance.
**Power allocation module:** Based on a particular power allocation algorithm, the BS allocates the power to each subchannel in the first subslot, and the RS allocates the power to each subchannel in the second subslot.

**Channel capacity calculation module:** Based on allocated subchannel and allocated power of each user, each user’s CQI and data rate within one TTI is calculated.

**System performance statistics module:** Calculates the statistics of system performance, including data rate, packet loss rate and packet delay.

The simulation uses time-stepping (with the time step being equal to the TTI).

The flow within the simulator is shown in Figure 3.1.
3.2 Simulator System Parameters

A downlink relay based OFDMA system is considered here.

In the OFDMA system, every 25 continuous subcarriers compose a subchannel, which is one frequency unit of resource allocation. One transmission timing interval (TTI) is 1 ms, and each TTI is one time unit of resource allocation. Detailed parameters of the downlink system are listed in Table 3.1 [31][32].
Table 3.1 Downlink transmission parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission Bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>TTI</td>
<td>1 ms</td>
</tr>
<tr>
<td>Subcarrier spacing</td>
<td>15kHz</td>
</tr>
<tr>
<td>Number of subcarriers occupied</td>
<td>601 [-300,300]</td>
</tr>
<tr>
<td>Number of subcarriers in use</td>
<td>600, subcarrier # 0 is not used</td>
</tr>
<tr>
<td>Subchannels</td>
<td>24</td>
</tr>
<tr>
<td>Subcarriers/subchannels</td>
<td>25 (consecutive)</td>
</tr>
<tr>
<td>Subchannel BW (kHz)</td>
<td>375</td>
</tr>
</tbody>
</table>

In this simulator, a typical urban macro-cell is used (defined in the 3GPP scenario Case 2 [33]), and detailed system level simulation parameters of the macro-cell reflecting typical values in an urban macro cell area are listed in Table 3.2; the transmission power of the RS is a half of that of the BS, as in [34][35][36]. The channel model refers to the IEEE 802.16j document which will be considered in Section 3.4. Note that a wrap-around model (19 cells as centre cluster) is used [33]. There are six RSs sited uniformly in each cell as is commonly used in the literature [36] and it is assumed that no additional spectrum is available and, hence, all links use the same spectrum.

The urban macro-cell scenario is chosen as that is the most likely for relay systems to increase the system capacity whereas in rural areas it is coverage that is usually the design consideration. However, the approach taken is generic and could be applied in principle to any type of cell layout, including rural and suburban.
Table 3.2 System level simulation parameter of Macro-cell

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cellular Layout</td>
<td>Hexagonal grid, 19 cell sites</td>
</tr>
<tr>
<td>Inter-site distance</td>
<td>500 m</td>
</tr>
<tr>
<td>Central Frequency/Bandwidth</td>
<td>2.0 GHz/10MHz</td>
</tr>
<tr>
<td>Total BS TX power</td>
<td>20 W</td>
</tr>
<tr>
<td>Total RS TX power</td>
<td>10 W</td>
</tr>
<tr>
<td>MS power class</td>
<td>250 mW</td>
</tr>
<tr>
<td>Minimum distance between MS and BS</td>
<td>&gt;= 35 meters</td>
</tr>
<tr>
<td>Thermal noise density</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Penetration Losses</td>
<td>20 dB</td>
</tr>
<tr>
<td>Target BER</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Number of simulation drops</td>
<td>20</td>
</tr>
<tr>
<td>Simulation time per drop</td>
<td>1000 TTI</td>
</tr>
</tbody>
</table>

3.3 Module Functions and Implementation

The functions of main modules of the simulation platform are briefly explained below.

3.3.1 Initialisation Module

*Function description:* This module initializes the parameters of the system, and sets up the basic settings of the system, including the deployment of BSs, RSs and MSs, the measurement of antenna gain, the determination of pathloss and shadow fading.
3.3.2 CQI Feedback Module

*Function description:* SINR of users on all subchannels can be calculated using (i) the BS sending power, (ii) the user’s large scale fading, (iii) small scale (multi-path) fading (iv) co-channel interference from other cells and (v) AWGN.

![Figure 3.3 Flow chart of CQI feedback module](image-url)
3.3.3 Resource Allocation Module

*Function description:* Based on the channel quality indicator (CQI) report from the previous TTI, resource is allocated to users according to the resource allocation algorithm. The resource here includes the choice of RS, subchannel and transmission power.

In the downlink, BS chooses to transmit data via relay link or direct link. If it transmits via relay, the BS needs to decide which relay will be used (the relay selection). There are two time subslots in one TTI. In the first time subslot, under equal power allocation, the BS allocates subchannels for relay link users and RSs; in the second time subslot, the BS allocates subchannels for relay link users. After the subchannels are allocated, the transmission power can be adjusted on each subchannel. The transmission bit rate on each channel can then be calculated using the Shannon formula.

This is the core module for the work reported in this thesis and the flow chart is shown in Figure 3.4.

![Flow chart of resource scheduling module](image)

*Figure 3.4 Flow chart of resource scheduling module*
3.4 Channel Module

In a wireless communication system, the channel state plays an important role in determining the system performance, and it greatly affects the quality of communication. In order to rapidly and accurately simulate channel states, a large-scale fading (pathloss and shadowing) model, and small scale fading (multi-path fading) model are considered in this channel module. There are three kinds of links in relay based cellular networks: (i) the direct link (the link between BS and MS), (ii) the first hop link (the link between BS and RS) and (iii) the second hop link (the link between RS and MS). An urban macro-cell scenario is used in this paper, assuming BS and RSs are all sited above roof top (ART), and users are sited below roof top (BRT). The small-scale fading model used here is essentially that in [30].

3.4.1 Pathloss Model

The channel model of urban macro-cell scenario uses the Type H above roof top (ART) to ART model in [30] to simulate the fixed relay scenario.

3.4.1.1 Pathloss between BS and RS

The pathloss scenario of BS-RS link is shown in Figure 3.5 (Figure 2 from [29]), where node antennas have line-of-sight (LOS) between them.
The pathloss is determined using the COST 231 model (Appendix A in [37]) (but excluding the rooftop-to-MS diffraction loss because the link between BS and RS is LOS), and consists of the free-space pathloss plus the multiscreen diffraction loss \( L_{\text{msd}} \).

The free space pathloss model is shown below (\( \log \) denotes \( \log \) to base 10)

\[
L_f = 32.44 + 20 \log \left( \frac{f_c}{MHz} \right) + 20 \log \left( \frac{d}{km} \right) \text{(dB)} \tag{3.1}
\]

where \( d \) is distance between BS and RS, and \( f_c \) is the carrier frequency.

The multiscreen diffraction loss \( L_{\text{msd}} \) is

\[
L_{\text{msd}} = L_{\text{bsh}} + k_a + k_d \log(d/\text{km}) + k_f \log(f_c/\text{MHz}) - 9 \log(b/\text{metre}) \tag{3.2}
\]

where \( b \) is the distance between two buildings (in metres). Furthermore,

\[
L_{\text{bsh}} = -18 \log(1 + \Delta h_b) \tag{3.3}
\]

where \( \Delta h_b = h_b - h_{\text{roof}} \) is the difference between the height of the BS, \( h_b \), and that of the building roof, \( h_{\text{roof}} \).

From [30], values used are: \( k_a = 54, h_b = 30 \text{ m}, h_{\text{roof}} = 15 \text{ m}, b = 30 \).

The dependence of the pathloss on the distance and frequency is given by parameters \( k_d \) and \( k_f \); here values are chosen as \( k_d = 18 \) and

\[
k_f = -4 + 1.5 \left( \frac{f_c}{925} - 1 \right)
\]

for a metropolitan area according to the specifications of COST 259 [29].

The total pathloss \( L \) between BS to RS on the first hop link is
3.4.1.2 Pathloss between BS and MS

BS and RS are sited above the rooftops (ART) and MSs are below the rooftops (BRT), so there is non-line-of-sight (NLOS) between them. The pathloss is determined using the COST 231 model \([37]\) which consists of the free-space pathloss \(L_f\), the multiscreen diffraction loss \(L_{md}\) and the rooftop-to-street diffraction loss \(L_{rs}\). The free-space pathloss model \(L_f\) and the multiscreen diffraction loss \(L_{md}\) expression are the same as (3.1) and (3.2) respectively.

The rooftop-to-street diffraction loss is

\[
L_{rs} = -16.9 - 10\log_{10} w + 10\log_{10} f_c + 20\log_{10}(\Delta h_m) + L_0
\]

(3.5)

where \(w\) is the width of street (here \(w = 12\) m), and \(\Delta h_m\) is the height difference between the building and the MS, the height of the user terminal is taken to be 1.6m, so \(\Delta h_m = 15 - 1.6 = 13.4\) m. Also from COST 231, \(L_0\) is a function of the street orientation, which here is chosen to be 90°, so that \(L_0 = 4 - 0.114(90° - 35°)\) using the work in that reference [30].

The total pathloss \(L\) between BS to MS on the direct link is

\[
L = L_f + L_{md} + L_{rs}
\]

\[
= 44.0120 + 38\log_{10} \left(\frac{d}{km}\right) + \left(14.5 + 1.5 / 925 \times f_c\right) \times \log_{10} (f_c / MHz)
\]

(3.6)

3.4.1.3 Pathloss between RS and MS

The pathloss between RS and MS is determined by the Cost 231 Walfisch-Ikegami model (Appendix A in [37]) including the free-space pathloss \(L_f\) (3.1), the
multiscreen diffraction loss $L_{msd}$ (3.2), and the rooftop-to-street diffraction loss $L_{rts}$ (3.5).

The parameters are defined as follows:

$h_{rs} = 20 \text{ m}$, $h_{roof} = 15 \text{ m}$, the height between RS and roof is $\Delta h = 20 - 15 = 5 \text{ m}$.

The total pathloss between RS to MS is

$$L = L_f + L_{ms} + L_{rts}$$

$$= 51.6795 + 38 \times \log_{10}(d/\text{km}) + (24.5 + 1.5/925 \times f_c) \times \log_{10}(f_c/\text{MHz})$$  \hspace{1cm} (3.7)

### 3.4.2 Shadow Fading Model

The level of shadow fading is usually simulated by using a log-normal distributed random variable [30], this refers to typical log-normal shadow fading model [30] is used here. To simplify the shadow fading, correlation of shadowing fading is not considered in this thesis. There is no shadow fading between BS to RS which are both located on the rooftop, but has to be considered between BS to MS and RS to MS, in which the standard deviation value is 8 dB under NLOS transmission [30].

### 3.4.3 Multi-path Fading Model

OFDM has the ability to resist multi-path effects produced by fast fading but since this work focuses on the adaptive resource allocation scheme a fast fading channel model should be considered in the OFDM system simulation platform.

The triple-path SUI channel model [30] is used in the simulation here. The link between BS and RS is the SUI-3 model [30], and both the BS to MS link and RS to MS link is the SUI-4 model [30]. The parameters used in SUI-3 and SUI-4 are given in Table 3.3 and Table 3.4.

The code published in [37] is modified in the simulation here.
### Table 3.3 SUI-3 Model

<table>
<thead>
<tr>
<th></th>
<th>Tap 1</th>
<th>Tap 2</th>
<th>Tap 3</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay</td>
<td>0</td>
<td>0.4</td>
<td>0.9</td>
<td>Ms</td>
</tr>
<tr>
<td>Power</td>
<td>0</td>
<td>-5</td>
<td>-10</td>
<td>dB</td>
</tr>
<tr>
<td>$K$ factor</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Doppler</td>
<td>0.4</td>
<td>0.3</td>
<td>0.5</td>
<td>Hz</td>
</tr>
</tbody>
</table>

### Table 3.4 SUI-4 Model

<table>
<thead>
<tr>
<th></th>
<th>Tap 1</th>
<th>Tap 2</th>
<th>Tap 3</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay</td>
<td>0</td>
<td>1.5</td>
<td>4.0</td>
<td>Ms</td>
</tr>
<tr>
<td>Power</td>
<td>0</td>
<td>-4</td>
<td>-8</td>
<td>dB</td>
</tr>
<tr>
<td>$K$ factor</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Doppler</td>
<td>0.2</td>
<td>0.15</td>
<td>0.25</td>
<td>Hz</td>
</tr>
</tbody>
</table>

### 3.5 Verification and Validation

As the credibility of simulation model is important groundwork of this thesis, the simulation code has been debugged line by line with the help of breakpoints.

#### 3.5.1 Verification of Relay Location and MS Distribution

The relay based multi-cell scenario is shown in Figure 3.6. Nineteen cells with wrap around technology are used in this thesis, which meets the system design requirement. In each cell, six RSs (blue stars) are located on the lines that connect the cell centre to one of the six cell vertices. MSs are uniformly distributed among all the cells. In each cell, the distribution of the MSs is different, which satisfies the user random distribution characteristic.
3.5.2 Verification of Channel States

A verification result for a large-scale channel is shown in Figure 3.7. Taking large-scale channel fading from BS to MS for example, Figure 3.7 is the cumulative distribution function (CDF) curve of large scale fading value (in dB). In Figure 3.7, the channel fading value is range from -160 dB to -100 dB, and it is -97 dB when the probability value is 0.5. This result complies with the evaluation result of [38], which can verify the large scale fading channel design.

In [38], the Figure 5 is the results of Macro urban scenario, in which, the BS transmission power is 40 W, BS max antenna gain is 17 dB, BS sector antenna gain is 20 dB. In this thesis, the BS transmission power is 20 W, BS antenna gain is 0 dB, BS sector antenna gain 0 dB (omni antenna pattern). So the large scale fading in this thesis is 40 dB less than that of [38].
Verification of multipath fading channel is shown in Figure 3.8. The each tap of the envelope of the multipath fading is a Rayleigh-distributed with mean $\sqrt{\frac{\pi}{2}} \sigma$ and variance $\frac{4-\pi}{2} \sigma^2$ (the normalised transmission power is used in multipath fading, so $2\sigma^2 = 1$ [Andrea Goldsmith, WIRELESS COMMUNICATIONS]). In Figure 3.8, the CDF curve of the envelope of multipath fading (one tap) is shown, with mean 0.8786 and variance 0.2124 by statistic. This means that the result of the multipath fading simulation complies with the Rayleigh-distributed.
3.5.3 Verification of Number of Drops

In the simulation, a random “drop” is the term used to describe the random placing of users in the scenario – not the disconnection of call in progress.

For each drop, the distribution of users obeys the specified distribution (here uniform distribution), but the actual location of MSs will change drop to drop. From a theoretical view, the bigger the number of drops, the more accurately the user distribution will approach the ergodic uniform distribution. From the simulation point of view, the bigger the number of drops, the longer the simulation time will be. Therefore, a reasonable number of drops need to be chosen. In Figure 3.9, system throughput is compared with different number of drops. In the simulation, there are 20 users within each cell, and the system parameters are as listed in Table 3.1 and Table 3.2; the subchannel allocation algorithm used here is the partial proportional fairness scheduling algorithm (PPF) in [36] and the relay selection algorithm is the large-scale relay selection algorithm in [40]. In Figure 3.9, the blue histogram shows the average system throughput when the number of drops is 100, and the red histogram
shows the average system throughput when the number of drops is 20. Simulation results show that the percentage difference of system throughput is within 5%. Moreover, the simulation results are more concerned about comparison between different algorithms and less on the absolute value of algorithm performance. Therefore, 20 drops is taken as a reasonable tradeoff between accuracy and simulation time and is used throughout this thesis.

\[ \text{Figure 3.9 System throughput vs. number of drops} \]

The simulation result is compared with the results of other relevant studies in [36] which are accurate to the same order of magnitude. In [36], the central frequency is 5 GHz and system bandwidth is 1 MHz; when the number of users is 10, the spectral efficiency of the PPF algorithm proposed in [36] is about 4.5 bps/Hz. The PPF algorithm is implemented in the simulator here for verification. In this thesis, the central frequency is 2 GHz and system bandwidth is 10 MHz and when the number of users is 10, the spectral efficiency of the PPF algorithm proposed in [36] is about 4.4 bps/Hz (can be calculated from Figure 3.10). It can be concluded that the simulation results are of the same order of magnitude.
Figure 3.10 System throughput vs. number of users

3.6 Summary

A description of the overall design of the simulation platform and system parameters is given in the first part of this chapter, together with the system parameters. This is followed by a more detailed explanation of the most important modules. The channel model is introduced in the end of this chapter including pathloss model, shadow fading model and fast fading model.
Chapter 4 Radio Resource Allocation in OFDMA Relay Networks

4.1 Introduction to Radio Resource Management

The radio resource in wireless networks includes: transmission power, time-domain resource, frequency-domain resource and spatial-domain resource. The object of radio resource management is i) to improve system validity and reliability given the finite radio resource available, ii) to satisfy different quality of service (QoS) requirements for different types of application from users, and iii) to maximize the radio resource efficiency. The basic idea of radio resource management is that, as the channel state varies with the changing of channel fading and interference, the radio resource in the wireless system can be allocated flexibly and adjusted dynamically to meet the QoS requirements of users, and the system throughput and spectrum efficiency can be improved.

Radio resource management can be classified into three main parts: radio resource allocation, mobility management and spectrum management. Radio resource allocation focuses on allocating the radio resource to different users. When a user is moving, mobility management too becomes necessary. Spectrum management is about how best to divide up the available bandwidth from the whole system point of view.

Radio resource allocation is important for increasing wireless network capacity. There are three main issues which need to be solved in wireless resource allocation: the first, which wireless access point will be connected for wireless terminal; the second, how the system allocates subchannels to users; the third, what power level should be used in the transmitter.

The first issue is solved by access control and load control. Access control decides whether to accept the new access request and which access point provides the
wireless connection. Traffic load control can avoid the system load being too heavy, so causing the channel condition to deteriorate and changing the service characteristics.

A good channel allocation mechanism can solve the second issue in wireless resource allocation, improving the system throughput and user performance by allocating channel resources in the best possible way. In TDMA systems, the channel resource is a time slot; in FDMA systems, it is a frequency subchannel; in CDMA systems it is a code; and in OFDMA systems, the channel resource is a time-frequency two-dimensional block, which is defined as subchannel [41].

Packet scheduling determines the output order of the packets in the traffic buffer. For single-carrier systems, the channel is allocated to users if the packets of that user are being scheduled, i.e. scheduling has the same function as channel allocation in single carrier channel systems. For multi-carrier systems (OFDMA systems), during one scheduling interval, the packets can be transmitted in more than one subchannel. So, after packet scheduling, the subchannel needs to be allocated. Currently, most algorithms consider the packet scheduling and subchannel allocation jointly.

Power control (or power allocation) is used to solve the third issue. In wireless networks, transmission power is not only relevant to the performance of the target receiver, but also affects the performance of other receivers using the same subchannel. In 3G systems, power control is used to reduce the co-frequency interference within the cell, and to mitigate far-near effect [42].

In OFDMA systems, power control can be used to compensate propagation loss and shadow fading [43]. Moreover, power allocation should be considered to compensate the fast fading. So, compared with power control, the power allocation interval is short and the granularity of power allocation is finer. To guarantee both the performance requirement for a particular user as well as for the whole system, power allocation and subchannel allocation are usually considered jointly in each subchannel in every scheduling interval [44]. Besides, since the frequency reuse
factor is one in OFDMA systems, power allocation is one of the important methods
to minimize the effect of inter-cell interference [45][46].

As mentioned in Section 2.4, resource management is a key factor in relay based
 cellular systems and different aspects have been researched. The resource allocation
scheme devised by the author and presented in Section 5.3 captures relay selection
and channel allocation tasks. However, before considering that novel work, it is
necessary to discuss previous research on relay selection, channel allocation and
power allocation.

4.2 Relay Selection

As discussed in Section 2.6.1, two-hop relaying is a good design choice for the
tradeoff between performance gain and system complexity. In this case the routing
problem is simplified into a relay selection problem, which can simplify the protocol
design and minimize the communication overhead significantly compared with
more complex structures (such as mesh network).

Relay selection aims at improving the data rate transmitted from the source to the
destination by forwarding traffic via a suitable RS with spare capacity that is
experiencing a more favourable channel condition. While it might appear at first
sight that relay selection (routing) is similar to that in ad hoc networks, there are
significant differences [12]:

- Small number of hops compared with a full scale ad-hoc network.
- Central processing: in multi-hop cellular networks, there is an infrastructure
  unlike ad-hoc networks; also the location information and flow direction in
  both uplink and downlink are available, especially for the case where fixed-
  relays are used.
- Fewer energy constraints: in contrast with the case of ad-hoc networks,
  especially where fixed relays are used, the power constraints and energy
  efficiency are not so critical in relay networks.
Various selection schemes for the relay and relay channel, from random to smart selection, with and without power control, are considered in [40]. It is observed that with the proper selection of relay, relay channel, and relay power, a significant enhancement in high-data-rate coverage can be attained through two-hop mobile relaying.

In an infrastructure-based network with fixed relays, the selection of relays is more or less predefined. The relay selection approaches based on centrally controlled methods can be used for selecting the RS for every MS in each cell, and various selection criteria can be used for designing the relay selection method. Distance based relay selection algorithms [40][47] and pathloss based relay selection algorithms [40][48] have been proposed; a transmission power-based relay selection algorithm is proposed in [49] and a congestion-based relay selection algorithm is studied in [50].

[51] considers the relay selection problem in a basic amplify-forwarding relay scenario that has one source and two destinations, so the problem is required to decide which node will be used as RS. The proposed schemes in [51] are the (i) classical round robin and (ii) a channel-based scheduling policy that requires a partial feedback from the channel. This scheme is implemented in a centralized and a distributed version. With a centralized strategy, routing is performed in a central controller, which normally possesses powerful processing capabilities so that sophisticated routing algorithms may be used. While this may optimize the system performance, it does require a lot of information to be obtained from the distributed network nodes and passed to the central controller; this leads to a significant message-passing overhead. With the distributed version, all network nodes from the source to the destination jointly perform route determination. This approach can be used without a central controller but the performance is normally limited by the knowledge of the network status within the distributed nodes [51].
In [52], relay selection is investigated in relay systems in which user terminals act as relays. Relay selection with mobile relays is more complicated than fixed relays as the topology of mobile relays is not fixed. However, this thesis considers only fixed relays so mobile relays are not considered further.

4.3 Channel Allocation

In [53], a distributed scheduling algorithm is proposed for a downlink relay network, in which MSs act as mobile relays. The authors use a scalable factor-graph-based soft information-passing algorithm to schedule simultaneous data transmissions in a distributed way. Not only dynamic routing paths for data packets are obtained, but also direct data collisions among simultaneously transmitted data packets are avoided.

The scheduling problem in a cooperative relay system is considered in [54], in which the system diversity gain is achieved by amplify and forwarding cooperative relays and the multi-user gain is obtained from adaptive channel scheduling.

The authors in [55] propose a radio resource allocation in fixed relay systems in which the optimization objective is maximizing system throughput. It is proved that this optimization problem is a NP-hard problem, so a heuristic algorithm is proposed in [55], which is called combined resource allocation, including routing, scheduling and relay load balancing. The scheduling scheme can adaptively handle different transmission modes (direct link mode or multi-hop link mode).

Traditionally, the channel variation in wireless networks is considered as a negative factor for reliable communication, and methods such as time interleaving, power control and multiple antennas are used to reduce its impact. On the other hand, opportunistic scheduling is designed to exploit the variation in channel conditions to improve spectrum efficiency by adding an additional degree of freedom to the system: time domain diversity, also called multi-user diversity. It improves spectrum efficiency, especially for delay-tolerant data transmissions [56].
In an opportunistic scheduling scheme, the user that has a good channel gain will have a greater opportunity to occupy this channel, so the resource can be used efficiently and the system performance improved. The proportional fairness (PF) scheduling algorithm used in CDMA High Data Rate (HDR) system is an opportunistic scheduling scheme [57]. The PF algorithm not only considers the instantaneous achievable data rate in each TTI, but also considers the average data rate of a user, which gives a good tradeoff between system throughput and user fairness.

In [58] traffic-aided smooth admission control and relay aided opportunistic scheduling (RAOS) are proposed in TDMA relay systems. First, the transmission mode of the user (direct-link or two-hop link) is decided, and then the priority of each user in each time subslot is calculated. The scheduler chooses the user $k$ with the highest priority. If the user is using a two-hop link, the BS sends data to the user $k$ via the selected relay station $r(k)$, otherwise it sends data directly.

A partial proportional fairness scheduling (PPF) scheme is proposed in [36] for relay based OFDMA/TDD cellular systems, the traditional proportional fairness algorithm being used for the resource allocation in the second time subslot. Both direct link users and two-hop relay link users have the opportunity to be allocated in the second time subslot. In the first time subslot, RS has a priority to choose the first hop subchannels. The priority of each RS is decided by the ratio of second-hop link achieved throughput and first-hop link achieved throughput. The RS with highest priority chooses the subchannel which has the biggest gain among all the subchannels as the first-hop channel. The resource allocation to the first-hop link via each fixed RS will end when the first-hop data rates and the aggregate second-hop data rates reach a balance. The left-over resource units of the first-hop link will be assigned to direct link users on the basis of the proportional fairness principle.

[59] aims to maximise the system capacity; the optimal source/relay/subchannel allocation problem is formulated as a binary integer programming problem. The
problem is then tackled using a graph theoretical approach by transforming it into a linear optimal distribution problem in a directed graph. However, the complexity of this algorithm is very high and so is not suitable for real-time multi-hop systems. In [60], the resource allocation between the BS and RSs in OFDMA relay systems is not considered by assuming that the BS and RSs can communicate reliably through dedicated frequency bands; instead a fast heuristic algorithm is studied as a joint optimization algorithm of relay selection and subchannel allocation. In that paper, the first step is to sort a set of subchannel gains in descending order and assign subchannels to each user according to the sorted subchannel order. If a user receives a certain number of subchannels, subchannel allocation to that user is stopped and then the remaining subchannels are assigned to the user who has the best channel gain for those subchannels.

### 4.4 Power Allocation

Power allocation in a relay system can be classified into two kinds of problem in terms of constraint conditions. One is joint power constraint on BS and RS [61][62][63][64] (i.e. the sum of the power constraint of BS and RS is a constant) and the other is BS and RS having separate power constraints Error! Reference source not found..

In [61], an optimal power allocation method to minimize the outage probability of a Rayleigh fading channel is presented. Optimal power allocation to maximize the system capacity is proposed for regenerative and non-regenerative relaying schemes in [62] respectively. However, in [61][62][63] the system considered is not OFDM so the first hop link and the second hop link use the same channel.

The problem of power allocation in OFDM relay systems is studied in [64][65]. In [64] cooperative non-regenerative relays are considered; the authors give an equivalent channel gain model for those cooperative subcarrier pairs and the optimal power allocation problem is divided into two parts, one considers the total power allocation on the cooperative subcarrier pairs and the other considers the power allocation.
between the selected cooperative subcarrier pairs using the power water-filling approach.

In [65], power allocation over the frequency subchannels of one source/destination pair and one non-regenerative relay is studied to maximize the instantaneous data rate of the link. It is assumed that source and relay have their own separate transmission power constraints and the second hop link uses the same subcarrier as the first hop link. Optimal power allocation algorithm at the relay (or source) is used with an equal source (or relay) power allocation. Then, alternating iterative optimization of relay and source power allocation is proposed, where the output of the previous optimization (relay or source) is the input of the other (source or relay).

The studies of power allocation in [64] are based on the assumptions that one subcarrier on the first hop link and one subcarrier on the second hop link make up a subcarrier pair, i.e. the subcarriers of the two hop links correspond to each other, but this situation only exists in non-regenerative OFDM relay channels: with a regenerative relay channel, these kinds of subcarrier pairs do not exist.

4.5 Summary

The radio resource allocation in relay networks is introduced in this chapter. The basic concept and content of resource management is introduced first, and then the relevant work of relay selection, channel allocation and power allocation is considered.
Chapter 5 Fair Subchannel Allocation and Relay Selection

5.1 Introduction

The problem of fair resource allocation is more challenging in relay based cellular systems, for there are two kinds of users: direct link users and relay link users. Fairness issues include those (i) between relay link user and direct link user, (ii) among relay link users and (iii) among direct link users. To solve this problem, a two-hop proportional fairness algorithm is proposed which can give a tradeoff between system throughput and user fairness.

The conventional algorithms [40][47] are only based on the pathloss or distance conditions of individual users, do not consider the load of the RS, and cannot tackle the fairness problem in terms of RS load condition, especially when users are not distributed uniformly. So in this chapter a load based relay selection algorithm is proposed, which takes into account the traffic load condition (bandwidth requirement) of relay link users and direct link users, and improves the fairness of resource allocation for OFDMA based relay systems.

5.2 System Model

5.2.1 System Parameters

In relay based OFDMA systems, the system bandwidth is $B$, the number of subcarriers is $C$, and the access method is OFDMA. The number of RSs is $R$. As explained earlier, to balance system complexity and system performance, the number of hops is two. In practical OFDMA systems, a group of consecutive subcarriers with similar fast fading can make up a subchannel and each subchannel can be used as a resource scheduling unit instead of using subcarriers [16]. In this way, the control signal overhead can be reduced, and the algorithm complexity is decreased, but the system performance is unaffected. In the system model here, $S$ consecutive
subcarriers are grouped together as a subchannel, the number of subchannels $M$ is $C/S$ and the bandwidth of each subchannel is $B/M$.

In each cell, the BS chooses one communication mode (direct link or relay link) for each MS. If the communication mode is relay link, the BS chooses one RS for each relay link user. $k$ is the index of a MS in each cell. The direct link user is $k_d$ and the set of direct link users is $K_D$. The relay link user $k$ served by the RS $r$ is denoted as $k_r$, the set of relay link users is $K_R$, and the set of users served by the RS $r$ is expressed as $K_{R,r}$. The RS serving the user $k$ is $r_k$.

### 5.2.2 Channel Capacity

The term $a_{m,k}^{d}$ is used to denote whether the subchannel $m$ is allocated to the direct link user $k_d$; $a_{m,k}^{d} = 1$ indicates it is allocated and $a_{m,k}^{d} = 0$ shows that it is not. In a similar way $a_{m}^{r}$ represents the allocation of the subchannel $m$ to the RS $r$. Similarly, for the second hop link $b_{m,k}^{r}$ denotes whether the subchannel $m$ is allocated to the user $k$ via the RS $r$, in which $k_r$ is the user $k$ served by the RS $r$.

According to the Shannon formula, the capacity of the direct link user $k_d$ on the subchannel $m$ in the first time subslot is:

$$c_{m,1}^{k_d} = B_m \log_2 \left(1 + \frac{g_{m,1}^{k_d} p_{m,1}^{k_d}}{\Gamma \sigma^2} \right)$$  \hspace{1cm} (5.1)

The capacity of the RS $r$ on the subchannel $m$ in the first time subslot is:

$$c_{m,1}^{r} = B_m \log_2 \left(1 + \frac{g_{m,1}^{r} p_{m,1}^{r}}{\Gamma \sigma^2} \right)$$  \hspace{1cm} (5.2)

The capacity of the user $k_r$ on the subchannel $m$ in the second time subslot is:
$$c_{m,2}^k = B_m \log_2 \left( 1 + \frac{g_{m,2}^k P_{m,2}^k}{\Gamma \sigma^2} \right)$$

(5.3)

$B_m$ is the bandwidth of each subchannel; $p_{m,1}^k$ and $p_{m,1}^r$ are the transmission power of the BS on the subchannel $m$ to the MS $k_d$ and the RS $r$ respectively; $p_{m,2}^k$ is the transmission power of RS $r$ on the subchannel $m$ to MS $k$; $g_{m,1}^k$ ($g_{m,1}^r$) is the subchannel gain between the BS and the MS $k_d$ (RS $r$) on subchannel $m$; $g_{m,2}^k$ is the subchannel gain between the RS $r$ and the MS $k$ on the subchannel $m$; $\Gamma = -\ln(5 \cdot BER) / 1.5$ is a parameter related to the target BER [26]; $\sigma^2$ is the variance of AWGN.

For the direct link user $k_d$, the achieved data rate in the first time subslot is:

$$c_{m,1}^{k_d} = \sum_{m=1}^{M} a_m^{k_d} c_{m,1}^k$$

(5.4)

The achieved data rate of the relay link user $k_r$ in the second time subslot is:

$$c_{m,2}^{k_r} = \sum_{m=1}^{M} b_m^{k_r} c_{m,2}^k$$

(5.5)

The data rate of the RS $r$ in the first time subslot is shared by all the relay link users served by this RS, so the achieved data rate of the relay link user in the first time subslot is:

$$c_{m,1}^{k_r} = c_{1}^{r} \sum_{k_r}^{c_{2}^{r}}$$

(5.6)

where $c_{1}^{r}$ is the data rate of the RS $r$ in the first time subslot:

$$c_{1}^{r} = \sum_{m=1}^{M} a_m^{r} c_{m,1}^r$$

(5.7)
The available data rate of the relay link user \( k_r \) is determined by the minimum capacity of the first time subslot and that of the second time subslot, which can be expressed as:

\[
e^{k_r} = \min\{c_{1r}, c_{2r}\}
\]  

(5.8)

### 5.2.3 Optimization Problem

In order to consider proportional fairness across two hop links, the optimization problem is formulated as:

\[
\max \sum_{k=1}^{K} c^{k}
\]

s.t.

\[
\begin{align*}
1) & \quad c^i = c^j, \forall i, j \in \{1,2,...,K\} \\
2) & \quad \sum_{m=1}^{M} \sum_{k=1}^{K} a_{m}^{k} p_{m,1}^{k} + \sum_{m=1}^{M} \sum_{k=1}^{K} a_{m}^{r} p_{m,1}^{r} \leq P_{BS} \\
3) & \quad \sum_{m=1}^{M} \sum_{k=1}^{K} b_{m}^{k} P_{m,2}^{k} \leq P_{RS} \\
4) & \quad \sum_{k=k_d}^{K} a_{m}^{k} + \sum_{r=1}^{R} a_{m}^{r} = 1 \\
5) & \quad \sum_{r=1}^{R} \sum_{k=k_d}^{K} b_{m}^{k} = 1
\end{align*}
\]  

(5.9)

There are five constraint conditions of the optimal target above:

1) is the requirement of data rate fairness between users, i.e. all the users achieve the same data rate in each scheduling interval;

2) shows the constraint on the total power of the BS;

3) shows the constraint on the total power of the RS;

4) expresses that one subchannel can only be allocated to one station (RS or direct link user) in the first time subslot;

5) expresses that one subchannel can only be allocated to one relay link user in the second time subslot.
This problem cannot be solved to yield an optimal solution directly, since it is not a convex optimization problem, so a heuristic method to get a suboptimal solution is used. To simplify this problem, the first constraint condition is relaxed. Long-term fairness is pursued as a constraint condition instead of aiming for short term fairness in each scheduling interval.

5.3 Two-Hop Proportional Fairness Algorithm

In a conventional OFDMA wireless system (no relay), the PF algorithm [6] achieves the best tradeoff between system throughput and user fairness. However, the PF algorithm cannot be applied directly in two-hop relaying systems since the direct link and relay link are present simultaneously: a fair allocation problem in both the two time subslots needs to be considered.

In this thesis, a new algorithm, called “two-hop proportional fairness” (THPF) scheduling algorithm, is proposed to allocate the subchannels in both time subslots with a fair subchannel allocation, in which subchannels are allocated to relay link users fairly in the second time subslot and subchannels are allocated fairly to RSs and direct link users in the first time subslot as well. The average data rate of the RS is defined as the average data rate of all relay link users served by this RS, and a match factor is proposed considering the capacity match issue between the first link and the second link for each RS.

5.3.1 Algorithm Description

The subchannel allocation in the second time subslot is considered first. The priority of the relay link user $k_r$ on the subchannel $m$ in the second time subslot is defined as the ratio of the instantaneous data rate of the user $k_r$ in the current TTI to the average data rate of the user $k_r$ achieved in the previous TTIs. The priority of the relay link user $k_r$ on the subchannel $m$ is expressed as:
where $c^{k_r}$ is the time average data rate of the user $k_r$.

Each subchannel is allocated to the relay link user who has the highest priority on this subchannel, i.e.

$$k_r^*(m) = \arg \max_{k_r \in K} q_{m,2}^{k_r}$$  \hspace{1cm} (5.11)$$

The subchannel $m$ which is allocated to the user $k_r$ can be represented as $m_{k_r}$ and $b_m^{k_r}$ will be set to one.

After the subchannels have been allocated in the second time subslot, the instantaneous data rate of the RS $r$ on the second time subslot is:

$$c_2^r = \sum_{k_r \in K_r} c_2^{k_r}$$  \hspace{1cm} (5.12)$$

Next, the BS allocates subchannels to either RSs or to the direct link users in the first time subslot as described in the following steps. The priority of a direct link user can be expressed as:

$$q_{m,1}^{k_d} = \frac{c_1^{k_d}}{c^{k_d}}$$  \hspace{1cm} (5.13)$$

Since the RS forwards the data received from the BS to the relay link users, the average data rate of the RS $r$ is represented by the mean of all time average data rate of all the relay link users served by the RS $r$:

$$\bar{c}^r = \frac{1}{|K_{R_r}|} \sum_{k_r \in K_{R_r}} \bar{c}^{k_r}$$  \hspace{1cm} (5.14)$$

in which, $|K_{R_r}|$ stands the number of relay link users in the set of $K_{R_r}$.
Meanwhile, in order to fully exploit the channel capacity in the second time subslot, the matching problem between achieved data rate in the two time subslots of each RS needs to be considered, a match factor $\beta^r$ being defined to modify the priority function of proportional fairness.

$$\beta^r = c_i^r / c_i^c$$  \hspace{1cm} (5.15)

The priority function of the RS $r$ on the subchannel $m$ can be formulated as:

$$q_{m,1}^r = \beta^r \frac{c_{m,1}^r}{c_i^c}$$  \hspace{1cm} (5.16)

The priority of direct link user and each RS on each subchannel is calculated by (5.13) and (5.16), and each subchannel is assigned to the node (RS or direct link user) which has the highest priority. For example, for the subchannel $m$, let $q_{m,1}^{k_d} = \max q_{m,1}^{k_d}$, $q_{m,1}^{r} = \max q_{m,1}^{r}$. If $q_{m,1}^{k_d} > q_{m,1}^{r}$, then the subchannel $m$ is assigned to the direct link user $k_d$, i.e., $a_{m}^{k_d} = 1$. If $q_{m,1}^{k_d} \leq q_{m,1}^{r}$, the subchannel $m$ is assigned to the RS $r$, $a_{m}^{r} = 1$, and $c_i^r$ is updated according to (5.7).

If $\beta^r \leq 1$, the RS $r$ would be excluded from the candidate RSs for the subchannels allocation.

The achieved data rate of direct link users and relay link users during this scheduling interval (TTI) will be updated according to (5.4) to (5.8) respectively. Lastly, the average data rate of each user will be calculated by the exponential weighed average data rate function [36][57]:

$$\bar{c}^k(t) = (1 - \rho) \cdot \bar{c}^k(t - 1) + \rho \cdot c^k(t)$$  \hspace{1cm} (5.17)

where $\rho$ is the exponential weighed factor of the average data rate function.
5.3.2 Algorithm Procedure

The THPF algorithm procedure is as follows:

**Step1:** Initialization at the beginning of each scheduling interval:

\[
a_k^0 = d_k, \quad a_m^0 = r_k, \quad d_m^0 = r_k, \quad c_k^0 = r_k, \quad c_m^0 = r_k, \quad A_k, r, m
\]

**Step2:** Subchannel allocation in the second time subslot:

For \( m=1: M \)

\[
k^*(m) = \arg \max_{k \in K_k} q_{m,2}^{k_r} \text{ and } b_m^{k_r} = 1
\]

End

**Step3:** Calculate \( c_1^{k_r}, c_2^{k_r}, b^r, q_{m,1}^{k_r}, q_{m,1}^r \).

**Step 4:** Subchannel allocation in the first time subslot:

For \( m=1: M \)

\[
q_{m,1}^{k_r} = \max q_{m,1}^{k_r}, \quad q_{m,1}^r = \max q_{m,1}^r
\]

If \( q_{m,1}^{k_r} > q_{m,1}^r \)

\[
a_m^{k_r} = 1
\]

Else \( a_m^r = 1 \)

End

Update \( c_1^r, b^r, q_{m,1}^r \).

If \( b^r \leq 1 \), the RS \( \hat{r} \) can't compete for the remains of the subchannels

End
**Step 5:** Update $c^i$, $c^{i'}$.

### 5.3.3 Performance Simulation and Analysis

A single-cell relay OFDMA cellular scenario is considered with six RSs uniformly located on the line that connects the cell centre to one of the six cell vertices, as shown in Figure 5.1. In the cell, MSs are distributed uniformly. A MS can either connect to the BS directly, or via an RS. The relay selection scheme depends on the pathloss [40] in this section.

![Figure 5.1 Layout of single cell relay based OFDMA network](image)

The simulation parameters of the DF relay based OFDMA network shown previously in Table 3.1, Table 3.2 are used. It is assumed that the buffer of each RS is sufficiently large so that in each time slot, all the data received from the BS in the first time subslot, can be forwarded directly to the MS by the RS without considering any data buffer size restriction.

Max Carrier to Interference Ratio (Max C/I) [36] and Round-Robin (RR) [36] are the traditional scheduling algorithms in wireless systems. These two algorithms are
modified by the author to make them suitable for OFDMA relay systems and to allow them to be compared with THPF.

Max C/I is an opportunistic algorithm that always allocates the subchannels to users who have a good channel state. For OFDMA relay systems, in the first time subslot, each subchannel is allocated to the node (the direct link user or the RS) with the maximum SINR; in the second time subslot, each subchannel is allocated to the relay link user with the maximum SINR. In this way, a high system throughput will be obtained by Max C/I scheduling and the system resources are fully utilized. However, those users with bad channel conditions will suffer unfairness.

RR algorithm is fair and simple when the channel conditions remain approximately constant. However, in a fast fading channel, the RR algorithm has a low spectral efficiency since users are scheduled in order without considering the channel condition. In OFDMA relay systems, the RR can be modified to schedule users over two time subslots. In the second time subslot, each subchannel is allocated to the relay link users one by one until all the subchannels are allocated. In the first time subslot, each subchannel is allocated to the RSs first and then the rest of the subchannels are allocated to the direct link users in order.

In [36], a Partial Proportional Fairness (PPF) algorithm which adopts the PF algorithm for the subchannel allocation in the second time subslot was proposed. However, the PPF gives an absolute priority to the RS when assigning the first time subslot subchannels, considering neither the fairness between RSs nor the fairness between RSs and direct link users. Since the PPF algorithm is also a fair scheduling algorithm for relay based OFDMA systems, PPF is used for comparison with the THPF algorithm for further performance analysis. Note that in the PPF algorithm described in [36], direct link users can be allocated subchannels in the second time subslot; however, for better comparison with the THPF with the same frame structure, the original PPF algorithm was modified by the author of this thesis so that
direct link users can only use the first time subslot for matching the frame structure shown in Figure 2.7.

The transmission power on BS or RS is assumed to be allocated on subcarriers uniformly; this is called equal power allocation.

In this part of the research on scheduling algorithms, the system throughput and the user fairness are examined under equal power allocation, comparing the RR, Max C/I, PPF and THPF approaches.

The system average throughput is the sum of average throughput across all users. The Raj Jain fairness index [60] is adopted in this paper to measure the fairness among users.

The Raj Jain fairness index is defined as

\[ F = \frac{\left( \sum_{k=1}^{K} \bar{C}_k \right)^2}{K \sum_{k=1}^{K} \left( \bar{C}_k \right)^2} \]  

(5.18)

The most fair scheduling scheme is when the average data rate of each user is equal to others, where \( F = 1 \) represents the maximum fairness – lower values are less fair. \( K \) is the total number of users. \( \bar{C}_k \) is the time average throughput of the user \( k \) during the simulation time.

The position of the RSs will affect the transmission mode selection and RS selection of each user, so it is necessary to compare the system performance between Max C/I, RR, PPF, and THPF with different RS positions (defined in terms of \( D \), the radius of the cell, \( 0.5D \), for example, meaning that the RS is \( 0.5D \) away from the BS).

Figure 5.2 and Figure 5.3 show the system throughput and user fairness between Max C/I, RR, PPF, and THPF against different RS normalized distance, which is defined as the ratio of the distance between the RS and the BS to cell radius \( D \).
From the simulation result of Figure 5.2 and Figure 5.3, a good system throughput and fairness performance for these scheduling algorithms is achieved when the RS is between $0.5D$ and $0.6D$ away from the BS. Thus, in the following simulation the performance of these three algorithms is compared when the RS is located at $0.5D$ away from the BS.

From Figure 5.2, the maximum system average throughput is obtained by Max C/I while RR has the minimum system average throughput. However, Max C/I has the lowest fairness index while the THPF algorithm has the highest fairness index as shown in Figure 5.3. From these figures it can be seen that the THPF algorithm offers a good tradeoff between system throughput and fairness.

![Figure 5.2 System throughput vs. RS normalized distance](image-url)
Figure 5.3 Fairness index vs. RS normalized distance

Figure 5.4 and Figure 5.5 show the system throughput and user fairness comparison with different numbers of users.

From the simulation results Figure 5.2-Figure 5.5, it can be seen that compared with PPF, the THPF achieves greater fairness in user data rate allocation in spite of having only a slightly lower throughput. For example, if the RS is located at $0.5D$ away from the BS, the throughput of THPF is only 4% lower than that of PPF. However, the fairness of THPF is 20% higher than that of PPF.

For the Max C/I and THPF algorithms, it can be concluded that system throughput improves as the number of users increases, as shown in Figure 5.4. The reason is that Max C/I algorithm only considers the channel conditions of users to gain maximum multi-user diversity; therefore, as the number of users increases, the system throughput increases but the fairness decreases (as in Figure 5.5). The THPF algorithm and the PPF algorithm consider both system throughput and fairness so the throughput also increases with the number of users. For the RR algorithm, the system throughput does not change with the number of users. When the number of
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users is small, the fairness of RR is the best of all (because there is then enough capacity to divide fairly between the few users), but then deteriorates as the number of users increases.

Figure 5.4 System throughput vs. number of users

Figure 5.5 Fairness index vs. number of users
The average throughput of PPF is higher than THPF because the PPF algorithm only aims to make full use of the system spectral diversity gain but does not consider fairness in the first time subslot. However, the average throughput of THPF is almost 96% of that achieved by PPF and the fairness of THPF is much better than PPF, as shown in Figure 5.4 and Figure 5.5.

In Figure 5.2-Figure 5.5, the performance of the Round Robin, Max C/I, PPF and THPF algorithms are compared with different RS position and different number of users. From the simulation results, it can be seen that THPF can achieve a good tradeoff between system throughput and fairness.

5.4 Load Based Relay Selection Algorithm

The existing relay selection algorithms (such as: distance based relay selection and pathloss based relay selection) have the advantage of being very simple for relay based OFDMA systems. However, these algorithms decide which transmission mode (direct link mode or relay link mode) will be used and which RS is to be chosen only based on the pathloss or distance conditions of an individual user. For example, in a hotspot area many users are assigned to transmit through one RS (as they are near this RS or have a good channel condition) [40]; as a result the resource allocation may not be fair because some of the users may not be scheduled in the long term as there are insufficient relaying channels. In this situation, some users’ transmission mode should be changed so they transmit directly to the BS, even though the instantaneous channel conditions of the relay link are better than that of the direct link.

So, these conventional algorithms do not consider the influence of the bandwidth requirements (system traffic load) of direct link users and relay link users in terms of fairness in the resource allocation. This will affect user fairness especially when users are not distributed uniformly. As RSs are usually located in some hotspot area, or are used in some emergency area, it is important that this problem is considered in the
relay selection algorithm. Unfortunately, there is little literature that focuses on this problem.

Therefore, a load based relay selection (LBRS) scheme is proposed that considers the traffic load condition of the system. With LBRS, the transmission mode of users (direct link mode or relay link mode) can be adjusted dynamically depending on the user average data rate. As adaptive scheduling and subchannel allocation can be used for fair resource allocation, the user fairness problem can be solved by the load based relay selection algorithm together with the two-hop proportional fairness scheduling algorithm proposed in the section 5.3.

5.4.1 Algorithm Description

Long-term resource allocation needs to be considered in the relay selection process so that a load-based relay selection algorithm is proposed, which considered the traffic load of BS and RS, to make the average data rate between relay link users and direct link users equal in the long-term. The relay selection is initialized by the pathloss based relay selection algorithm [40], and then the user terminal will adjust the transmission mode based on the long-term average data rate.

Examine the average data rate on the subchannel \( m \) in the second time subslot first. Assuming the probability for the subchannel \( m \) being allocated to the relay link user \( r_k \) is \( \phi_k \), the average data rate of the second hop link of the relay link users on the \( m^\text{th} \) subchannel in the second time subslot is:

\[
C_{m,2}^{k_r} = \sum_{k_r} \phi_k c_{m,2}^{k_r}
\]

The cardinality of the set \( K_r \) is represented by \( |K_r| \). Assuming the probability of occupying the \( m^\text{th} \) subchannel for each relay link user is \( \phi_k = \frac{1}{|K_r|} \) [66], (5.19) can be converted as follows:
\[ C_{m,2}^{k_r} = \frac{\sum_{k_d} c_{m,2}^{k_r}}{|K_d|} \]  \hspace{1cm} (5.20)

The total average data rate of the second hop link of the relay link users on all the \( M \) subchannels in the second time subslot is:

\[ \tilde{C}_2^{k_r} = M \cdot C_{m,2}^{k_r} \]  \hspace{1cm} (5.21)

Assume probability of each RS using the \( m^{th} \) subchannel is equal to that of any other RS (this will be satisfied in the long term), and the relay links users are served by the RSs, so the total average data rate of the first hop link of the relay on the \( m^{th} \) subchannel in the first time subslot is:

\[ C_{m,1}^{r} = \frac{1}{|R|} \sum_{r} c_{m,1}^{r} \]  \hspace{1cm} (5.22)

Assuming the number of subchannels allocated to all the RSs in the first hop link is \( x \), the number of subchannels allocated to direct link users in the first hop link is \( (M - x) \).

The total average data rate of the first hop link for all the relay link users on the \( x \) subchannels in the first time subslot is:

\[ \tilde{C}_1^{k_r} = x \cdot C_{m,1}^{r} \]  \hspace{1cm} (5.23)

Similarly to relay link users, the average data rate of all the direct link users on the \( m^{th} \) subchannel in the first time subslot is:

\[ C_{m}^{k_d} = \frac{1}{|K_D|} \sum_{k_d} c_{m,1}^{k_d} \]  \hspace{1cm} (5.24)
So the total average data rate on \((M - x)\) subchannels achieved by all the direct link users is:

\[
\hat{C}^{k_d} = (M - x) \cdot C_m^{k_d}
\]  

(5.25)

Next, calculate the average data rate of each user.

From (5.25), the average data rate of each direct link user is:

\[
C^{k_d} = \frac{\hat{C}^{k_d}}{|K_D|} = \frac{(M - x) \cdot C_m^{k_d}}{|K_D|}
\]  

(5.26)

For the DF relay, the data rate of relay link users is determined by the minimum data rate between the first hop data rate and the second hop data rate, so the average data rate of each relay link user is:

\[
C^{k_r} = \frac{\min\left\{\tilde{C}_1^{k_r}, \tilde{C}_2^{k_r}\right\}}{|K_R|} = \frac{\min\left\{x \cdot C_{m,1}^{k_r}, M \cdot C_{m,2}^{k_r}\right\}}{|K_R|}
\]  

(5.27)

In order to make full use of the radio resource, the data rate between the two hop links should match each other, i.e. \(\tilde{C}_1^{k_r} = \tilde{C}_2^{k_r}\) from long-term statistics; this can be expressed as:

\[
x \cdot C_{m,1}^{k_r} = M \cdot C_{m,2}^{k_r}
\]  

(5.28)

If \(C^{k_r} < C^{k_d}\), it means that the number of relay link users is relatively large or the total average data rate of relay link users \(\tilde{C}_2^{k_r}\) is relatively small. So, from (5.27), either it is necessary to increase \(C_{m,2}^{k_r}\) or decrease \(|K_R|\).

Choose the relay link user who has the minimum SINR on the second hop link, i.e.,

\[
k_r = \arg\min_k \left\{\gamma_{k_r}\right\}; \text{ let it transmit in direct link mode and become a direct link user,}
\]
then the average data rate of the relay link user on the second hop link in the subchannel \(m^{th}\) in the second time subslot will become:

\[
C_{m,2}^{k_r} = \frac{\sum_{K_r} c_{m,2}^{k_r} - c_{m,2}^{k_r}}{|K_r| - 1}
\] (5.29)

**Proposition 1:** Choosing the relay link user which has the minimum large scale SINR on the second hop link to be the direct link user would increase \(C_{m,2}^{k_r}\).

Proof:

\[
\frac{\sum_{K_r} c_{m,2}^{k_r} - c_{m,2}^{k_r}}{|K_r| - 1} = \frac{|K_r| \sum_{K_r} c_{m,2}^{k_r} - |K_r| c_{m,2}^{k_r}}{|K_r| \sum_{K_r} c_{m,2}^{k_r} - \sum_{K_r} c_{m,2}^{k_r}}
\]

Since \(\hat{k}_r = \arg \min_{k_r} \{\gamma_{k_r}\}\), \(\sum_{K_r} c_{m,2}^{k_r} \geq |K_r| c_{m,2}^{k_r}\), so that \(C_{m,2}^{k_r} / C_{m,2}^{\hat{k}_r} > 1\), i.e. the average data rate of the second hop link of relay link users will increase.

From (5.27) it can be seen that the average data rate of relay link users \(C^{k_r}\) will increase since \(C_{m,2}^{k_r}\) increases and \(|K_r|\) decreases. Changing the user \(\hat{k}_r\) into a direct link user not only improves the utilization of the second time subslot, it also increases the scheduling opportunity of the user \(\hat{k}_r\).

On the other hand, \(C^{k_r} > C^{\hat{k}_r}\) means the number of direct link users is relatively large or the total average data rate of direct link users \(\widetilde{C}^{k_r}\) is relatively small.
order to increase the average data rate of direct link user, according to (5.26), $|K_D|$ should be decreased or the $\bar{C}^{k_d}$ should be increased.

Assume $\hat{k}_d$ is changed to be a relay link user. In direct transmit mode, the data rate of this user is $c_{m,1}^{\hat{k}_d}$, while in relay transmit mode, the data rate of this user is $c_{m,2}^{\hat{k}_d}$.

The sufficient condition of increasing $(M - x) \cdot C_m^{k_d}$ can be calculated from the following.

From (5.20), (5.24), (5.26), and (5.28):

$$\bar{C}^{k_d} = (M - x) \cdot C_m^{k_d} = \left( M - M \sum_{k_x} \frac{c_{m,1}^{k_x}}{C_{m,1}^{k_x}} \right) \frac{\sum_{k_d} c_{m,2}^{k_d}}{C_{m,1}^{k_d}} \frac{K_R}{K_D} \quad (5.30)$$

If $\hat{k}_d$ changes the transmission mode from direct link user into relay link user, then:

$$\bar{C}^{\hat{k}_d} = (M - x) \cdot C_m^{\hat{k}_d} = \left( M - M \sum_{k_x} \frac{c_{m,1}^{k_x}}{C_{m,1}^{k_x}} \right) \frac{\sum_{k_d} c_{m,2}^{k_d}}{C_{m,1}^{k_d}} \frac{K_R + 1}{|K_D| - 1} \quad (5.31)$$
From (5.30) (5.31):

\[
\frac{(M-x) \cdot C^k_m}{(M-x') \cdot C'^k_m} = \frac{C^k_{m,1} \cdot |K_R| - \sum_{k_g} C^k_{m,2}}{C^k_{m,1} \cdot |K_R| + 1 + \sum_{k_o} C^k_{m,1}} \cdot \left(\left|K_R\right| + 1 + \sum_{k_o} C^k_{m,1} \cdot |K_D| - 1 \right)
\]

\[
\left( C^k_{m,1} \cdot |K_R| + 1 - \sum_{k_g} C^k_{m,2} - c^k_{m,2} \right) \cdot \left( \sum_{k_o} C^k_{m,1} - c^k_{m,1} \right) \cdot |K_R| \cdot |K_D| = (5.32)
\]

\[
\begin{align*}
\sum_{k_g} c^k_{m,2} \geq & \left|K_R\right| \cdot c^k_{m,2}, \quad \text{and} \quad \sum_{k_o} c^k_{m,1} \geq \left|K_D\right| \cdot c^k_{m,1} \\
\end{align*}
\]

From (5.32) it can be seen that if:

then (5.32) is smaller than 1 and \((M-x) \cdot C^k_m\) will increase. In fact, (5.33) is a sufficient condition but not a necessary one, but it is simple to be satisfied and easy to implement.

Choosing the direct link user \(\hat{k}_d\) who has the smallest large scale SINR, and if (5.33) is satisfied changing \(\hat{k}_d\) into a relay link user, will increase the average data rate of direct link users. If this condition is not satisfied, select the second smallest SINR direct link user, check if that fulfills the above condition to be a relay link user, and so on.

5.4.2 Algorithm Procedure

Define the time interval \(T\), called the algorithm execution interval which is longer than one TTI. The LBRS algorithm will operate in each \(T\) as follows:
Step 1: Initialise the transmission mode and select the RS by the pathloss based relay selection algorithm.

Step 2: If \( C^{k_r} < C^{k_d} \), go to step 3, else go to step 4.

Step 3: Choose the relay link user with the minimum large scale SINR on the second hop link to be a direct link user. Update \( C^{k_r} \) and \( C^{k_d} \), then go to step 2.

Step 4: Choose the direct link user with the smallest large scale SINR, to be a relay link user provided it satisfies equation (5.33). If it does not, the same procedure is carried on the direct link user with the next smallest SINR until equation (5.33) is satisfied. Repeat this step until \( C^{k_r} < C^{k_d} \).

Step 5: Schedule the subchannel for each user and transmit data in each TTI.

Step 6: Repeat step 1-5 for the next \( T \).

It should be noted that the length of the algorithm execution interval \( T \) will be determined by the speed of the traffic load change. If the load of the cell changes quickly, \( T \) will be shorter.

5.4.3 Performance Simulation and Analysis

The performance (system average throughput and average fairness of users) of the proposed LBRS is compared with a traditional relay selection algorithm, and the pathloss based relay selection algorithm (PBRS) [40]. THPF scheduling [67] is used in each TTI. The average system throughput is the sum of average user throughput and again the Raj Jain fairness index is used to measure the fairness among users. In order to show the advantage of the LBRS algorithm, two typical traffic load distribution scenarios (uniform distributed scenario and hotspot scenario) are simulated. In the simulation, it is assumed that all the users have the same traffic requirement, so the user distribution is the same as traffic load distribution.
With uniform distribution of users in the target area, using polar coordinates to express the location of user \((ρ, θ)\), it can be deduced that \(ρ^2 \sim U(0, R^2)\), and \(θ \sim U(0, 2π)\) [31]. A random drop of user location example is shown in Figure 5.6.

![Figure 5.6 Traffic load of uniform distribution](image)

Figure 5.7 and Figure 5.8 show the performance comparison of these two algorithms with different user numbers under uniform distribution. As the number of users increases, the system average throughput increases and the fairness index decreases in the long-term view. The PBRS gives a slightly better average throughput compared with LBRS, but LBRS shows better fairness – this is especially true for a larger number of users where there is little difference in throughput but the improvement in fairness is maintained. For example, when there are 20 users in the cell, the average throughput of LBRS is about 4.6% worse than that of PBRS but the fairness index of LBRS is 8% more than that of LBRS; when the number of users increased to 50, the average throughput of LBRS is about 4.8% worse than that of PBRS but the fairness index of LBRS is 12% more than that of LBRS.
Then consider the hotspot scenario for comparison of the PBRS and LBRS algorithms. In the hotspot scenario, $\rho^4 \sim U(0, R^4)$ and $\theta \sim U(0, 2\pi)$. An example of this load
distribution is shown in Figure 5.9, where most of the users are distributed at the edge of the cell.

![Figure 5.9 Traffic load of hotspot scenario](image)

**Figure 5.9 Traffic load of hotspot scenario**

![Figure 5.10 System throughput comparison in hotspot scenario](image)

**Figure 5.10 System throughput comparison in hotspot scenario**
Figure 5.11 Fairness index comparison in hotspot scenario

Figure 5.10 and Figure 5.11 show the performance comparison of the LBRS and PBRS in the hotspot scenario. It can be seen that when the number of users increases, the user fairness gain of LBRS will be enhanced, which is the same as the conclusions drawn from Figure 5.7 and Figure 5.8. From the simulation results, it also can be seen that the LBRS algorithm achieves better fairness gain in the hotspot scenario than that with uniform distribution. When there are 50 users in the cell, the average throughput with LBRS is about 8% less that of PBRS but the fairness index of LBRS is 20% better than that of PBRS.

These simulation results show that the LBRS algorithm can achieve better fairness than the traditional relay selection algorithm in both typical traffic load distribution scenarios.

5.5 Summary

This chapter studied the fairness radio resource allocation issue. A two-hop proportional fairness algorithm which improves system throughput while
guaranteeing user data rate is proposed. In addition, a load based relay selection algorithm which considered the fairness issue between direct link user and relay link user is proposed.

This work was done without considering the power efficiency problem, and equal power allocation is used in relay selection and subchannel allocation. Work on a suitable power allocation scheme is given in the next chapter.
Chapter 6 Energy Efficient Power Allocation

The work in this chapter is new and entirely that of the author.

6.1 Introduction

In relay based cellular networks, under equal power allocation for BS and RS, the subchannel capacity of the first hop link of an RS is not coupled with that of the second hop link. In order to keep the data rate of the two hop links balanced, a two-hop power allocation (THPA) algorithm is proposed to adjust the transmission power of the BS and the RS dynamically according to the difference in data rates between these two hop links. The aim of this algorithm is power efficiency at the transmission node.

In a multi-cell OFDMA scenario, because the interference is inter-cell interference, the performance of users at the cell edge is affected most. Therefore, a multi-cell power allocation considering inter-cell interference has also been studied by the author and, based on a multi-cell non-cooperative game model, a distributed multi-cell power allocation algorithm has been implemented. Different utility functions are defined for different optimisation objectives (system throughput and user fairness respectively) and the existence and uniqueness of the Nash equilibrium as a solution of the non-cooperative power allocation game is proved mathematically. The performance of this algorithm has been investigated by simulation.

6.2 Power Allocation between Two-Hops

6.2.1 Existing problem

In a relay system, the data rate of each RS depends on the minimum of the first hop link data rate (achieved data rate in the first time subslot) and the second hop link data rate (achieved data rate in the second time subslot). The data rate of the two hop links is usually different with equal power allocation. This is illustrated in Figure 6.1 where the transmission data rate for the two hop links at different TTI is compared.
Figure 6.1 Two-hop throughput of RS with equal power allocation

For two-hop link data rate balance, the transmission power of BS and RS can be adjusted adaptively to make the data rate of the first hop link and the second hop link matched to each other. If the data rate of the first hop link is smaller than that of the second hop link, increasing the transmission power of the BS can increase the data rate of the first hop link to the same value as the data rate of the second hop link, and system throughput will be increased; on the other hand, decreasing the transmission power of the RS can decrease the data rate of the second hop link to the same value as the data rate of the first hop link, and transmission power will be saved. If the data rate of the first hop link is larger than that of the second hop link, the situation is similar, but the other way round.

In the two-hop power allocation (THPA) algorithm, the optimization target is power efficiency in which the transmission power of the BS and RS is optimised to minimize the total transmission power.
6.2.2 Two-Hop Power Allocation

For RS $r$, $M'_1$ is the set of allocated subchannels on the first time subslot and $M'_2$ is the set of allocated subchannels on the second time subslot, and $M'_k$ is the set of subchannels allocated to the user $k_r$.

The available data rate of the RS $r$ is determined by the minimum transmission data rate of the first hop link and the second hop link, which can be expressed as:

$$c^r = \min\{c'_1, c'_2\}$$  \hspace{1cm} (6.1)

For the RS $r$, the data rate difference between the second hop link and the first hop link is:

$$\Delta c^r = c'_2 - c'_1$$ \hspace{1cm} (6.2)

If $\Delta c^r < 0$, the data rate of the second hop link is smaller than the data rate of the first hop link. While maintaining the system throughput, the transmission power of the BS can be reduced so that the data rate of the second hop link matches that of the first hop for each RS.

Let $\hat{p}_{m,1}^r$ be the transmission power from the BS to the RS $r$ on the subchannel $m \left( m \in M'_1 \right)$ after THPA. Define $p_{m,3}^r$ as the transmission power from the BS to the RS $r$ on the subchannel $m \left( m \in M'_1 \right)$ with equal power allocation. The adjusted power value can be calculated according to $\Delta c^r$.

From (5.2) (5.7), the $\Delta c^r$ is:

$$\Delta c^r = \sum_{m \in M'_1} B_m \log_2 \left( 1 + \frac{g_{m,1}^r \hat{p}_{m,1}^r}{\Gamma \sigma^2} \right) - \sum_{m \in M'_1} B_m \log_2 \left( 1 + \frac{g_{m,1}^r p_{m,1}^r}{\Gamma \sigma^2} \right)$$  \hspace{1cm} (6.3)
Let $\Delta c_{m,1}^r$ be the decreased data rate on the subchannel $m \in M_1^r$ of the first hop link of the RS $r$:

$$
\Delta c_{m,1}^r = B_m \left[ \log_2 \left( 1 + \frac{g_{m,1}^r \hat{p}_{m,1}^r}{\Gamma \sigma^2} \right) - \log_2 \left( 1 + \frac{g_{m,1}^r p_{m,1}^r}{\Gamma \sigma^2} \right) \right]
$$

(6.4)

The total data rate change is the sum of the individual change on each subchannel, so:

$$
\Delta c^r = \sum_{m \in M_1^r} \Delta c_{m,1}^r
$$

(6.5)

For simplicity, let the reduced data rate on each allocated subchannel in the first time subslot be equal; then

$$
\Delta c_{m,1}^r = \frac{\Delta c^r}{|M_1^r|}
$$

(6.6)

From (6.3)-(6.6), the transmission power from the BS to the RS $r$ on the subchannel $m \in M_1^r$ after power allocation can be calculated as:

$$
\hat{p}_{m,1}^r = 2^{\frac{\Delta c_{m,1}^r}{B_m} \left( \frac{p_{m,1}^r + \frac{\Gamma \sigma^2}{g_{m,1}^r}}{g_{m,1}^r} \right) - \frac{\Gamma \sigma^2}{g_{m,1}^r}}
$$

(6.7)

If $\Delta c^r > 0$, the data rate of the second hop link is bigger than the data rate of the first hop link. So the data rate of the second hop link can be reduced by $\Delta c^r$ to match the data rate of the first hop link of RS $r$ by reducing the transmission power of RS, and the system throughput is not changed.

In order to maintain the user fairness, the reduced $\Delta c^r$ is proportionally distributed among the MSs served by the RS $r$. Let the reduced data rate of the user $k_r$ is $\Delta c_{k_r}^r$, so:
\[
\Delta c_{r} = \Delta c' - \sum_{k \neq k_r} c_{k}^{r} - \sum_{k \neq k_r} c_{k}^{r}
\]

(6.8)

Similar to the derivation of (6.7), the transmission power from the RS \( r \) to the user \( k_r \) on the subchannel \( m \ (m \in M_{k_r}) \) after power allocation \( \hat{p}_{m,2}^{k_r} \) becomes:

\[
\hat{p}_{m,2}^{k_r} = 2^{\frac{\Delta c'}{V_r}} \left( p_{m,2}^{k_r} + \frac{\Gamma \sigma^2}{g_{m,2}^{k_r}} \right) \frac{\Gamma \sigma^2}{g_{m,2}^{k_r}}
\]

(6.9)

The adaptive two-hop power allocation algorithm will operate as follows:

**Step 1:** The subchannels of both the first and the second time subslots are assigned by the THPF algorithm.

**Step 2:** Each RS \( r \) calculates the data rate of the first hop link \( c_{1}^{r} \) and that of the second hop link \( c_{2}^{r} \) in terms of equal power allocation of BS and each RS.

**Step 3:** If \( \Delta c' \leq 0 \), the transmission power of BS on the subchannel \( m \ (m \in M_{1}') \) occupied by the RS \( r \) will be derived from (6.7), while the transmission power of the RS \( r \) on the subchannel \( m \ (m \in M_{2}') \) will remain equivalent to the equal power allocation case.

Else, the transmission power of BS on the subchannels \( m \ (m \in M_{1}') \) occupied by the RS \( r \) will be unchanged, and the transmission power of RS \( r \) on the subchannel \( m \ (m \in M_{k_r}') \) will be calculated by (6.9) instead.

**Step 4:** Downlink data packet will be sent with the transmission power of BS and RS according to step 3.
6.2.3 Performance Simulation and Analysis

It has been pointed out that the throughput of each RS in the first hop link and that in second hop link do not match each other in every TTI with equal power allocation on every subchannel; this is shown in Figure 6.1 showing the simulation results on the throughput comparison of two hop links without THPA.

In this section, the system performance under THPA is tested. Figure 6.2 is the throughput comparison of two hop links with THPA. It can be seen that the throughput of the first hop link and that of second hop link now match each other in every TTI. The average data rate in the first hop link is $3.18 \times 10^7$ bit/s, and of the average data rate in the second hop link is $3.18 \times 10^7$ bit/s as well. Since the throughput is determined by the minimum of the capacity of the first hop link and the second hop link of each RS, the system performance with the THPA is the same as that with equal power allocation.

![Figure 6.2 Two-hop throughput of RS with THPA](image)
Figure 6.3 and Figure 6.4 shows that the transmission power of the BS and RSs with the THPA algorithm is significantly reduced compared with that of equal power allocation (EQPA).

In Figure 6.3, when the RSs are located at the edge of the cell, the amount of power reduction for the BS is less than that when the RSs are 0.4 \( D \) to 0.5 \( D \) away from BS. This is because the proposed THPA algorithm considered the power saving related to relay link users, (when the RSs are located at the cell edge, the number of relay link users is less than the number of relay link users when relay is located in the cell centre) and the channel state of the second hop link is better than that of first hop link. However, the total transmission power of RSs is greatly reduced when RSs are at the edge of the cell because the channel state of the second hop link is better than that of the first hop link, and RSs will reduce the power to balance the data rate between the two hop links.

On the other hand, when RSs are located near the BS, the channel state of the second hop link is poor so the transmission power of RSs almost remains the same as the power with equal power allocation while the transmission power of the BS is reduced.

Although power reduction of a component (BS or RS) varies with distance of the RS from the BS, Figure 6.4 shows that the total power saving is approximately constant. The total transmission power of BS plus six RSs with the THPA algorithm is reduced roughly 30% compared to that of equal power allocation.
From Figure 6.3 to Figure 6.4 it can be seen that, THPA can effectively reduce transmission power.
6.3 Power Allocation among Multi-Cells

THPA is only one aspect of the problem: although it balances the data rate on the two hop links to minimize the transmission power, it does not consider inter-cell interference or how to minimize the transmission power among multiple cells. Some work on power allocation in OFDMA relay systems has been given in [64][65], however, these algorithms only consider a single cell scenario and omit the co-channel interference (CCI) in multiple cells. In this section, power allocation in a multi-cell OFDMA relay system is considered and a distributed power allocation algorithm based on non-cooperative game theory is determined.

6.3.1 Background of Game Theory

Game theory is a branch of applied mathematics which attempts to mathematically capture behaviour in strategic situations in which an individual's success in making choices depends on the choices of others [68].

Game theory was originally proposed by John von Neumann and Oskar Morgenstern in 1944 in the book ‘Theory of games and economic behaviour’ [69]. In the following decades, game theory has been developed into a wider area and is widely recognized as an important tool in many fields.

In the communications area, game theory has been applied to analyze and solve different problems in a broad number of areas such as cryptographic protocols [70][71], peer to peer (P2P) systems [72], as well as wireless communications and mobile networking [73][74][75][76]. Later in this section there is an explanation as to how this work is different from previous use of game theory in OFDMA networks.

A game has players who each have a strategy that they use to try to achieve the optimum utility.

Player $k$ has a strategy set $S_k$ that consists of a number of individual strategies $s_k$ so $S_k = \{s_k\}$ and the player can decide which strategy from its set it can use. The
vector \( s = (s_1, \ldots, s_n) \), is the strategy profile, i.e. the profile of the strategies of all the users \( k = \{1,2,\ldots,n\} \).

The utility level \( u_k(s) \) is decided by the strategy profile of all the players, i.e. it not only depends on the strategy chosen by the player \( k \), but also on the strategies chosen by all the other players.

There are two different types of games: cooperative and non-cooperative. This thesis uses non-cooperative game theory as users are competing against each other [77] to get the capacity they require, whereas in cooperative game theory users form coalitions and contracts between them.

The game aims to find an equilibrium that gives the maximum utility; the equilibrium is a set of strategies where users are unlikely to change their behaviour. Many equilibrium concepts have been developed, but the most generally used is the Nash equilibrium [77]. This uses the concept for equilibrium that, as a player knows the equilibrium strategies of the others, it will know that it cannot improve its utility by changing its own strategy if the other players keep theirs unchanged. This means that each player chooses the optimal response according to the other players’ strategies and if any player changes its strategy independently, its utility will be reduced.

A strategy profile \( s^* = (s_1^*, \ldots, s_n^*) \) is said to be a Nash Equilibrium if:

\[
 u_k(s_k^*,s_{-k}^*) \geq u_k(s_k',s_{-k}^*) \quad \forall s_k' \neq s_k^*
\]  

In setting up a non-cooperative game, the research is on how to maximize the players’ utilities with given strategy sets and how to reach equilibrium.

A basic model for non-cooperative power control game in CDMA networks was first proposed by D. Goodman [78][79], in which the quality of service (QoS) of a user is
the utility, and non-cooperative game theory is used to devise a power control scheme to maximize the utilities. The interference in CDMA is mainly intra-cell interference, while the interference in OFDMA systems is generally inter-cell interference. Non-cooperative power allocation game is used for work on OFDMA systems in [80] to maximize users’ utilities in a distributed way in multi-cell systems. [81] considers the non-cooperative power allocation game in multi-cell OFDMA relay networks, however, it considers power allocation only in the second time subslot and only in slow fading channel scenarios.

There has not been related work that addresses the problems considered here.

6.3.2 Multi-Cell System Model

In OFDMA cellular systems, the subchannels are orthogonal to each other, so there will be no intra-cell interference. The frequency reuse factor of OFDMA systems is generally “1” to maximise the overall spectrum efficiency. However, this means that co-channel interference (CCI) in co-frequency subchannels will be the dominant inter-cell interference between adjacent cells and cause the performance of users at the cell edge to deteriorate. Figure 6.5 shows an example of the downlink inter-cell interference between two cells in the second hop link in relay OFDMA networks.

![Figure 6.5 Downlink inter-cell interference in the second hop link](image)

The layout of multiple cells as used in this research is shown in Figure 6.6.
Notation used here is as follows:

- total number of cells is $N$;
- total bandwidth is $B$;
- the number of subchannels is $M$, so the subchannel bandwidth is $B_m = B/M$;
- $n \in (1,2,\cdots N)$ is the index of a cell;
- $s$ is the index of a transmitter in each cell (note that the use of $s$ as an index should not be confused with $s_i$ as a strategy);
- in the first time subslot the transmitter is BS ($s = 0$), and in the second time subslot the transmitter is RS ($s = r, r$ is the index of RSs);
- the time subslot is $i \in (1,2)$;
- the index of subchannel is $m \in (1,2,\cdots M)$;
- $k$ is the index of a receiver in each cell:
  - when the RS is a receiver, $k = r$
  - the direct link user is $k_d$
  - the relay link user served by RS $r$ is denoted as $k_r$. 

Figure 6.6 Layout of multi-cell system
\( p_{n,m,i}^{(s,k)} \) is transmission power on the subchannel \( m \) in the cell \( n \) between the transmitter \( s \) and the receiver \( k \) at the \( i^{th} \) time subslot;

\( g_{n,m,i}^{(s,k)} \) is the useful signal link gain on the subchannel \( m \) in the cell \( n \) between the transmitter \( s \) and the receiver \( k \) at the \( i^{th} \) time subslot;

\( g_{n',m,i}^{(s',k)} \) is the interference link gain on the subchannel \( m \) between the transmitter \( s' \) in the cell \( n' (n' \neq n) \) and the receiver \( k \) in the cell \( n \) at the \( i^{th} \) time subslot.

The interference plus noise received by the transmitter \( s \) (BS or RS) and the receiver \( k \) (RS or MS) in the \( n^{th} \) cell on the subchannel \( m \) at the \( i^{th} \) time subslot \( I_{n,m,i}^{(s,k)} \) is:

\[
I_{n,m,i}^{(s,k)} = \sum_{[n',s',m',i]} g_{n',m',i}^{(s',k)} p_{n',m',i}^{(s',k)} + \sigma^2
\]

(6.11)

in which, \( \sigma^2 \) is the power of AWGN.

The signal to interference plus noise ratio (SINR) on the \( m^{th} \) subchannel between the transmitter \( s \) and the receiver \( k \) at the \( i^{th} \) time subslot in the \( n^{th} \) cell is:

\[
\gamma_{n,m,i}^{(s,k)} = g_{n,m,i}^{(s,k)} I_{n,m,i}^{(s,k)}
\]

(6.12)

The capacity of the \( m^{th} \) subchannel between \( s \) and \( k \) of the cell \( n \) in the time subslot \( i \) is:

\[
c_{n,m,i}^{(s,k)} = B_m \log_2 \left( 1 + \gamma_{n,m,i}^{(s,k)} \right)
\]

(6.13)

The subchannels can be allocated with any scheduling algorithm. A fixed subchannel allocation is used here to cancel the effect of scheduling on system performance. In
the cell $n$, for a direct link user $k_d$, the achieved data rate is $c_n^{k_d}$, and the achieved data rates of the relay link user $k_r$ in the first hop link and second hop link are $c_n^{k_r,1}$ and $c_n^{k_r,2}$ respectively. The available data rate of a relay link user $c_n^{k_r}$ is determined by the minimum capacity of the first hop link and the second hop link in DF relay [6], which can be expressed as:

$$c_n^{k_r} = \min\{c_n^{k_r,1}, c_n^{k_r,2}\} \quad (6.14)$$

6.3.3 Non-Cooperative Power Allocation Game

In OFDMA systems, there is no intra-cell interference, but there is inter-cell interference. So the power allocation problem of multi-cell OFDMA relay systems can be viewed as a non-cooperative game, in which the BSs (RSs) in multiple cells will compete with each other on co-frequency subchannels for channel capacity by increasing the transmission power selfishly.

6.3.3.1 Model of NPAG

In OFDMA systems, the subchannels are independent, so the utility maximization of one cell is equivalent to maximizing the utility on each subchannel in that cell. Thus, the multi-cell non-cooperative power allocation game (NPAG) can be formulated on each co-frequency subchannel. Furthermore, the BSs transmit data in the first time subslot and the RSs transmit data in the second time subslot, so the NPAG can be formulated as $G^{BS} = \{n\}, \{p_{n,m}^{BS}\}, \{\mu_{n,m}^{BS}\}$ in the first time subslot, and $G^{RS} = \{n\}, \{p_{n,m}^{RS}\}, \{\mu_{n,m}^{RS}\}$ in the second time subslot. In $G^{BS}$, $\{n\}$ is the set of co-channel interference cells, i.e. a set of players competing with each other; $P_{n,m}^{BS} = [p_{n,m}^{\min}, p_{n,m}^{\max}]$ is the strategy set of transmission power of the BS on the $m^{th}$ subchannel in the $n^{th}$ cell; $P_{n,m}^{BS} = (p_{1,m}^{BS}, p_{2,m}^{BS}, \cdots, p_{N,m}^{BS})$ is the BS transmission power vector of all the cells on the $m^{th}$ subchannel; $P_{n,m}^{BS}$ is the BS transmission power
vector on the $m^{th}$ subchannel of all the cells excluding the power $p_{n,m}^{BS}$ in the $n^{th}$ cell.

So, the BS transmission power vector on the $m^{th}$ subchannel of all the cells can be expressed as $\mathbf{p}_m^{BS} = (p_{n,m}^{BS}, p_{n,m}^{BS})$. $u_{n,m}^{BS}$ is the utility of the BS on the $m^{th}$ subchannel in the $n^{th}$ cell, and each cell will maximize its utility rationally. Similarly, $n, p_{n,m}^{RS}$ and $u_{n,m}^{RS}$ are defined in $G^{RS}$.

Since each transmitter prefers to increase its transmission power to increase its capacity, this will also increase the interference and degrade the capacity of adjacent cells in which users are using a co-frequency subchannel. Then the cells whose capacities are affected also prefer to increase their transmission power to increase their capacities. So a pricing factor is used in order to force transmitters in each cell consider not only their own capacity but also control the interference to others [79].

The utility of the BS on the subchannel $m$ in the $n^{th}$ cell can then be defined as:

$$u_{n,m}^{BS}(\mathbf{p}_m^{BS}) = B_m \log_2 (1 + \gamma_{n,m}) - a^{BS} p_{n,m}^{(0,k)}$$  \hspace{1cm} (6.15)

In the following, $p_{n,m}^{RS}$ is used to represent $p_{n,m}^{(0,k)}$ for simplicity and $a^{BS}$ is the pricing factor of a BS (this is a positive scalar and can be considered to have units of bps/W). With the introduction of $a^{BS}$, a transmitter will not just increase the power selfishly to increase its channel capacity, but also will consider the interference to others. The larger $a^{BS}$ is, the higher the price for increasing power is, so each cell will use attempt to use less transmission power, which causes less interference to other cells.

In order to use the channel efficiently, the match issue between the second hop link and the first hop link of the RS $r$ should be considered. A match factor is introduced,
which is defined as the ratio of the first hop link capacity of the RS $r$ and second hop link capacity of the RS $r$ in the cell $n$:

$$\beta_{n}^{r} = \frac{\sum_{k \in K_{n}} c_{n,1}^{k}}{\sum_{k \in K_{n}} c_{n,2}^{k}}$$

(6.16)

As the BS transmits data for both direct link users and RSs in the first time subslot, the pricing factor for direct link users and RSs is different in the first time subslot, which is:

$$\alpha_{BS} = \begin{cases} \alpha_{BS}^{\prime} & \text{for direct link user} \\ \alpha_{BS}^{\prime} \cdot \beta_{n}^{r} & \text{for RS } r \text{ in the cell } n \end{cases}$$

(6.17)

$\alpha_{BS}^{\prime}$ is the basic pricing factor for both direct link user and RS. From (6.17) it can be seen that the direct link users and the RSs use a different pricing factor to compete for transmission power. When $\beta_{n}^{r} > 1$, i.e., the channel capacity of the first hop link is bigger than that of the second hop link, the $\alpha_{BS}$ increases compared with the basic pricing factor $\alpha_{BS}^{\prime}$. Therefore, the BS decreases its transmission power to the RS $r$ to match the capacity of the first hop link and that of the second hop link. The larger the difference between the data rate of two hop links is, the bigger $\beta_{n}^{r}$ is; as a result, $\alpha_{BS}$ becomes bigger, and the transmission power is more strictly controlled. When $\beta_{n}^{r} < 1$, the BS tends to increase its transmission power to increase the first hop link capacity of RS to match that of the second hop link.

Similarly to (6.15), the utility of RS in the $n^{th}$ cell on the $m^{th}$ subchannel in the second time subslot can be defined as:

$$u_{n,m}^{RS} (P_{m}^{RS}) = B_{m} \log_{2} \left( 1 + \gamma_{n,m,2}^{(r,k)} \right) - \alpha_{BS}^{RS} p_{n,m,2}^{(r,k)}$$

(6.18)
in which, $\alpha^{RS}$ is the basic pricing factor of the RS, which has the same function as $\alpha^{BS}$ and in the following parts, $p^{RS}_{n,m}$ is used to represent $p^{(r,k)}_{n,m}$ for simplicity.

6.3.3.2 Solution of NPAG

The widely used solution of non-cooperative game problem is the Nash equilibrium [79], the definition of which for this problem is:

$$\forall p^{RS}_{n,m} \in P^{RS}_{n,m}, \quad u^{BS}_{n,m}(p^{BS}_{n,m}, P^{BS}_{-n,m}) \geq u^{BS}_{n,m}(p'^{BS}_{n,m}, P^{BS}_{-n,m})$$

The power vector $P^{BS}_m$ is the Nash equilibrium of NPAG. In the Nash equilibrium, given the power of other cells, a cell cannot improve its utility by changing its individual power. So the Nash equilibrium is a point of balance that each player who succeeds in a competition does not want to deviate from. The existence and uniqueness of the Nash equilibrium point in NPAG are illustrated in this section.

The Nash equilibrium for NPAG exists in the first time subslot when the following two conditions are satisfied [79]:

i) $\{p^{BS}_{n,m}\}$ is a nonempty, convex and compact subset of a finite Euclidean space $R^N$;

ii) $u^{BS}_{n,m}(P^{BS}_m)$ is continuous in $P^{BS}_m$ and quasi-concave in $P^{BS}_m$.

A subset of Euclidean space $R^N$ is called compact if it is closed and bounded [82]. Since the strategy $p^{BS}_{n,m}$ of every BS is identified as $p^{BS}_{n,m} \in [p^{min}_{n,m}, p^{max}_{n,m}]$ and $p^{min}_{n,m} \neq p^{max}_{n,m}$, it is a nonempty, convex [82] and compact subset of $R^N$. So the first condition is satisfied.

For the second condition, $u^{BS}_{n,m}(P^{BS}_m)$ is obviously a continuous function in $P^{BS}_m$ as defined in (6.15). Thus it is only necessary to prove the quasi-concave property of $u^{BS}_{n,m}(P^{BS}_m)$. 
Taking the first-order partial derivative of (6.15) with respect to $p_{n,m}^{BS}$ for any $n \in \{n\}$ yields:

$$
\frac{\partial u_{n,m}^{BS}(p_{m}^{BS})}{\partial p_{n,m}^{BS}} = \frac{B_m}{\ln 2} \frac{I_{n,m,1}^{(0,k)}}{g_{n,m,1}^{(0,k)}} - \alpha_{BS}^{n,m,1}(6.19)
$$

The second-order partial derivative of (6.15) with respect to $p_{n,m}^{BS}$ for any $n \in \{n\}$ is

$$
\frac{\partial^2 u_{n,m}^{BS}(p_{m}^{BS})}{\partial^2 p_{n,m}^{BS}} = \frac{B_m}{\ln 2} \frac{g_{n,m,1}^{(0,k)}}{I_{n,m,1}^{(0,k)}} - \alpha_{BS}^{n,m,1} < 0 (6.20)
$$

From (6.20), $u_{n,m}^{BS}(p_{m}^{BS})$ is strictly concave in $p_{m}^{BS}$, thus it is strictly quasi-concave in $p_{m}^{BS}$ as well [83]. Since both conditions of the existence of Nash equilibrium are satisfied, the Nash equilibrium exists in NPAG.

The Nash equilibrium solution of NPAG is $\max_{p_{m}^{BS} \in P_{m}^{BS}} u_{n,m}^{BS}(p_{m}^{BS})$. For a continuous function, the necessary condition for a first-order optimization is:

$$
\frac{\partial u_{n,m}^{BS}(p_{m}^{BS})}{\partial p_{n,m}^{BS}} = 0 (6.21)
$$

From (6.19):

$$
p_{n,m}^{BS} = \frac{B_m}{\ln 2 \cdot \alpha_{BS}^{n,m,1}} \frac{I_{n,m,1}^{(0,k)}}{g_{n,m,1}^{(0,k)}} (6.22)
$$

If $p_{n,m}^{BS}$ from (6.22) is within $[p_{n,m}^{\min}, p_{n,m}^{\max}]$, $p_{n,m}^{BS}$ is the Nash equilibrium solution of NPAG in the first time subslot; otherwise, $p_{n,m}^{\min}$ or $p_{n,m}^{\max}$ are Nash equilibrium solution of NPAG in the first time subslot.

Next, the uniqueness of Nash equilibrium of NPAG in the first time subslot must be considered. If (6.22) converges to a unique solution, the Nash equilibrium of NPAG
is unique as (6.22) is the Nash equilibrium of NPAG. From (6.12), (6.22) can be rewritten as:

\[ p_{n,m}^{BS} = \frac{B_m}{\ln 2 \cdot \alpha^{BS}} - \frac{p_{n,m}^{BS}}{\gamma_{\alpha,\beta}^{(0,k)}} (6.23) \]

The iterative expression of \( p_{n,m}^{RS} \) can be expressed as:

\[ p_{n,m}^{RS}(t) = \frac{B_m}{\ln 2 \cdot \alpha^{RS}} - \frac{p_{n,m}^{RS}(t-1)}{\gamma_{\alpha,\beta}^{(0,k)}(t-1)} (6.24) \]

In order to verify whether (6.24) converges to a unique solution, it is necessary to prove the convergence of the difference between two adjacent iterations. From (6.11) and (6.23) the difference between the \((t+1)^{th}\) and the \(t^{th}\) iteration is:

\[ p_{n,m}^{RS}(t+1) - p_{n,m}^{RS}(t) = \sum_{\{n',r'=n\}} g_{n',m,1}^{(0,k)} (p_{n',m,1}^{(0,k)}(t-1) - p_{n',m,1}^{(0,k)}(t)) \]

(6.25)

If there exists infinitely small \( \epsilon \) such that \( |p_{n,m}^{BS}(t) - p_{n,m}^{BS}(t-1)| \leq \epsilon \), then:

\[ \left| p_{n,m}^{BS}(t+1) - p_{n,m}^{BS}(t) \right| < \sum_{\{n',r'=n\}} g_{n',m,1}^{(0,k)} / G_{n,m,1}^{(0,k)} \]  

(6.26)

If \( g_{n,m,1}^{(0,k)} / \sum_{\{n',r'=n\}} g_{n',m,1}^{(0,k)} > 1 \), then (6.24) is convergent. This condition can be transferred into the request of each user’s SINR and can be realized through the admission control (if the SINR of a user is higher than 1, i.e., 0 dB which can be achieved easily [84], this user will be allowed to access the system, through the access control). It means that when \( g_{n,m,1}^{(0,k)} / \sum_{\{n',r'=n\}} g_{n',m,1}^{(0,k)} > 1 \) the uniqueness of the Nash equilibrium of NPAG in the first time subslot can be satisfied.

Similarly, the existence and uniqueness of the NPAG Nash equilibrium \( G^{RS} = \{n\}, \{p_{n,m}^{RS}\}, \{u_{n,m}^{RS}\} \) in the second time subslot can be satisfied as well, and the iterative expression of \( p_{n,m}^{RS} \) can be expressed as:
\[ P_{n,m}^{RS}(t) = \frac{B}{{\ln}2 \cdot {\alpha}^{RS}} - \frac{P_{n,m}^{RS}(t-1)}{{\gamma}_{(r,k)}^{(r,k)}} (t-1) \] (6.27)

6.3.3.3 Process of NPAG

The process of the NPAG algorithm is given as follows:

**Step 1:** On each subchannel \( m \), initialize transmission power \( P_{m}^{RS}(0) = 0 \), \( P_{m}^{RS}(0) = 0 \), and set iterative convergence parameter \( \varepsilon \) to be very small so that \( \varepsilon \) tends to 0 (\( \varepsilon \to +0 \)).

**Step 2:** Let \( t = 0 \). Execute NPAG in the second time subslot.

**Step 3:** Let \( t = t+1 \), calculate \( P_{m}^{RS}(t) \) according to (6.27).

**Step 4:** If \( |P_{m}^{RS}(t) - P_{m}^{RS}(t-1)| < \varepsilon \), the NPAG of RS is over, \( P_{m}^{RS} = P_{m}^{RS}(t) \) is the power allocation result of RSs on the subchannel \( m \), and go to step 5; otherwise, go to step 3.

**Step 5:** Calculate the second hop link data rate of relay link users according to \( P_{m}^{RS} \) in step 4, and update the match factor \( \beta_{n}^{r} \) of the RS \( r \) in the cell \( n \).

**Step 6:** Execute NPAG in the first time subslot. Let \( t = 0 \).

**Step 7:** Let \( t = t+1 \), calculate \( P_{m}^{RS}(t) \) according to (6.24).

**Step 8:** If \( |P_{m}^{RS}(t) - P_{m}^{RS}(t-1)| < \varepsilon \), the NPAG of BS is over, \( P_{m}^{RS} = P_{m}^{RS}(t) \) is the power allocation results of BS on the subchannel \( m \), and go to step 9; otherwise, go to step 7.

**Step 9:** Calculate the first hop link data rate of relay link users and that of the direct link users according to \( P_{m}^{RS} \) in step 8.
It can be seen that steps 1-9 are performed in a distributed manner by each cell and different cells only need to exchange co-channel SINR information. The complexity of this algorithm depends on the number of cells but not on the number of users within the cell.

6.3.3.4 Performance Simulation and Analysis

A multi-cell downlink OFDMA relay system is simulated. Wrap-around technology is used for multi-cell interference, and the channel model [10] includes shadow fading, large scale pathloss, and multi-path fading, as discussed in section 3.2. In each single cell, one BS positioned in the centre of cell and 6 RSs are uniformly distributed in the cell, located at 0.5 cell radius away from the BS; multiple users are uniformly distributed across the cell. Detailed simulation parameters are as shown in Table 3.1.

First, in order to examine the second hop link average data rate of relay link users with different RS basic pricing factors, the limitation of the first hop link data rate of the relay link user is omitted, and assume that the end to end data rate of relay link user is only decided by the data rate of second hop link here. Figure 6.7 shows that the second hop link data rate increases first and then decreases with increasing RS basic pricing factor. Figure 6.8 shows the simulation results of RS transmission power with varying RS basic pricing factor compared with that with equal power allocation (EQPA), in which RS transmission power decreases significantly as the RS basic pricing factor increases.
From Figure 6.7 and Figure 6.8, it can be seen that, when the basic pricing factor equals zero, NPAG of RS will converge to the RS equal power allocation. The
maximum second hop link data rate of NPAG is achieved when the basic price factor is about $2.5 \times 10^5$, where the data rate is increased by 4.5% compared with that of equal power allocation of RS and the average transmission power of RS is reduced by 24% compared with that of equal power allocation. The RS basic price factor can be considered as the price paid for each unit of power, i.e., the higher the RS basic pricing factor, the more expensive it is for one RS to increase its throughput by increasing transmission power. When the RS basic pricing factor exceeds a certain threshold ($2.5 \times 10^5$ in the simulation), the transmission power of RS tends to converge to a smaller value, which causes the second hop link average data rate to decrease.

The effect of the BS basic pricing factor on system performance is examined in Figure 6.9 - Figure 6.11, with optimal RS pricing factor ($2.5 \times 10^5$ as explained above).

![Figure 6.9 System throughput vs. BS basic pricing factor (fixed RS pricing factor)](image-url)
It can be seen from Figure 6.9 that when the BS basic pricing factor is zero, the system throughput is the same as that given by equal power allocation, and system
throughput increases first and then decreases with increasing BS pricing factor. When the BS basic pricing factor equals $3 \times 10^5$, the largest system throughput gain is obtained and increases to 3% compared with that of BS equal power allocation. The fairness index deceased with increasing BS pricing factor, as shown in Figure 6.10.

Figure 6.11 is the average BS transmission power under different BS basic pricing factor (RS basic pricing factor equals $2.5 \times 10^5$), which shows that the BS average transmission power decreases as pricing factor rises. In Figure 6.11, it can also be seen that, when BS basic pricing factor is $3 \times 10^5$ and RS basic pricing factor is $2.5 \times 10^5$, the average power of a BS will reduce by 25% compared with that of BS using equal power allocation. With a BS basic pricing factor higher than $7 \times 10^5$, the BS transmission power is so small that the system throughput gain of NPAG will decrease, and the average throughput of NPAG would be smaller even than that of equal power allocation. It is not hard to understand that with a very high price, nobody wants to spend much on power for data transmission.

In Figure 6.12 – Figure 6.14, the system performance of NPAG is compared with equal power allocation on each subchannel (EQPA) with different user numbers. In the simulation, the BS basic pricing factor is $3 \times 10^5$ and RS basic pricing factor is $2.5 \times 10^5$, the values at which maximum throughput will be obtained.

Figure 6.12 is the system throughput of each cell with different user numbers. At first, the system throughput increases directly with the number of uses, but after a certain number is reached the throughput saturates and then decreases. This is because the larger the user number, the bigger the multi-user diversity gain, but, as the Round Robin scheduling tries to keep user fairness, the system throughput will decrease as the number gets too large. It can be seen that the throughput of NPAG is nearly 4% larger than that of EQPA.
Figure 6.12 System throughput vs. number of users in each cell

Figure 6.13 Transmission power vs. number of users in each cell
Figure 6.13 shows the average transmission power of BS and RS under EQPA and NPAG. Compared with EQPA, it is clear that the transmission powers of BS and RS are reduced greatly by the use of NPAG, in which, the overall power (BS power plus and RSs power) will be reduced by about 25\%.

The user fairness index with different user numbers is shown in Figure 6.14. It can be seen that the NPAG will decrease the user fairness compared with EQPA, which is consistent with the result of Figure 6.10. The user fairness of NPAG is nearly 4\% less than that of EQPA, but this reduction is much less than the improvement in power saving.

The simulation results show that system throughput is improved and transmission power is reduced compared with that of EQPA. This is important as while power saving is important the performance seen by the users needs to be maintained for the system to be acceptable.
6.3.4 Non-Cooperative Power Allocation Game for Fairness

In the previous section, both the power allocation game in the first time subslot and the second time subslot are defined in a fast-fading channel scenario. The multi-cell non-cooperative power allocation game can increase the system throughput and reduce power consumption but will also lead to a reduction in the data rate fairness among users. The reason is that by the utility function defined in (6.15) and (6.18), the users with good channel conditions will be allocated more transmission power. However, the cell edge users will suffer larger co-channel interference than that of cell centre users and have a worse channel condition than that of cell central users, which means that the cell edge users will suffer lower data rates, so it is unfair for the cell edge users. In this section, a novel utility function to improve the user fairness is defined.

6.3.4.1 Utility Definition for User Fairness

Based on the non-cooperative power allocation game model constructed in 6.3.3.1, the pricing factors defined for the BSs and for the RSs are modified to take into account the average data rate of receivers for fairness.

The utility of the $n^{th}$ BS on the subchannel $m$ can be defined as:

$$
\mu_{n,m}^{BS} (p_m^{BS}) = B_m \log_2 \left(1 + \gamma_{n,m,1}^{(0,k)} \right) - \alpha^{BS} R_n^{(0,k)} p_{n,m,1}^{(0,k)} 
$$  \hspace{1cm} (6.28)

in the following, $p_{n,m}^{BS}$ is used to represent $p_{n,m,1}^{(0,k)}$ for simplicity and $\alpha^{BS}$ is the BS pricing factor, which is defined the same as in (6.17). $R_n^{(0,k)}$ is the normalised average data rate of the receiver $k$ in the cell $n$, which is:

$$
R_n^{(0,k)} = \frac{e_n^k}{1 - \sum_{k=1}^{K} e_n^k} 
$$  \hspace{1cm} (6.29)
If the receiver \( k \) is a direct link user, \( \mathcal{C}_n^k = \mathcal{C}_n^{kj} \). Since the RS will receive the data from BS, retransmitting this data to a relay link user, the RS will act as a receiver in the first time subslot. So the average data rate of all the users served by the RS \( r \) is used to represent the average data rate of the RS \( r \):

\[
\bar{c}_n' = \frac{\sum_{k \in K_{R_n}} \mathcal{C}_n^k}{|K_{R_n}|}
\]  

(6.30)

In (6.28), the \( \alpha_{BS} R_n^{(0,k)} \) is called the modified pricing factor of BS. With the introduction of the normalised average data rate \( R_n^{(0,k)} \) to the pricing factor \( \alpha_{BS} \), a transmitter will not just increase its power selfishly to increase the channel capacity, but will consider the interference to other cells; i.e. it will take a view of the whole system. The larger \( \alpha_{BS} R_n^{(0,k)} \) is, the higher the price that will be incurred for increasing power; therefore the BS in each cell prefers to use less power, causing less interference to other cells. The modified pricing factor of a BS is adjusted by the normalized average data rate of the receiver \( k \) which occupies the subchannel \( m \). If a receiver has a low average data rate, the modified pricing factor will be decreased: as a result, the algorithm will allow the transmitter to use more power to this receiver and hence obtain a higher throughput.

As a BS transmits data for both direct link users and RSs in the first time subslot, the modified pricing factor \( \alpha_{BS} R_n^{(0,k)} \) for direct link users and RSs is different in the first time subslot, which is:

\[
\alpha_{BS} R_n^{(0,k)} = \begin{cases} 
\alpha'_{BS} R_n^{(0,k)} & \text{for direct link user} \\
\alpha'_{BS} \beta_n' R_n^{(0,k)} & \text{for RS } r \text{ in cell } n 
\end{cases}
\]  

(6.31)

in which, \( \alpha'_{BS} \) is the basic pricing factor of BS, \( \beta_n' \) is the match factor of the RS \( r \) in the cell \( n \) defined in (6.16). \( \alpha'_{BS} R_n^{(0,k)} \) is the modified pricing factor for a direct link user, and \( \alpha'_{BS} \beta_n' R_n^{(0,k)} \) is the modified pricing factor for a RS. From (6.28) and (6.31),
it can be seen that direct link users and the RSs use different prices to compete for transmission power. When $\beta_n^r > 1$, the achieved data rate of RS $r$ of the first hop link is bigger than that of the second hop link, the value of $\alpha^{BS}_n \beta_n^r R_n^{0,k}$ will increase compared with $\alpha^{BS}_n R_n^{0,k}$. Therefore, the BS can decrease its transmission power for matching the capacity of the first hop link and that of the second hop link of RS $r$. The larger the difference between the data rate of two hop links, the bigger is $\beta_n^r$; as a result, $\alpha^{BS}_n \beta_n^r R_n^{0,k}$ becomes larger, and the transmission power is more strictly controlled. When $\beta_n^r < 1$, the BS tends to increase its transmission power to increase the first hop link capacity of a RS to match that of the second hop link.

Similarly to (6.28), the utility of a RS in the $n^{th}$ cell on the $m^{th}$ subchannel in the second time subslot can be defined as:

$$u^{RS}_{n,m}(p_{m}^{RS}) = B_n \log_2 (1 + \gamma_{n,m,2}) - \alpha^{RS}_n R^{(r,k)}_{n,m,2} \, p^{(r,k)}_{n,m,2}$$  

(6.32)

in which, $\alpha^{RS}_n$ is the basic pricing factor of RS, $R^{(r,k)}_{n,m,2}$ is the normalised average data rate of the receiver $k_r$ in the cell $n$, $\alpha^{RS}_n R^{(r,k)}_{n,m,2}$ is the modified pricing factor of RS, and in the following, $p_{n,m}^{RS}$ is used to represent $p^{(r,k)}_{n,m,2}$ for simplicity. $R^{(r,k)}_{n,m,2}$ is defined by:

$$R^{(r,k)}_{n,m,2} = \frac{c^{k_r}_n}{\frac{1}{K} \sum_{k=1}^{K} \beta_n^{k}}$$  

(6.33)

6.3.4.2 Solution of NPAG-F

The existence and uniqueness of the Nash equilibrium point in NPAG-F is the same as that of NPAG. The Nash equilibrium solution of NPAG in the first time subslot is $\arg \max \ u^{RS}_{n,m}(p^{RS}_{n,m})$. 
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For a continuous function, the necessary condition for a first order optimization is:

$$\frac{\partial u_{n,m}^{BS}(p_{m}^{BS})}{\partial p_{n,m}^{BS}} = 0 \quad (6.34)$$

Taking the first-order partial derivative of (6.28) with respect to $p_{n,m}^{BS}$ for any $n \in \{n\}$ yields:

$$\frac{\partial u_{n,m}^{BS}(p_{m}^{RS})}{\partial p_{n,m}^{BS}} = \frac{B_m}{\ln 2} \left( \frac{g_{n,m,1}^{(0,k)}}{n,m,1} + g_{n,m,1}^{(0,k)} p_{n,m,1}^{(0,k)} \right) - \alpha_{RS}^{BS} R_{n}^{(0,k)} \quad (6.35)$$

From (6.34) and (6.35):

$$p_{n,m}^{BS} = \frac{B_m}{\ln 2 \cdot \alpha_{RS}^{BS} \cdot \gamma_{n,m,1}^{(0,k)}} - \frac{p_{n,m}^{BS}}{\gamma_{n,m,1}^{(0,k)}} \quad (6.36)$$

Using the same method to get (6.24), then the iterative expression of $p_{n,m}^{RS}$ can be expressed as:

$$p_{n,m}^{RS}(t) = \frac{B_m}{\ln 2 \cdot \alpha_{RS}^{BS} \cdot \gamma_{n,m,1}^{(0,k)}} - \frac{p_{n,m}^{RS}(t-1)}{\gamma_{n,m,1}^{(0,k)}} (t-1) \quad (6.37)$$

Similarly, the iterative expression of $p_{n,m}^{RS}$ can be expressed as:

$$p_{n,m}^{RS}(t) = \frac{B_m}{\ln 2 \cdot \alpha_{RS}^{BS} \cdot \gamma_{n,m,2}^{(0,k)}} - \frac{p_{n,m}^{RS}(t-1)}{\gamma_{n,m,2}^{(0,k)}} (t-1) \quad (6.38)$$

The process of the NPAG-F is same as NPAG described in session 6.3.3.3.

6.3.4.3 Performance Simulation and Analysis

Round Robin scheduling is used for subchannel allocation. The system average throughput is the sum of average throughput achieved by each user in one cell. The Raj Jain fairness index (5.18) is used as before to measure the fairness among users. In the simulation, the BS basic pricing factor $\alpha_{BS}^{RS}$ and the RS basic pricing factor $\alpha_{RS}^{RS}$ are the algorithm factors of NPAG-F. The system performance under different
pricing factors of BS and RS are compared with the equal power allocation with maximum transmission power limitation.

Figure 6.15 shows the effect of the BS basic pricing factor and RS basic pricing factor on the system throughput. Increasing the BS basic pricing factor or RS basic pricing factor will decrease the average throughput.

Figure 6.16 is the simulation result on user fairness. The user fairness increases first and decreases later with increasing BS basic pricing factor or RS basic pricing factor, but the change is quite small. The optimal user fairness point varies with different BS basic pricing factors if the RS pricing factor is fixed. When $\alpha_\text{BS}^{'} = 7 \times 10^5$ and $\alpha_\text{RS} = 5 \times 10^5$ the user fairness index is about 0.49, and that of equal power allocation is about 0.41, an increase of more than 20%.
Figure 6.16 User fairness vs. BS basic pricing factor

Figure 6.17 and Figure 6.18 show the average transmission power of BS and RS respectively, both of which reduce with increasing respective basic pricing factor.
Under equal power allocation, the transmission power of BS is 20 W and that of RS is 10 W, so the energy is reduced greatly when NPAG-F is used.

### Table 6.1: RS basic pricing factor is 300,000

<table>
<thead>
<tr>
<th>BS basic pricing factor $\alpha^{RS}$</th>
<th>500,000</th>
<th>600,000</th>
<th>700,000</th>
<th>800,000</th>
<th>900,000</th>
<th>1000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairness</td>
<td>+18.6%</td>
<td>+19.1%</td>
<td>+19.0%</td>
<td>+18.7%</td>
<td>+18.0%</td>
<td>+17.2%</td>
</tr>
<tr>
<td>Throughput</td>
<td>-5.7%</td>
<td>-7.3%</td>
<td>-9%</td>
<td>-10.6%</td>
<td>-12.3%</td>
<td>-13.9%</td>
</tr>
</tbody>
</table>

### Table 6.2: RS basic pricing factor is 500,000

<table>
<thead>
<tr>
<th>BS constant pricing factor $\alpha^{BS}$</th>
<th>500,000</th>
<th>600,000</th>
<th>700,000</th>
<th>800,000</th>
<th>900,000</th>
<th>1000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fairness</td>
<td>+18.9%</td>
<td>+19.41%</td>
<td>+19.43%</td>
<td>+19.1%</td>
<td>+18.5%</td>
<td>+17.8%</td>
</tr>
<tr>
<td>Throughput</td>
<td>-6.2%</td>
<td>-8.4%</td>
<td>-10.0%</td>
<td>-11.7%</td>
<td>-13.3%</td>
<td>-15.0%</td>
</tr>
</tbody>
</table>

### Table 6.3: RS basic pricing factor is 800,000
From the simulation results, it can be seen that there should be an optimal point which will achieve a best tradeoff between user fairness and system throughput.

From Table 6.1-Table 6.3, the optimal point is when $\alpha^{BS} = 6 \times 10^5$ and $\alpha^{RS} = 3 \times 10^5$, in which case the user fairness is increased 19.1% and throughput is decreased 7.3%.

### 6.4 Joint Power Allocation of THPA and NPAG

This section gives a joint distributed multi-cell power allocation (DMPA) algorithm which is a combination of non-cooperative power allocation game (NPAG) and two-hop power allocation (THPA) for energy efficiency and throughput improvement.

#### 6.4.1 Algorithm Procedure

The process of the DMPA algorithm is given as following:

**Step 1:** On each subchannel $m$, initialize transmission power $P_m^{BS}(0) = 0, P_m^{RS}(0) = 0$, and set iterative convergence parameter $\varepsilon$ to be very small so that $\varepsilon \rightarrow 0$.

**Step 2:** Let $t = 0$. Execute NPAG in the second time subslot.

**Step 3:** Let $t = t + 1$, calculate $P_m^{RS}(t)$ according to (6.27).

**Step 4:** If $|P_m^{RS}(t) - P_m^{RS}(t-1)| < \varepsilon$, the NPAG of RS is over, $P_m^{RS} = P_m^{RS}(t)$ is the power allocation result of RSs on the subchannel $m$, and go to step 5; otherwise, go to step 3.
Step 5: Calculate the second hop link data rate of relay link users according to $P_{m}^{RS}$ in the step 4, and update the match factor $\beta_{n}^{'r}$ of the RS $r$ in the cell $n$.

Step 6: Execute NPAG in the first time subslot. Let $t = 0$.

Step 7: Let $t = t + 1$, calculate $P_{m}^{BS}(t)$ according to (6.24).

Step 8: If $|P_{m}^{BS}(t) - P_{m}^{BS}(t-1)| < \varepsilon$, the NPAG of BS is over, $P_{m}^{BS} = P_{m}^{BS}(t)$ is the power allocation results of BS on the subchannel $m$, and go to step 9; otherwise, go to step 7.

Step 9: Calculate the first hop link data rate of relay link users and that of the direct link users according to $P_{m}^{RS}$ in step 8.

Step 10: Calculates $\Delta c^{'r}$ from (6.2) for RS $r$ in the cell $n$. If $\Delta c^{'r} < 0$ go to step 11, else go to step 12.

Step 11: The BS transmission power will be derived from (6.7), while the RS transmission power remains as $P_{m}^{RS}$.

Step 12: The RS transmission power will be calculated by (6.9), and the transmission power of BS is unchanged.

6.4.2 Performance Simulation and Analysis

The system throughput and transmission power of BS and RS of DMPA are compared with two schemes: one is equal power allocation on each subchannel (named EQPA), and the other is NPAG (as in section 6.3.3). Round Robin scheduling is used for subchannel allocation. In the simulation, the BS basic pricing factor is $3 \times 10^{3}$ and the RS basic pricing factor is $2.5 \times 10^{5}$ (these values give maximum throughput as shown in section 6.3.3.4).
Figure 6.19 is the average throughput of each cell with different numbers of users. The system throughput increases at first as the number of users increases and then decreases. This is because multi-user diversity gain occurs as the number of users gets bigger; however, as the Round Robin scheduling aims to keep user fairness, making the number of users too large will decrease the system throughput. It can be seen that the throughput of DMPA is nearly 4% larger than that of EQPA, and the throughput of DMPA improves almost 1% over that of NPAG.

![Figure 6.19 System throughput vs. number of users in each cell](image)

Figure 6.20 is the comparison of performance of average power of BS with different numbers of users for the EQPA, NPAG and DMPA algorithms. Figure 6.21 is the comparison of average power of RS among EQPA, NPAG and DMPA algorithms respectively. Compared with EQPA, both the power of BS and RS of NPAG and DMPA are greatly reduced. The DMPA consumes the smallest power both on BS and on RS. From Figure 6.21, compared with EQPA, it can be seen that the RS power saving of DMPA is 40% and the RS power saving of NPAG is 25%.
Overall, the DMPA in the multi-cell scenario not only saves energy, but also improves system throughput. This is because, using THPA will decrease the
transmission power of the BS or RS to match the data rates of the two-hop links. This will not decrease the system throughput of the cell but will reduce the interference to other cells.

6.5 Summary

An adaptive power allocation algorithm called two-hop power allocation (THPA) has been proposed. The transmission power of BS and RS decreases greatly but the achieved system throughput remains the same as that with equal power allocation, which is verified by the simulation results.

Subsequently, the power allocation for multiple cells with co-channel interference in OFDMA relay networks is studied. A non-cooperative power allocation game is defined for maximizing throughput and reducing co-frequency interference.

Next, the user fairness problem is considered for multi-cell OFDMA relay systems with co-channel interference. A novel utility function is defined for user fairness. Compared with equal power allocation, the user fairness is improved greatly with only a small impact on system throughput; importantly with current concerns on energy efficiency, the transmission power of the BS and the RSs is reduced greatly.

Besides, the joint power allocation algorithm which considers power allocation between multi-cell and power allocation between two-hop is given, in which THPA and NPAG is combined. From the simulation analysis, the joint power allocation algorithm can reduced the transmission power efficiently and increase the system throughput. This is considered further in the next chapter where a more systematic study of combining the techniques researched in this thesis is presented.
Chapter 7 Joint Radio Resource Allocation Algorithm

In the earlier chapters, different individual techniques for increasing system throughput, improving user fairness and energy efficiency are proposed: in Chapter 5, a novel relay selection algorithm (LBRS), and a subchannel allocation algorithm (THPF) are given to improve user fairness; the emphasis in Chapter 6 is on energy efficient power allocation with a two-hop power allocation algorithm (THPA) and a multi-cell power allocation algorithm (NPAG or NPAG-F), plus an initial investigation of combining NPAG and THPA. In this chapter, the proposed radio resource allocation algorithms are combined with different algorithms and the system performance (throughput, user fairness, and energy efficiency) is investigated.

The optimization target of NPAG is increasing the system throughput and that of NPAG-F is improving the user fairness. By using different subchannel allocation, a different power allocation result will be obtained after carrying out the NPAG (or NPAG-F) algorithm. In this chapter, different combinations of relay selection, subchannel allocation, power allocation between hops and power allocation between cells are considered (as shown in Table 7.1).

### Table 7.1 Joint Algorithms Used for Comparison

<table>
<thead>
<tr>
<th>Joint algorithm name</th>
<th>Relay selection</th>
<th>Subchannel allocation</th>
<th>Power allocation between hops</th>
<th>Power allocation between cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRTN</td>
<td>LBRS</td>
<td>RR</td>
<td>THPA</td>
<td>NPAG</td>
</tr>
<tr>
<td>LTTN</td>
<td>LBRS</td>
<td>THPF</td>
<td>THPA</td>
<td>NPAG</td>
</tr>
<tr>
<td>PRNG</td>
<td>PBRS</td>
<td>RR</td>
<td>EQPA</td>
<td>NPAG</td>
</tr>
<tr>
<td>PTNG</td>
<td>PBRS</td>
<td>THPF</td>
<td>EQPA</td>
<td>NPAG</td>
</tr>
<tr>
<td>LRTN-F</td>
<td>LBRS</td>
<td>RR</td>
<td>THPA</td>
<td>NPAG-F</td>
</tr>
<tr>
<td>LTTN-F</td>
<td>LBRS</td>
<td>THPF</td>
<td>THPA</td>
<td>NPAG-F</td>
</tr>
<tr>
<td>PRNG-F</td>
<td>PBRS</td>
<td>RR</td>
<td>EQPA</td>
<td>NPAG-F</td>
</tr>
<tr>
<td>PTNG-F</td>
<td>PBRS</td>
<td>THPF</td>
<td>EQPA</td>
<td>NPAG-F</td>
</tr>
<tr>
<td>PREQ</td>
<td>PBRS</td>
<td>RR</td>
<td>EQPA</td>
<td>EQPA</td>
</tr>
<tr>
<td>PTEQ</td>
<td>PBRS</td>
<td>THPF</td>
<td>EQPA</td>
<td>EQPA</td>
</tr>
</tbody>
</table>
The comparisons shown in this chapter are:

1) LRTN, PRNG and PREQ
2) LTTN, PTNG and PTEQ
3) LRTN and LTTN
4) LRTN-F, PRNG-F and PREQ
5) LTTN-F, PTNG-F and PTEQ
6) LRTN-F, LTTN-F
7) LTTN and LTTN-F

In (1), the scheduling algorithm is the RR algorithm, and different relay selection algorithms are combined with the NPAG algorithm. PREQ, which is composed of traditional algorithms (RR, PBRS and equal power allocation), is compared with the proposed algorithms. In (2), the THPF algorithm is used instead of RR algorithm in (1). In (3) different scheduling algorithms (RR and THPF) are combined with NPAG, LBRS and THPA respectively. Similarly, in (4)-(6), the NPAG-F algorithm is used instead of NPAG in (1)-(3) to allow the target of improved fairness. In (7), LTTN and LTTN-F are compared; these both contain all the new algorithms proposed in this thesis.

For these comparisons, a multi-cell simulation scenario is used with the detailed parameters being the same as in section 6.3.3.4.

### 7.1 Performance Comparison using the NPAG variants

#### 7.1.1 Performance Comparison between LRTN, PRNG and PREQ

The simulation results of the LRTN algorithm are compared with those of the PRNG algorithm and the PREQ algorithm in Figure 7.1 - Figure 7.6. In the simulation, the
PRNG algorithm uses the optimal BS basic pricing factor $3 \times 10^5$ and the RS basic pricing factor $2.5 \times 10^5$ for maximal system throughput as shown in Chapter 6 (since PRNG in this Chapter is NPAG in the previous Chapter).

In Figure 7.1, the system throughput is plotted against BS basic pricing factor for different RS basic pricing factors. The throughput of LRTN algorithm clearly peaks with optimal BS and RS basic pricing factor of $\alpha'_{BS} = 3 \times 10^5$ and $\alpha_{RS} = 3 \times 10^5$ respectively, at $1.1185 \times 10^7$ bps. The optimal system throughput of LRTN algorithm is 8.2% higher than that of the PRNG algorithm ($1.034 \times 10^7$ bps in the simulation). Compared with the system throughput of the PREQ algorithm ($1.003 \times 10^7$ bps in the simulation), the system throughput of LRTN algorithm is 11.5% higher.

![Figure 7.1 System throughput vs. BS basic pricing factor](image)

Figure 7.2 shows the comparison result of user fairness with different BS basic pricing factors and different RS basic pricing factors. For LRTN and PRNG, user fairness decreases as the BS basic pricing factor or the RS basic pricing factor increase. The fairness index of the PREQ algorithm is 0.3881, and with the optimal basic
pricing factor $\alpha^{BS} = 3 \times 10^5$ and $\alpha^{RS} = 3 \times 10^5$ where the peak throughput is obtained, the fairness index of the LRTN algorithm is 0.3699. So the LRTN achieves 95.3% of the fairness index of that of PREQ. The fairness of the PRNG is decreased with the increasing of BS basic pricing factor, and the LRTN achieves 98.7% of the fairness index of that of PRNG (0.3747 in the simulation).

![Figure 7.2 User fairness vs. BS basic pricing factor](image)

In Figure 7.3, Figure 7.4 and Figure 7.5, the BS transmission power consumption and RS transmission power consumption is examined. Compared with PREQ, the transmission power of LRTN is reduced significantly.
Figure 7.3 BS transmission power vs. BS basic pricing factor

Figure 7.4 RS transmission power (all 6 RS) vs. BS basic pricing factor
The BS transmission power of LRTN and PRNG varies significantly with $\alpha^{\text{BS}}$, but the RS transmission power is more or less unaffected by $\alpha^{\text{BS}}$, but does decrease with increasing $\alpha^{\text{RS}}$. These conclusions are similar to those drawn for Figure 6.17 and Figure 6.18.

At the optimum (for throughput) value for $\alpha^{\text{BS}}$ of $3 \times 10^5$ and $\alpha^{\text{RS}}$ of $3 \times 10^5$, the BS transmission power of LRTN is reduced from 20W to 15.8W and the RS power (for all 6 RSs) is reduced from 10W to around 4.8W - i.e. the total power is reduced from 30W to 20.6W - a saving of nearly 32%. At the optimum (for throughput) value, compared with PRNG, the LRTN can save 5% total transmission power.

However, that calculation optimises the throughput - if power saving is the most significant requirement then a $\alpha^{\text{BS}}$ can be used and the throughput kept more or less the same as PREQ. As an example, if $\alpha^{\text{BS}}$ is changed to $9 \times 10^5$, the BS power of
LRTN is reduced to 8.5W and the overall power is 14.2W and the saving is 53%, without any loss of throughput from PREQ, but with reduced fairness.

<table>
<thead>
<tr>
<th>Optimization target</th>
<th>(\alpha_{BS}^{\times 10^5})</th>
<th>Throughput</th>
<th>Fairness</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max throughput</td>
<td>3</td>
<td>+11.5%</td>
<td>-4.7%</td>
<td>-32%</td>
</tr>
<tr>
<td>Power saving</td>
<td>9</td>
<td>+2%</td>
<td>-14%</td>
<td>-53%</td>
</tr>
</tbody>
</table>

Summarising the performance in Table 7.2 shows that there is a tradeoff the designer can use between power, fairness and throughput. This is also shown in Figure 7.6 where the performance gain in power saving and the reduction in fairness are plotted against the improvement in throughput.

7.1.2 Performance Comparison between LTTN, PTNG and PTEQ

In this section the LTTN algorithm is compared with the PTNG, PTEQ algorithm using a similar methodology as in the previous section.
Notice that, when both the BS and RS basic pricing factors equal zero, the system throughput of the LTTN algorithm is still higher than in PTEQ. This is because in LTTN, THPA is used for controlling the transmission power of the BS and RS, so reducing co-frequency interference and hence increasing the total system throughput.

![Figure 7.7 Average throughput vs. BS basic pricing factor](image)

**Figure 7.7 Average throughput vs. BS basic pricing factor**

![Figure 7.8 User fairness vs. BS basic pricing factor](image)

**Figure 7.8 User fairness vs. BS basic pricing factor**
Figure 7.9 BS transmission power vs. BS basic pricing factor

Figure 7.10 RS transmission power vs. BS basic pricing factor
Figure 7.11 Total transmission power vs. BS basic pricing factor

Figure 7.12 Performance improvement of LTTN over PTEQ

Figure 7.12 shows the performance improvement of LTTN over PTEQ in the same way that Figure 7.6 compared LRTN with PREQ. In this case with pricing values of $\alpha^{BS} = 1 \times 10^4$ and $\alpha^{RS} = 3 \times 10^5$ (corresponding to the biggest system throughput).
7.1.3 Performance Comparison between LRTN and LTTN

LRTN and LTTN are different in that the channel allocation algorithm is different: using RR and THPF respectively. Since THPF is designed to improve user fairness it might be thought that RR might be a better solution when other factors are important.

Figure 7.13 compares the two approaches using throughput (absolute, not relative to PREQ or PTEQ) as a common factor. It can be clearly seen that LTTN uses less power to achieve the same throughput, or with the same fairness LTTN achieves better throughput than LRTN. As explained earlier, this is likely to be because LTTN uses THPF, which achieves a better tradeoff between throughput and fairness than RR.

![Figure 7.13 Comparison between LRTN and LTTN based on same throughput](image)

7.2 Performance Comparison using the NPAG-F variants

In this section the NPAG-F variants are used for the comparison using exactly the same approach as in the previous section. For that reason detailed analysis for comparisons of every attribute for every combination are not considered, but simply the summary results show how, for a given throughput, each variant offers different power saving and different fairness index. This overall comparison is shown in Figure 7.16.
a) Throughput of each cell

b) Fairness index of each cell

c) BS transmission power of each cell
d) RS transmission power of each cell

Figure 7.14 Comparison between LRTN-F, PRNG-F and PREQ
Figure 7.15 Comparison between LTTN-F, PTNG-F and PTEQ
In Figure 7.16, it is quite clear that LRTN-F and LTTN-F outperform their ‘conventional’ counterparts in terms of requiring less power to achieve the same throughput, yet maintain, or just surpass, the fairness index.

LTTN-F achieves higher throughput with the same power compared with LRTN-F. And the LTTN-F achieves a higher fairness index than LRTN-F. The reason is that the THPF and NPAG-F have the same optimisation target of user fairness. Clearly LTTN-F is a better option than LRTN-F, just as LTTN is better than LRTN; in the next section a comparison between LTTN and LTTN-F is considered.

### 7.3 Performance Comparison between LTTN and LTTN-F

Figure 7.17 shows the comparison between LTTN and LTTN-F plotted in two different ways – against throughput and against power. It is clear from these plots that the two variants are doing exactly what they are designed to:

- LTTN gives improved performance in terms of needing less power for the same throughput, or indeed for achieving higher throughputs than can be obtained with LTTN-F. This is because the NPAG algorithm is optimised for throughput.
• LTTN-F gives much higher fairness index since NPAG-F is optimised for fairness.

This demonstrates that the dominant factor in the algorithms is the NPAG – by choosing the criteria for the game, the overall algorithm can be optimised for those criteria.

![Comparison of power and fairness vs. throughput](image1)

![Comparison of throughput and fairness vs. power](image2)

**Figure 7.17 Comparison between LTTN and LTTN-F**

### 7.4 Summary

In this chapter, the performance of the combination of all algorithms proposed for radio resource allocation in this thesis is analysed, including relay selection algorithm, subchannel allocation algorithm, and power allocation algorithm. The optimization objects for these algorithms are maximising the system throughput, increasing the user fairness and improving the energy efficiency.

It is quite clear that the LTTN and LTTN-F versions outperform their competitors and that the choice of NPAG or NPAG-F allows the network designer the choice of maximising throughput (or minimizing power) or maximising user fairness. It should be noted that the use of LTTN allows very significant (>50%) reduction in transmission power.
Chapter 8 Conclusions and Future work

This thesis describes research on radio resource allocation schemes in relay based OFDMA cellular networks; the aim of this resource management is to improve the system throughput, user fairness and energy efficiency.

The overall conclusion is that significant power saving can be achieved without affecting capacity but at expense of fairness; fairness can also be improved but this requires more power. By providing different algorithms that are designed for different optimization objects, a “tool box” of approaches is provided so the designer or operator can choose how to optimize the network.

However, a fundamental principle is that matching the data rates on the two hops, improves system power consumption fairness so should always be implemented.

8.1 Specific conclusions

Specific outcomes that have resulted from the work of the author and are reported in this thesis are:

- A two-hop proportional fairness (THPF) algorithm that solves the fair subchannel allocation between direct link users and relay link users. The fairness seen by relay link users and by direct link users is considered, giving a good tradeoff between system throughput and user fairness.
- A load based relay selection (LBRS) algorithm that considers the traffic load of relay link users and direct link users for long-term user fairness. The results reported here show that the LBRS algorithm can achieve better fairness than the traditional relay selection algorithm in typical traffic load distribution scenarios.
- A two-hop power allocation (THPA) algorithm that offers large energy savings by adaptively adjusting the transmission power of the BS and RSs to make the data rate on the two hop links of one RS match each other and
reduce the total transmission power of BS and RSs. The power saving can be of the order of 30%.

- A multi-cell power allocation approach based on game theory that considers co-channel interference. This is designed for throughput improvement and the simulation results show that the system throughput is improved and transmission power is reduced compared with equal power allocation. For the NPAG-F algorithm, if user fairness is chosen as the optimisation target it is shown that the fairness is improved greatly (over that with equal power allocation) with only a small impact on system throughput.

- An assessment of combining the different techniques that show how the network designer can use a combination that is optimized for either throughput or fairness – and with the throughput version, power savings of around 50% are achievable.

### 8.2 Future work

In this thesis the focus has been on RRM for relay based OFDMA networks and one aspect that has been established is that appropriate techniques can significantly reduce the energy consumption of the wireless part of the network while maintaining acceptable performance for users.

Future work can be done to extend this work in the following aspects:

- All the algorithms can be modified and applied to the non-transparent frame structure.

- The algorithms can be extended to suburban and rural scenarios .

- RRM for different QoS service categories can be considered as an extension.

Meanwhile, there are other techniques that can improve the performance seen by users, particularly those at the cell edge. One such technique is cooperative relay [85] and another line of approach for further work could be on applying the principles of
the methods of relay selection, power allocation and channel selection to cooperative relay networks. In particular, there has been no published work focusing on energy efficiency in cooperative relay networks so this is an area where there is significant potential.
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