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Abstract—We propose a pseudo-determined blind source separation framework that exploits the information from a large number of microphones in an ad-hoc network to extract and enhance sound sources in a reverberant scenario. After compensating for the time offsets and sampling rate mismatch between (asynchronous) signals, we interpret as a determined \( M \times M \) mixture the over-determined \( M \times N \) mixture, where \( M > N \) is the number of microphones and \( N \) is the number of sources. Next, we propose a pseudo-determined mixture model that can apply an \( M \times M \) independent component analysis (ICA) directly to the \( M \)-channel recordings. Moreover, we propose a reference-based permutation alignment scheme that aligns the permutation of the ICA outputs and classifies them into target channels, which contain the \( N \) sources, and non-target channels, which contain reverberation residuals. Finally, using the signals from non-target channels, we estimate in each target channel the power spectral density of the noise component that we suppress with a spectral post-filter. Interestingly, we also obtain late-reverberation suppression as by-product. Experiments show that each processing block improves incrementally source separation and that the performance of the proposed pseudo-determined separation improves as the number of microphones increases.

Index Terms—Ad-hoc, asynchronous recording, blind source separation, over-determined mixture

I. INTRODUCTION

Smartphones, tablets and body-worn cameras equipped with audio interfaces and wireless communication modules can be used as scalable and flexible ad-hoc microphone networks [1]. An important task when a group of people record the same event with their devices is to enhance the input signals and to localize sound sources [6], [7]. In order to employ traditional microphone array techniques with ad-hoc networks, specific challenges such as device localization [2], [3] and clock synchronization [4], [5] have to be addressed.

Blind source separation (BSS) is suitable for processing signals captured by an ad-hoc microphone network and can extract the speech of an individual from a mixture of speakers talking concurrently, without prior knowledge of the location of the microphones [8]. BSS employs independent component analysis (ICA) to estimate a demixing network to recover the sources from the mixture exploiting the statistical independence of the source signals [9]. For the mixing network to be invertible, ICA typically requires the number of microphones, \( M \), to be equal to the number of sources, \( N \).

BSS can be determined (DBSS: \( M=N \)) [10], under-determined (UBSS: \( M<N \)) [11] or over-determined (OBSS: \( M>N \)) [12]. Source separation with an ad-hoc network generally leads to an over-determined problem as the microphones outnumber the sources [7], [13]. A typical solution is to convert OBSS to DBSS by selecting a number of sensors equal to the number of sources or by dimensionality reduction [8]. However, dimensionality reduction may discard information that helps the separation task.

In this paper, we present a frequency-domain BSS framework that applies an \( M \times M \) ICA directly to the \( M \)-channel recordings when \( M>N \). We interpret the over-determined \( M \times N \) mixture as a determined \( M \times M \) mixture, thus grounding the feasibility of an \( M \times M \) ICA. In contrast to a regular-determined \( N \times N \) mixture, we term this \( M \times M \) mixture pseudo-determined mixture and the proposed method pseudo-determined BSS (PBSS). Compared to [13], the proposed method includes a new signal model to interpret the pseudo-determined mixture and to classify the ICA outputs into target channels (containing the \( N \) sources) and non-target channels (containing reverberant residuals). Based on this model, we derive three insights that are the basis for PBSS in an ad-hoc network with a large number of microphones. Specifically, we discuss (i) the performance improvement of PBSS when the number of microphones increases; (ii) the performance degradation when the reverberation density increases, and show how increasing the number of microphones addresses this problem; and (iii) the benefits of using the signals in the non-target channels as reference to estimate the noise in each target channel, which allows us to further improve the source separation performance with a post-filter. Moreover, we define a new source separation framework cascading PBSS and post-filtering, and propose a reference-based permutation alignment scheme to solve the permutation ambiguity and the target-channel detection problems.

After reviewing related works (Sec. II), we formulate the problem (Sec. III) and present three insights for pseudo-determined BSS (Sec. IV). Next, we introduce the new source separation framework in Sec. V and measures for performance evaluation in Sec. VI. We then test the advantage of PBSS with simulations in Sec. VII and real data in Sec. VIII. Finally, in Sec. IX we draw conclusions.

II. BACKGROUND

Multiple simultaneous sound sources undergo convolutive mixing due to reverberation. The convolutive BSS problem can be addressed using short-time Fourier transform (STFT)
to approximate the convolution in the time domain as linear instantaneous mixing in the frequency domain [8]. Independent component analysis (ICA) is then applied at individual frequency bins to separate linear and instantaneous mixtures by adaptively estimating a demixing matrix and maximizing the statistical independence of the output signals [9]. To obtain the estimate of the demixing matrix, ICA typically requires the mixing network to remain stationary for a certain period. Next, permutation alignment groups separated components from the same source, which are finally transformed back into the time domain via inverse STFT.

Permutation ambiguity problems have been addressed with inter-frequency dependency, location-based or joint optimization strategies. Inter-frequency dependency strategies are the most robust under reverberations, especially for speech signals [10] and exploit the temporal structure of separated signal amplitudes or speech activities. This temporal structure has high correlation, for the same source, between neighboring bins. Clustering-based and region-wise permutation alignment schemes exploit such inter-frequency dependency [10], [11], [15]. Location-based strategies exploit spatial information since contributions from the same source are likely to originate from the same direction [16], [17]. Joint optimization strategies, e.g. independent vector analysis (IVA), directly incorporates the inter-frequency dependency measure into ICA so that the permutation ambiguity can be minimized by joint optimization across all the frequency bins [18], [19].

For the mixing network to be invertible, ICA usually works with an equal number of sources and microphones [9]. To convert the over-determined BSS problem (M > N) to a determined BSS problem (M = N), a regular-determined or pseudo-determined strategy can be used (Table I).

The regular-determined strategy converts an over-determined M × N mixture to a regular-determined N × N mixture by subset selection [20] or dimensionality reduction [21]. Subset selection identifies a subset of microphones from the whole set. The selection can be based on geometric information [20] or on selecting the microphone subset with the best outputs [12], [29]. Subspace-based pre-processing (e.g. PCA - principal component analysis) can also be used to extract an equal number of components [21]–[26]. After PCA, the signal-to-noise ratio in the retained components is generally higher than in any individual input signal and the mixing matrix is usually better conditioned. Alternatively, a set of fixed beamformers each pointing at one source can be applied before separation if the location of each source is known [27], [28]. The fixed beamformer can reduce noise and reverberation for each source, thus making the subsequent separation task easier.

The pseudo-determined strategy converts the over-determined M × N mixture to a pseudo-determined M × M mixture so that one can apply an M × M ICA, which achieves better separation than a regular N × N ICA. However, with M > N, each source may occupy one or more channels at the outputs, leading to inter- and intra-source ambiguities [13]. This is a more challenging problem than the one for a regular N × N ICA, where only inter-source ambiguities exist. While a source merging-based permutation alignment scheme can classify the outputs and merge those belonging to the same source [13], this procedure does not discriminate the noise components, which are therefore merged into the output thus degrading the overall separation performance. To address this problem, in this paper we propose a reference-based permutation alignment scheme.

### III. Problem Formulation

Let M microphones be distributed at unknown locations in a reverberant acoustic environment. Let these microphones record a known number, N ≤ M, of sound sources at unknown (fixed) locations. Let \( s(n) = [s_1(n), \ldots, s_N(n)]^T \) be the N source signals and \( x(n) = [x_1(n), \ldots, x_M(n)]^T \) be the signals received by the M microphones, where n is the sample index and the superscript \((\cdot)^T\) is the transpose operator. Writing \( s(n) \) and \( x(n) \) in the STFT domain, we get \( S(k,l) = [S_1(k,l), \ldots, S_M(k,l)]^T \) and \( X(k,l) = [X_1(k,l), \ldots, X_M(k,l)]^T \), where k and l are the frequency and frame indices, respectively. Let K and L denote the total number of frequency bins and time frames, respectively.

If \( x_{ij}(n) \) is the component of \( s_j(n) \) received by microphone \( i \) and \( h_{ij}(n) \) is the impulse response between them, then

\[
x_{ij}(n) = h_{ij}(n) * s_j(n),
\]

where the operator * denotes the convolution. Let \( H_{ij}(k) \) be the frequency-domain version of \( h_{ij}(n) \). Note that with static microphones and sources, the mixing filter \( H_{ij}(k) \) is time-invariant. If the STFT frame length is larger than that of the impulse response, the convolution in Eq. 1 can be written in the STFT domain as

\[
X_{ij}(k,l) = H_{ij}(k) S_j(k,l). \tag{2}
\]

The microphone signal \( X(k,l) \) is obtained by passing \( S(k,l) \) through a mixing network \( H(k) \):

\[
X(k,l) = H(k) S(k,l) = \begin{bmatrix} H_{11} & \cdots & H_{1N} \\ \vdots & \ddots & \vdots \\ H_{M1} & \cdots & H_{MN} \end{bmatrix} \begin{bmatrix} S_1 \\ \vdots \\ S_N \end{bmatrix}, \tag{3}
\]

which is an over-determined mixture when \( M > N \).

Our objective is to blindly extract the N sources from the recordings of the M microphones. While BSS approaches have been widely used to solve this problem, their performance
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usually degrades considerably when the number of sources and the reverberation density increase. In this paper, we show how to exploit a sufficient number of microphones in an ad-hoc network to tackle this challenge. We will first assume that the signals from the $M$ microphones are synchronously sampled (Sec. IV) and then consider a more general case with unsynchronized signals (Sec. V).

IV. PSEUDO-DETERMINED MIXTURE MODEL

We aim to build a complete theoretical framework based on pseudo-determined BSS [13], an approach that achieves better source separation in reverberant scenarios by applying an $M \times M$ ICA directly to an $M \times N$ mixture.

A. Pseudo-determined BSS

Based on the image-source model [30], we approximate the room reverberation as an aggregated contribution from a set of image sources, including an early-reverberant and multiple late-reverberant image sources.

Let for a physical source $s_j(n)$ be $R_j$ image sources, where $s_{j1}(n)$ is the early-reverberant image source and $s_{j2}(n), \ldots, s_{jR_j}(n)$ are the late-reverberant image sources. Let $\tilde{h}_{ijr}(n)$ be the impulse response from the $r$-th image source $\tilde{s}_{jr}(n)$ to microphone $i$. The signal $x_{ij}(n)$ in Eq. 1 can therefore be represented as

$$x_{ij}(n) = \sum_{r=1}^{R_j} \tilde{h}_{ijr}(n) * \tilde{s}_{jr}(n). \quad (4)$$

Let $\tilde{S}_{jr}(k,l)$ and $\tilde{H}_{ijr}(k,l)$ be the frequency-domain version of $\tilde{s}_{jr}(n)$ and $\tilde{h}_{ijr}(n)$, respectively. The convolution in Eq. 4 written in the STFT becomes

$$X_{ij}(k,l) = \sum_{r=1}^{R_j} \tilde{H}_{ijr}(k,l) \tilde{S}_{jr}(k,l). \quad (5)$$

Let $R = \sum_{j=1}^{N} R_j$ virtual image sources generate from the $N$ physical sources, i.e., $\tilde{S}(k,l) = [\tilde{S}_{11}(k,l), \ldots, \tilde{S}_{1R_1}(k,l), \ldots, \tilde{S}_{N1}(k,l), \ldots, \tilde{S}_{NR_N}(k,l)]^T$. The microphone signal $X(k,l)$ can be obtained by passing $\tilde{S}(k,l)$ through a mixing network $H(k,l)$, i.e.,

$$X(k,l) = \tilde{H}(k,l) \tilde{S}(k,l) = \begin{bmatrix} \tilde{H}_{11} & \cdots & \tilde{H}_{1NR_N} \\ \vdots & \ddots & \vdots \\ \tilde{H}_{M1} & \cdots & \tilde{H}_{MNR_N} \\ \tilde{S}_{1R_N} \end{bmatrix} \begin{bmatrix} \tilde{S}_{11} \\ \vdots \\ \tilde{S}_{NR_N} \end{bmatrix}. \quad (6)$$

The value of $R$ ($> M$) is unknown but proportional to the reverberation density. These image sources originate from different spatial locations (with different delays) and each has higher non-Gaussianity than the microphone signal due to room reverberation (see Fig. 4). ICA usually employs non-Gaussianity to measure the independence of the outputs [9]. When applying an $M \times M$ ICA to Eq. 6, ICA (with $M$ degrees of freedom) can separate from the mixture $N$ early-reverberant plus $M - N$ late-reverberant image sources that originate from different spatial locations and have the maximum non-Gaussianity. Let us represent these $M$ separated image sources as an $M \times 1$ vector

$$S_A(k,l) = [\tilde{S}_1(k,l), \ldots, \tilde{S}_M(k,l)]^T \quad (7)$$

and its corresponding mixing network between these image sources and the microphones as the $M \times M$ matrix $H_A(k,l)$. The demixing matrix $\tilde{W}(k)$ estimated by ICA ideally inverses $H_A(k)$, i.e.,

$$\tilde{W}(k)H_A(k) = I_M, \quad (8)$$

where $I_M$ is an $M \times M$ identity matrix if we do not consider scaling and permutation ambiguities of ICA. Because the number of sources is still $N$, we term the BSS approach using this $M \times M$ ICA pseudo-determined BSS (PBSS).

B. Advantages of Pseudo-determined BSS

Let us divide the components in $\tilde{S}(k,l)$ into two subvectors: an $M \times 1$ vector $\tilde{S}_A(k,l)$, defined in Eq. 7 and containing $N$ early-reverberant and $M - N$ late-reverberant image sources, and an $(R - M) \times 1$ vector, $\tilde{S}_B(k,l)$, which contains the remaining late-reverberant image sources. A new vector is formulated as

$$\tilde{S}(k,l) = [\tilde{S}_1(k,l), \ldots, \tilde{S}_R(k,l)]^T = \begin{bmatrix} \tilde{S}_A(k,l) \\ \tilde{S}_B(k,l) \end{bmatrix}^T. \quad (9)$$

where $\tilde{H}_{ijr}$ is the transfer function between $\tilde{s}_{jr}(n)$ and microphone $i$.

We split $\tilde{H}(k,l)$ into two sub-matrices, $\tilde{H}_A(k,l)$ and $\tilde{H}_B(k,l)$, corresponding to $\tilde{S}_A(k,l)$ and $\tilde{S}_B(k,l)$, and thus

$$X(k,l) = \begin{bmatrix} \tilde{H}_A(k) \\ \tilde{H}_B(k) \end{bmatrix} \begin{bmatrix} \tilde{S}_A(k,l) \\ \tilde{S}_B(k,l) \end{bmatrix} = \tilde{H}_A(k) \tilde{S}_A(k,l) + \tilde{H}_B(k) \tilde{S}_B(k,l), \quad (10)$$

which is a decomposition of the original mixture into a pseudo-determined mixture plus a residual mixture.

Due to the residual term $\tilde{H}_B(k)\tilde{S}_B(k,l)$ in Eq. 10 and the fact that $\tilde{W}(k)\tilde{H}_B(k) = \tilde{Q}(k) \neq I_M$, applying $\tilde{W}(k)$ to $X(k,l)$ will lead to a noisy output $\tilde{Y}(k,l) = [Y_1(k,l), \ldots, Y_M(k,l)]^T$:

$$\tilde{Y}(k,l) = \tilde{W}(k)X(k,l) = \tilde{S}_A(k,l) + \tilde{V}_A(k,l) = \tilde{S}_A(k,l) + \tilde{Q}(k)\tilde{S}_B(k,l)$$

\[
\begin{bmatrix} \tilde{S}_1(k,l) \\ \vdots \\ \tilde{S}_M(k,l) \end{bmatrix} + \begin{bmatrix} \sum_{j=1}^{R-M} \tilde{q}_{1j}(k)\tilde{s}_{j+M}(k,l) \\ \vdots \\ \sum_{j=1}^{R-M} \tilde{q}_{Mj}(k)\tilde{s}_{j+M}(k,l) \end{bmatrix}, \quad (11)
\]

where $\tilde{S}_A(k,l)$ and $\tilde{V}_A(k,l)$ contain the source and the noise components, respectively.

Among the $M$ outputs of $\tilde{Y}(k,l)$, we are interested in the first $N$ channels as they contain the early-reverberant components of the $N$ sources. We thus split $\tilde{S}_A(k,l)$ into two sub-vectors: $S_{A1}(k,l) = [\tilde{S}_1(k,l), \ldots, \tilde{S}_N(k,l)]^T$, containing
Moreover, we refer to the noise component in the target channel in the two cases can be represented for \( M = M_1 \) as
\[
\tilde{V}^m_{A1}[M_1] = \sum_{j=M_1+1}^{R} \tilde{q}_{m,j-M} \tilde{S}_j,
\]
and for \( M = N \) as
\[
\tilde{V}^m_{A1}[N] = \sum_{j=N+1}^{M_1} \tilde{q}_{m,j-M} \tilde{S}_j + \sum_{j=M_1+1}^{R} \tilde{q}_{m,j-M} \tilde{S}_j,
\]
with \( \tilde{V}^m_{A1}[N] \) having a higher energy than \( \tilde{V}^m_{A1}[M_1] \). When \( M \) increases from \( N \) to \( M_1 \), the redundant sources \( S_{N+1}, \ldots, S_{M_1} \) are extracted from \( S_B \) to \( S_{A2} \) and no longer appear in the target channels. These displaced elements contain late-reverberant image sounds from both the target source and interfering sources. Increasing \( M \) reduces the energy of the noise component in the target channel, thus increasing the signal-to-interference ratio (SIR) while suppressing artificial reverberation effects, i.e., achieving dereverberation as by-product.

**Insight 2:** The separation performance tends to degrade as the reverberation density increases. Let us use an example \( R = R_1 \) and \( R = R_2 \) \((R_1 < R_2)\). When \( M \) is fixed, the noise component in the target channel can be represented for \( R = R_1 \) as
\[
\tilde{V}^m_{A1}[R_1] = \sum_{j=M_1+1}^{R_1} \tilde{q}_{m,j-M} \tilde{S}_j,
\]
and for \( R = R_2 \) as
\[
\tilde{V}^m_{A1}[R_2] = \sum_{j=M_1+1}^{R_1} \tilde{q}_{m,j-M} \tilde{S}_j + \sum_{j=R_1+1}^{R_2} \tilde{q}_{m,j-M} \tilde{S}_j,
\]
with \( \tilde{V}^m_{A1}[R_2] \) having a higher energy than \( \tilde{V}^m_{A1}[R_1] \). Increasing \( R \) from \( R_1 \) to \( R_2 \) does not change the target and non-target sources in \( S_{A1} \) and \( S_{A2} \), but produces more redundant sources, i.e., \( \tilde{S}_{R_1+1}, \ldots, \tilde{S}_{R_2} \). This raises the energy of the noise component in the target channel, thus decreasing the SIR and introducing artificial reverberation effects. Performance degradation in reverberant scenarios is a general problem of BSS caused by the poor separation performance of ICA for long mixing filters \([27], [32]\). PBSS instead tackles this problem effectively when increasing the number of microphones: as \( M \) increases, more high-energy late-reverberant image sounds are extracted as non-target sources, thus reducing interference and reverberation in the target channels.

**Insight 3:** By dividing the outputs into target and non-target channels, PBSS naturally allows a post-filter to enhance the separation output. Referring to Eq. 11 and Eq. 12, the noise components \( \tilde{V}_{A1} \) in the target channel are a linear combination of the elements in \( \tilde{S}_B \), which consist of late-reverberant images of the \( N \) sources. Likewise, the non-target channel \( \tilde{Y}_{A2} \) is a linear combination of the elements in \( \tilde{S}_{A2} \) and \( \tilde{S}_B \), which both consist of late-reverberant images of the \( N \) sources. The signals in the non-target channels thus provide valuable information to estimate the noise components in the target channels. If we manage to exploit this information to estimate the power spectrum density (PSD) of the noise...
component, we can design a spectral post-filter to further enhance the separated signals in the target channels.

V. THE PROPOSED SEPARATION FRAMEWORK

The three insights presented in Sec. IV lead to the proposed pseudo-determined BSS framework (see Figure 2 and Table II) for ad-hoc networks with asynchronously sampled signals \( x_1(n), \ldots, x_M(n) \) from \( M \) independent devices.

A. Synchronization

The first step towards formulating a unified separation network is to synchronize the signals from independent microphones. The synchronization of these signals requires the estimation of time offset and sampling rate offset.

The time offset can be estimated by maximizing the cross-correlation between audio fingerprints in the time-frequency domain [33, 34] or between time-domain sequences [35]. We opt for the latter solution as BSS works robustly even with small misalignments between sequences [4].

A sampling rate offset leads to different unit lengths of the digital samples and creates a Doppler effect, i.e. the digital sequence either shrinks or expands along the time axis compared to the original waveform. This generates a time-varying delay between asynchronous recordings, which significantly degrades the performance of BSS [4]. To estimate the sampling rate offset we maximize the correlation of the phase information of the microphone signals [5]. Given the offset, we correct the sampling rate mismatch via resampling.

Let the time offset and sampling rate offset between two sequences \( \tilde{x}_1(n) \) and \( \tilde{x}_2(n) \) be \( \delta_{12} \) and \( \epsilon_{12} \), respectively; and \( f_s \) be the nominal sampling rate of the first microphone. Then the synchronized sequences can be expressed as

\[
\begin{align*}
    x_1(n) &= \tilde{x}_1(n) \\
    x_2(n) &= \mathcal{R}(\tilde{x}_2(n - \delta_{12}), f_s, f_s + \epsilon_{12})
\end{align*}
\]

(18)

where \( \mathcal{R}() \) is the resampling operator [5] that converts the sampling rate \( f_s + \epsilon_{12} \) to \( f_s \).

We synchronize all the signals from the \( M \) independent microphones using one of the microphones as reference.

B. Permutation alignment and target channel detection

The \( M \times N \) over-determined mixing network obtained after synchronization could undergo an \( M \times M \) ICA directly on the signals from the \( M \) microphones. This would result in better separation but more challenging permutation ambiguities as, with \( M > N \), each source may occupy multiple output channels and thus lead to inter-source and intra-source permutation ambiguities. Since only \( N \) target channels are of interest out of these \( M \) outputs, the permutation alignment task can be simplified as detecting the \( N \) target channels and aligning their permutation.

If \( N \) is known and we pick only \( N \) microphones, \( N \times N \) ICA would produce worse separation but fewer permutation ambiguities (inter-source only). With an equal number of sources and output channels, the \( N \) outputs have a one-to-one correspondence with the \( N \) sources. The permutation alignment problem of the determined \( N \times N \) ICA has been investigated intensively [10, 19] and we use here the permutation aligned results of the \( N \times N \) ICA as reference for the target channel detection and permutation alignment of the \( M \times M \) ICA.

The proposed permutation alignment method (Fig. 3(a)) consists of an \( M \times M \) ICA step with \( M \) unordered outputs at each frequency bin, an \( N \times N \) ICA step together with blind permutation alignment providing \( N \) permutation aligned outputs at each frequency bin, and a reference-based permutation alignment step that aligns the permutation of the \( M \times M \) ICA outputs and classify them as target or non-target channels.

Applying an \( M \times M \) ICA to the microphone signal \( X_M(k,l) = [X_1(k,l), \ldots, X_M(k,l)]^T \), we obtain the demixing matrix \( \tilde{W}_M(k) \) with unordered outputs

\[
\tilde{Y}(k,l) = \tilde{W}_M(k)X_M(k,l) = [\tilde{Y}_1(k,l), \ldots, \tilde{Y}_M(k,l)]^T.
\]

(19)

Applying an \( N \times N \) ICA to the microphone signal \( X_N(k,l) = [X_1(k,l), \ldots, X_N(k,l)]^T \), we obtain the demixing matrix \( \tilde{W}_N(k) \) with unordered outputs

\[
\tilde{Z}(k,l) = \tilde{W}_N(k)X_N(k,l) = [\tilde{Z}_1(k,l), \ldots, \tilde{Z}_N(k,l)]^T.
\]

(20)

We then employ the algorithm [10] to align the permutation of the \( N \times N \) ICA outputs as

\[
Z(k,l) = [Z_1(k,l), \ldots, Z_N(k,l)]^T,
\]

(21)

and use \( Z(k,l) \) as a reference to detect the target channels in \( Y(k,l) \) and align the permutation. This is achieved by computing the similarity between the components in \( Z(k,l) \) and in \( Y(k,l) \). We measure the similarity between sequence \( \tilde{Y}_i(k,l) \) and \( Z_j(k,l) \) by the correlation coefficient of their
amplitudes, $\gamma_{ij}$, defined as
\[
\gamma_{ij}(k) = \frac{\sum_{l=1}^{L} \left| \tilde{Y}_i(k,l) \right| \left| Z_j(k,l) \right|}{\sqrt{\sum_{l=1}^{L} \left| \tilde{Y}_i(k,l) \right|^2 \sum_{l=1}^{L} \left| Z_j(k,l) \right|^2}}.
\] (22)

Let $\Pi_M$ be the permutation of the $M$ outputs, i.e., the projection from the original order $[1, \ldots, M]$ to a new order $[\Pi_M(1), \ldots, \Pi_M(M)]$, and let $\mathbf{P}_M$ be the set of all possible projections. The permutation of the elements in $\hat{Y}(k,l)$ is then determined as
\[
\Pi_M^k = \arg\max_{\Pi_M \in \mathbf{P}_M} \sum_{j=1}^{N} \{ \gamma_{ij}(k) \}_{i=\Pi_M(j)}, \quad \forall k
\] (23)
where $\Pi_M^k$ is the permutation at frequency $k$. By sticking to the $N$ references in $Z(k,l)$, the $N$ target channels can be naturally detected and permutation aligned.

We update the demixing matrix as
\[
W_M(k)^{\Pi_M} \leftarrow W_M(k),
\] (24)
and correct the scaling ambiguity with a back projection [36]
\[
W_M(k) = \text{diag} \left( W_M^{-1}(k) \right) \cdot W_M(k),
\] (25)
where the operator $\text{diag}(\cdot)$ retains only the diagonal elements of a matrix.

Finally, the permutation aligned outputs are represented as
\[
Y(k,l) = W_M(k)X_M(k,l) = [Y_1(k,l), \ldots, Y_M(k,l)]^T,
\] (26)
where the permutation-aligned target channels are $Y_{A1}(k,l) = [Y_1(k,l), \ldots, Y_N(k,l)]^T$ and the non-target channels are $Y_{A2}(k,l) = [Y_{N+1}(k,l), \ldots, Y_M(k,l)]^T$. Note that the order of non-target channels is irrelevant as the post-filtering will use the average PSD across all the non-target channels as an estimate of the noise PSD in the target channel (Eq. 27).

An example of reference-based permutation alignment is shown in Fig. 3(b). The permutation of the $N$ reference channels is correctly aligned across frequencies, while the permutation of the $M$ input channels is ambiguous. In each frequency bin, we detect $N$ channels that are highly correlated with the reference channels, and align them according to the order of the reference channels. For instance, at frequency $k_1$, we choose $\Pi_M^1 = [1, 3, 2, 4]$ as the new permutation maximizing the objective function (23). After permutation alignment, the target channels are extracted in the first $N$ output channels with their permutation aligned.

The better separation results of $M \times M$ ICA and the better permutation results of $N \times N$ ICA allow the proposed reference-based alignment scheme to solve the target channel detection and permutation alignment problem simultaneously. The knowledge of the number of sources, $N$, and a robust permutation alignment algorithm for $N \times N$ ICA are crucial for the success of this scheme.

C. Noise PSD estimation and post-filtering

The signals in the non-target channels can provide a reference to estimate the noise components in the target channels (see Insight 3), because both can be seen as linear combination of late-reverberant image sources. However, these image sources typically undergo different spatial filtering and thus contribute different energy in each target and non-target channel. Deriving the relationship between noise components in the target channel and signals in the non-target channels is therefore a challenging task.

Since the noise components in the target channels and the signals in the non-target channels originate from the same $N$ physical sources, they tend to occupy similar time-frequency bins. We thus propose to approximate the PSD of the noise in the target channel by averaging the PSDs of the signals across all non-target channels.

Let $S_m(k,l)$ and $V_m(k,l)$ be the target and noise components in the $m$-th target channel, respectively, and $Y_m(k,l) = S_m(k,l) + V_m(k,l)$. We estimate the PSD of $V_m$ as
\[
\hat{P}_v_m(k,l) = \frac{\sum_{j=1}^{N} |Y_j(k,l)|^2}{M - N}, \quad m = 1, \ldots, N.
\] (27)

With this noise PSD estimation, we can design a spectral post-filter that further suppresses the noise component in each target channel. For instance, the Wiener filter enhances the target channel as
\[
\hat{S}_m(k,l) = G_m(k,l)Y_m(k,l),
\] (28)
where the spectral gain is computed from $\hat{P}_v_m(k,l)$ and $Y_m(k,l)$ [38]. Applying inverse STFT to $\hat{S}_1(k,l), \ldots, \hat{S}_N(k,l)$, we get the enhanced time-domain signals
\[
\hat{s}(n) = [\hat{s}_1(n), \ldots, \hat{s}_N(n)]^T.
\] (29)
While Eq. 27 can only approximate the noise PSD in the target channel, it is useful for noise reduction. First, the noise components in the target channels are usually non-stationary and their energy is sparsely concentrated in the time-frequency domain. The knowledge of the locations of these dominant time-frequency bins would be valuable for noise suppression, even if their magnitudes are not accurately known. Second, this approximation tends to overestimate the noise PSD due to the inclusion of non-target sources into the averaging operation. The energy of non-target sources is usually higher than that of the noise components in the target channels, thus leading to an overestimate.

This overestimate leads to better noise reduction but might also lead to target signal cancellation, especially when the dominant time-frequency bins of the estimated noise are overlapped with those of the target sources. Thus, the trade-off between noise reduction and target signal cancellation depends on the energy of these non-target sources. For instance, when $M \gg N$ and most late-reverberant image sources extracted into non-target channels, a post-filter might be unnecessary.

### VI. PERFORMANCE MEASURES

We evaluate the *source separation performance* in terms of SIR and the dereverberation effect in terms of early-late reverberation ratio (ELR). Moreover, we evaluate the *signal distortion* and the global *sound enhancement* in terms of Perceptual Evaluation of Speech Quality (PESQ). To this end, we first decompose the microphone signal into early-reverberant, late-reverberant, and interference components.

#### A. Signal decomposition

Assuming the original source, $s_j(n)$, and its corresponding components received by the microphones, $x_{ij}(n)$, to be known, we decompose the microphone signal $x_i(n) = \sum_{j=0}^{N-1} x_{ij}(n)$ into an early-reverberant component $x_{ij}^e(n)$, a late-reverberant component $x_{ij}^l(n)$, and an interference component $x_{ij}^i(n)$, with respect to each source $s_j$, i.e.

$$x_i(n) = x_{ij}^e(n) + x_{ij}^l(n) + x_{ij}^i(n)$$

$$= x_{ij}(n) + x_{ij}^e(n) + x_{ij}^l(n),$$

(30)

where $x_{ij}(n) = x_{ij}^e(n) + x_{ij}^i(n)$, $x_{ij}^e(n) = \sum_{j' \neq j} x_{ij'}(n)$, and $x_{ij}(n)$ can be decomposed into target component $x_{ij}^d(n) = x_{ij}(n)$ and noise component $x_{ij}^n(n) = x_{ij}^l(n) + x_{ij}^i(n)$ (see the summary in Table III).

We aim to extract the early-reverberant component of each source, $x_{ij}^e(n)$, which can be calculated by convolving the original source, $s_j(n)$, with an early-reverberant filter $h_{ij}^e = [h_{ij}^e(1), \cdots, h_{ij}^e(L_e)]$, i.e.

$$x_{ij}^e(n) = h_{ij}^e(n) * s_j(n),$$

(31)

where the length of early reverberation $L_e$ is chosen to be 64 ms (i.e. 1024 at the sampling rate 16 kHz). Usually, the early part of the reverberant signal (the first 50-100 ms after the direct sound) helps improve speech intelligibility [39]. The filter $h_{ij}^e$ is computed via a projection procedure between $x_{ij}(n)$ and $s_j(n)$, which can be represented as [37]

$$h_{ij}^e = \arg \min_h \sum_n (x_{ij}(n) - h(n) * s_j(n))^2.$$  

(32)

Given an $M \times M$ demixing network $W$, the $i$-th output channel is represented as $y_{ij}(n) = \sum_{m=1}^{M} W_{im}(n) \ast x_{mj}(n)$ is the component of the source $j$ in the output channel $i$. Similarly, the $i$-th output for a post-filter $G$ is represented as $\hat{s}_i(n) = \sum_{j=1}^{N} \hat{s}_j(n)$ with $\hat{s}_j(n)$ being the component of the source $j$ in the output channel $i$. Similarly to $x_i(n)$, the source separation output $y_i(n)$ and the post-filtering output $\hat{s}_i(n)$ can also be decomposed into early-reverberant, late-reverberant and interference components, i.e.

$$y_i(n) = y_{ij}^e(n) + y_{ij}^l(n) + y_{ij}^i(n),$$

(33)

$$\hat{s}_i(n) = \hat{s}_{ij}^e(n) + \hat{s}_{ij}^l(n) + \hat{s}_{ij}^i(n).$$

(34)

#### B. The measures

We use SIR to evaluate the source separation performance. Let $P\{y_{ij}\} = \sum_n y_{ij}^2(n)$ be the energy of a sequence $y_{ij}(n)$. For $W$, the SIR of the source $j$ in the output channel $i$ is

$$\text{SIR}_{ij}(W) = \frac{P\{y_{ij}\}}{\sum_{j' \neq j} P\{y_{ij'}\}}.$$  

(35)

The SIR of source $j$ is then the maximum SIR among all the output channels:

$$\text{SIR}_j(W) = \text{SIR}_{x_jj}(W),$$

(36)

where $I_j = \max_{i \in [1,M]} \{\text{SIR}_{ij}(W)\}$ is the index of the channel where the source $j$ is dominant. The overall SIR obtained by $W$ is defined as the average SIR among all the sources: $\text{SIR}(W) = \frac{1}{N} \sum_{j=1}^{N} \text{SIR}_j(W)$.

We use ELR to evaluate the dereverberation performance. For $W$, the ELR of the source $j$ is defined as

$$\text{ELR}_j(W) = \frac{P\{y_{ij}\}}{P\{y_{ij}^e\}}.$$  

(37)

The overall ELR obtained by $W$ is defined as the average among all the sources, i.e. $\text{ELR}(W) = \frac{1}{N} \sum_{j=1}^{N} \text{ELR}_j(W)$.

We use PESQ to evaluate the signal distortion (i.e. DPEQ) and the global sound enhancement (i.e. GPEQ). PESQ $\in [0,4.5]$ is a widely used measure to assess the overall quality of the processed speech, $s_{ec}(n)$, relative to the referenced clean speech, $s_{rc}(n)$ [40]. The higher PESQ, the better the speech quality. We represent PESQ as $Q(s_{ec}, s_{rc})$.

Let source $j$ have its early-reverberant component in the first channel as $x_{ij}^e(n)$, and is extracted in the $I_j$-th channel.
$y_{z_j}(n)$ with the corresponding component being $y_{z_j,k}(n)$. The distortion measure DPESQ is defined as

$$\text{DPESQ}_j(W) = Q\{y_{z_j,k}, x_{e_j}^c\}, \quad (38)$$

and the overall DPESQ obtained by $W$ is defined as the average DPESQ value among all the sources, i.e.

$$\text{DPESQ}(W) = \frac{1}{N} \sum_{j=1}^{N} \text{DPESQ}_j(W).$$

The global sound enhancement measure GPESQ is defined as

$$\text{GPESQ}_j(W) = Q\{y_{z_j,k}, x_{e_j}^c\}, \quad (39)$$

and the overall GPESQ value obtained by $W$ is defined as

$$\text{GPESQ}(W) = \frac{1}{N} \sum_{j=1}^{N} \text{GPESQ}_j(W).$$

For a post-filter $G$, the SIR and ELR can be calculated similarly as Eq. 36 and Eq. 37. DPESQ is calculated by comparing the early-reverberation component in the spatial filter output, $y_{z,j,k}(n)$, and the target source component in the post-filter output, $\hat{s}_{z,j}(n)$:

$$\text{DPESQ}_j(G) = Q\{\hat{s}_{z,j}, y_{z,j,k}\}, \quad (40)$$

GDESQ is calculated by comparing $y_{z,j,k}(n)$ with the post-filter output, $\hat{s}_{z,j}(n)$:

$$\text{GDESQ}_j(G) = Q\{\hat{s}_{z,j}, y_{z,j,k}\}. \quad (41)$$

VII. THE ADVANTAGES OF PBSS: VALIDATION

In this section we verify the independence of the image sources of a reverberant sound and the three insights of PBSS presented in Sec. IV. The evaluation data is simulated with the image-source model [30] in a $7 \times 7 \times 4 m$ enclosure. Four sound sources (20 s by 2 male and 2 female speakers with sampling rate 16 kHz) are placed in the center of the room, equally distributed along a circle with 0.5 m radius. Sixteen microphones are placed around the sources, equally distributed along a circle with radius 2 m. The reverberation time (RT) varies from 400 to 1000 ms, with 200 ms step. The microphone signals are obtained by convolving the sound sources with the room impulse responses from the source location to the microphones. We assume that the signals are synchronously sampled and the permutation ambiguity are solved by referring to clean source signals [10]. The STFT frame lengths are $N_{F_1} = 4096$ for spatial filtering and $N_{F_2} = 512$ for post-filtering, both with half overlap. To bridge these two STFT lengths, we transform the spatial filtering outputs, $N_{F_1}$, into the time domain and then reanalyze them into the STFT domain, $N_{F_2}$, as the input to the post-filter.

To test the independence of the image sources of a reverberant sound, we select a speech source recorded by four microphones at reverberation time 800 ms. We apply an $4 \times 4$ ICA at each frequency bin of the signal transformed into the STFT domain, generating four outputs. Fig. 4(a) shows the amplitudes of the original signal and a microphone signal at 600 Hz, which show that the microphone signal can be interpreted as sum of delayed versions of the original signal. Fig. 4(b) shows the amplitudes of four ICA outputs, which resemble the original source signal but with different delays. These ICA outputs contribute to the microphone signal via the mixing matrix estimated by ICA, and thus can be interpreted as virtual sound sources emitting sounds from different spatial locations, e.g. the first ICA output represents the early-reverberation component of the original sound source and the remaining three represent late-reverberant components. While these virtual sources originate from the same physical source, they each present higher non-Gaussianity than the microphone signal and thus can be separated from the microphone signal with ICA, as observed in Fig. 4(b). For instance, the kurtosis values (a measure of non-Gaussianity [9]) are 15.3 and 8.6 for the original and the microphone signals, and are 17.1, 15.4, 12.9, 13.4 for the four ICA outputs, respectively.

Next, we validate the performance degradation with reverberation, the performance improvement (in terms of both separation and late reverberation suppression) with the number of microphones, and the effectiveness of the post-filter. The source separation (SIR), late reverberation suppression (ELR), and global performance (GPESQ) obtained by the PBSS spatial filter are shown in Fig. 5(a). The input SIRs in different reverberant scenarios are all around -4.5 dB. When $M = 4$, PBSS improves the SIR but the performance degrades as the reverberation density increases. As $M$ increases, the SIR performance improves quickly and monotonically for $4 \leq M \leq 8$, then improves slowly for $M > 8$ before becoming saturated at $M = 14$. When the number of microphones increases, the SIR improves considerably, from 6 dB with $M = 4$ to 16 dB with $M = 14$ when RT = 800 ms. The ELR of the input microphone signal drops, as expected, when the reverberation density increases. When $M = 4$, PBSS improves ELR only slightly. As $M$ increases, ELR rises quickly and monotonically for $4 \leq M \leq 8$, and then rises slowly before saturating at $M = 14$. At RT = 800 ms, PBSS improves ELR by up to 2 dB. The variation of GPESQ with respect to RT and $M$ is similar to that of SIR. The GPESQs of the input microphone signal in different reverberant scenarios are all below 1.5. When $M = 4$, PBSS improves GPESQ but the performance degrades as RT increases. As $M$ increases, GPESQ rises quickly and monotonically for $4 \leq M \leq 8$, then rises slowly before saturating at $M = 14$. At RT = 800 ms,
Fig. 5. Performance evaluation of pseudo-determined BSS and the post-filter for 4 sources recorded with a varying number of microphones from 4 to 16 in a scenario with a varying reverberant time from 400 ms to 1000 ms. (a) SIR, ELR and GPESQ obtained by the source separation filter. (b) SIR improvement, ELR improvement, and GPESQ obtained by applying a post-filter to the source separation output.

PBSS improves GPESQ from 1.6 with $M = 4$ to 2.1 with $M = 14$. In summary, the performance of PBSS improves in various reverberant scenarios as $M$ increases, achieving both source separation and late-reverberation suppression.

The performance improvement in terms of SIR, ELR and GPESQ obtained by applying the post-filter to the spatial filtering output is shown in Fig. 5(b). The improvement of the post-filter separation output in terms of SIR remains similar in all reverberant scenarios. The amount of improvement rises quickly from 0 to 5 dB for $4 \leq M \leq 8$, and then saturates afterwards. The post-filter also improves the ELR of the separation output. As $M$ increases, the amount of ELR improvement rises quickly when $4 \leq M \leq 8$, but then drops slowly afterwards. The post-filter improves the ELR more effectively at lower reverberation densities, e.g. up to 1 dB for $RT = 400$ ms and up to 0.5 dB for $RT = 1000$ ms. The GPESQ values of the spatial filtering output and the post-filtering output both improve with $M$, rising quickly for $4 \leq M \leq 8$ and then slowly before saturation at $M = 14$. The post-filter improves the GPESQ of the spatial filter slightly (by up to 0.1) when $RT \leq 600$ ms, but performs similarly to the latter when $RT \geq 800$ ms.

In summary, the post-filter can improve the SIR of the separation output effectively and can also improve the ELR as $M$ increases. The turning point at around $M = 8$ is possibly due to the influence of non-target sources. As $M$ increases from 4 to 8, some high-energy late-reverberant components are sequentially extracted into non-target channels. Using these signals as a reference may help suppress the interference and reverberation residuals in the target channels effectively. As $M$ further increases, more late-reverberant components are extracted as non-target sources, and correspondingly, the energy of the noise in the target channels becomes smaller. The additional noise reduction achieved by increasing $M$ thus becomes less pronounced.

Finally, Fig. 6 shows the impact on PBSS (in terms of SIR) of the signal duration for a varying $M \in \{4, 8, 16\}$ with reverberation time 600 ms. When $M = 4$, SIR does not vary much when the signal duration exceeds 6 s. When $M = 8$, SIR improves with the increase of the signal duration, and saturates with signal durations longer than 10 s. When $M = 16$, SIR improves until the signal duration reaches 16 s. When the signal duration is shorter than 6 s, SIR for $M = 16$ is even lower than that for $M = 8$. This shows that as $M$ increases, the $M \times M$ ICA requires longer data to converge. However, for the same signal duration, the larger $M$, the higher SIR.

VIII. REAL-DATA EXPERIMENTS

To evaluate and compare the performance of source separation algorithms we use the data of SISEC 2015 [42]. The development dataset of “asynchronous recordings of speech mixtures” contains eight-channel recording by four independent portable voice recorders (each with two microphones). The sampling rate mismatch of the recording devices is within 1 Hz at the nominal sampling rate 16 kHz. The speech sounds from four loudspeakers are individually recorded by the recording devices and then added together to get the mixed signal. The duration of the signal is 20 s. The reverberation time is around 800 ms. The loudspeakers are set around a table, on which the recorders are set. The locations of the loudspeakers and recorders are unknown.

A. Methods Under Analysis

We compare the proposed $M \times M$ ICA with reference-based permutation alignment (ROBSS) with the following source separation algorithms: NDBSS: $N \times N$ ICA with clustering-based permutation alignment [10]; MBSS: $M \times M$ ICA with clustering-based permutation alignment [13]; FBSS: fixed delay-and-sum beamformer followed by NDBSS [27];
SSBSS: subspace based dimensionality reduction followed by NDBSS [24]; and MOBSS: \( M \times M \) ICA with source merging-based permutation alignment [13]. We also consider three post-filters applied to the ROBSS outputs, namely Post, the proposed noise PSD estimation based on the signal from non-target channels; UMMS, a state-of-art single-channel noise PSD estimator [41]); and Benchmark, noise PSD estimation assuming the interference signals to be known (i.e. known \( P_{w,u} \)). These algorithms are applied to microphone signals synchronized as in Eq. 18. We also apply source separation to the original microphone signals which are asynchronously sampled, namely applying NDBSS to the original microphone signals (AsyBSS).

All the spatial filtering algorithms use a STFT frame length of \( N_{F1} = 4096 \) with half overlap. All the spectral post-filtering algorithms use a STFT frame length of \( N_{F1} = 512 \), with half overlap and set the minimum gain to \( G_{\text{min}} = 0.3 \).

NDBSS uses a number of microphones equal to that of the sources from all the microphones. We choose a combination that has the highest average SIR. For BFSS, we estimate the delays from each source to the microphones using the individual recording of each source, i.e. \( x_{ij} \). For MOBSS, as the microphone locations are unknown, we only use the sparseness measure, the time activity measure and the spectral likeness measure to detect the association between the ICA outputs [13]. After source merging, we retain as output the \( N \) channels with the highest energy.

\section*{B. Discussion}

Fig. 7 depicts the SIR maps obtained by various source separation algorithms (MDBSS, NDBSS, MOBSS, ROBSS, and Post) for an \( 8 \times 3 \) mixture (\( M=8 \) and \( N=3 \)). Due to the challenging permutation ambiguities in the case of \( M>N \), MDBSS can only partly recover the permutation of the separated signals. In the \( M \) outputs of MDBSS, \( s_1 \) and \( s_2 \) each dominates only one channel, i.e. \( y_{\text{MDBSS-1}} \) and \( y_{\text{MDBSS-4}} \), respectively; \( s_3 \) dominates two channels \( y_{\text{MDBSS-4}} \) and \( y_{\text{MDBSS-7}} \), which occupy the low and high frequency bands of \( s_3 \), respectively (as shown Fig. 8). MOBSS solves this problem by detecting the association between the \( M \) outputs and merge the channels that come from the same source, e.g. merging \( y_{\text{MDBSS-1}} \) and \( y_{\text{MDBSS-3}} \) into a new channel \( y_{\text{MOBSS-1}} \). However, while the merging procedure can reconstruct \( s_3 \) properly, it also merges the noise components contained in \( y_{\text{MDBSS-4}} \) and \( y_{\text{MDBSS-7}} \) into \( y_{\text{MOBSS-5}} \), resulting in a lower SIR. With less challenging permutation ambiguities in the case of \( M=N \), NDBSS can recover the permutation of the separated signals. In the \( N \) outputs of NDBSS, each source dominates only one channel but with a much lower SIR than MDBSS. Using the NDBSS outputs as a reference, ROBSS realigns the permutation of the \( M \) outputs, extracting the target sources into the first \( N \) channels and leaving the residual noise to the remaining \( M-N \) channels. This results in a higher SIR at the first \( N \) channels than NDBSS and MOBSS. Using the remaining channels \( y_{\text{MOBSS-4}} - y_{\text{MOBSS-7}} \) as a reference, Post estimates the noise PSD in \( y_{\text{MOBSS-1}} - y_{\text{MOBSS-3}} \) and then implements a spectral filter which further improves the SIR in these channels.

Fig. 8 depicts the time-frequency spectra of the output signals by MDBSS, NDBSS and ROBSS. For convenience of display, only the signals during 5-10 s are shown. In the first row, the permutation ambiguities are not completely solved by MDBSS, where \( s_1 \) is extracted into \( y_{\text{MDBSS-1}} \), \( s_2 \) is extracted into \( y_{\text{MDBSS-3}} \) and \( y_{\text{MDBSS-6}} \), and \( s_3 \) is exacted into \( y_{\text{MDBSS-4}} \) and \( y_{\text{MDBSS-7}} \). In the second row, the permutation ambiguities are well solved by NDBSS, where the three sources are extracted into three output channels, respectively. In the third row, the permutation ambiguities are also solved by ROBSS, where the first three output channels contain the three sources and the remaining five channels contain only noise. It is additionally observed that the first three ROBSS outputs contain less residual noise than the corresponding NDBSS outputs.

Fig. 9 depicts the time-frequency PSDs of the intermediate results obtained by two post-filters Post and UMMS, using \( y_{\text{ROBSS-3}} \) (which is dominated by \( s_2 \)) as an example. Similarly to Eq. 30, \( y_{\text{ROBSS-3}} \) can be decomposed into interference \( y_{\text{IF12}} \), late reverberation \( y_{\text{LR12}} \) and early reverberation \( y_{\text{ER12}} \) as shown in Fig. 9(b)-(d), respectively. We aim to extract \( y_{\text{IF12}} \) as a target by suppressing the noise from \( y_{\text{LR12}} \) and \( y_{\text{ER12}} \). Fig. 9(c) depicts the estimated noise PSD by applying a single-channel estimator UMMS to \( y_{\text{IF12}} \) directly. Since the noise components \( y_{\text{LR12}} \) and \( y_{\text{ER12}} \) are both nonstationary, UMMS performs poorly in distinguishing them from the target component \( y_{\text{IF12}} \). It can be clearly observed that the estimated PSD deviates from the true value. Fig. 9(f) depicts the estimated noise PSD by Post. For convenience of comparison, we decompose the estimated noise PSD into the interference component \( P_{uv} \) and the source component \( P_{w,u} \) (Fig. 9(g)-(h)), corresponding to \( y_{\text{IF12}} \) and \( y_{\text{IF12}} \), respectively. Comparing Fig. 9(b) and Fig. 9(g), \( P_{uv} \) can well capture the locations of the most dominant time-frequency bins in \( y_{\text{IF12}} \). Similarly in Fig. 9(c) and Fig. 9(h), \( P_{w,u} \) can well capture the locations of the most dominant time-frequency bins in \( y_{\text{IF12}} \). Fig. 9(i) and Fig. 9(j) depict the noise reduction results by Post and UMMS, respectively. Post achieves a much better noise reduction performance than UMMS, as supported by their SIR values 24.8 dB and 21.4 dB, respectively. Post and UMMS achieve similar signal distortion, with DPESQ.
values 2.64 and 2.65, respectively. We compare the source separation (SIR), signal distortion (DPESQ), and global performance (GPESQ) by the considered algorithms for asynchronous recordings with a varying number of sources $N \in \{2, 3, 4\}$. Fig. 10 depicts the SIR and PESQ values achieved by various algorithms including the input signal (Input), DBSS before and after synchronization (AsyBSS and NDBSS), and four OBSS algorithms (BFDBSS, SSBSS, MOBSS and the proposed ROBSS).

Regarding source separation in Fig. 10(a), the performance of the considered algorithms can be obviously ranked as Input $<$ AsyBSS $<$ BFDBSS $<$ NDBSS $<$ SSBSS $<$ MOBSS $<$ ROBSS. Based on (36) the SIR of each source is determined as the maximum value among all the output channels. The observation that the average SIR of Input is higher than 0 dB implies that for each sound source there is a recording device placed closer to it than other devices. AsyBSS can improve the SIR of the input signal even in the case of sampling rate mismatch. After synchronizing the sampling of independent recordings, NDBSS achieves a higher SIR than AsyBSS especially when $N$ is large. BFDBSS does not outperform NDBSS as expected, possibly because the delay-and-sum beamformer does not enhance the source signals effectively in the case of non-uniform response of each recording device. ROBSS, MOBSS and SSBSS can all improve the SIR performance of NDBSS remarkably. ROBSS performs the best, followed by MOBSS and SSBSS. Overall, ROBSS can improve the SIR of Input by around 20 dB and improve NDBSS by around 10 dB in all evaluation scenarios.

Regarding the signal distortion performance (DPESQ) in Fig. 10(b), all the algorithms except SSBSS perform similarly. ROBSS achieves a higher DPESQ value than MOBSS in all evaluation scenarios. SSBSS achieves the lowest DPESQ value, because the subspace-based dimensionality reduction may distort the source signals significantly. Regarding the global performance (GPESQ) in Fig. 10(c), ROBSS performs the best among all the algorithms. NDBSS outperforms AsyBSS especially when $N \geq 3$. ROBSS achieves a higher GPESQ value than MOBSS. Overall, ROBSS improves the GPESQ of NDBSS by around 0.3, and improves the GPESQ of Input by around 1 in all evaluation scenarios.

Fig. 11 depicts the evaluation results achieved by applying three post-filters Post, UMMSE and Benchmark to the ROBSS outputs. In Fig. 11(a), Post achieves a higher SIR than UMMSE because it can estimate the PSD of the interference more accurately. UMMSE underestimates the PSD.
of the interference, and thus performs worse than Post. Post performs similarly to Benchmark, which assumes the interference to be known. Post can improve the SIR of ROBSS by around 5 dB in all evaluation scenarios. In Fig. 11(b), Post achieves the highest DPESQ value among all the algorithms for \( N = 2 \), and achieves similar DPESQ values as another two post-filters for \( N \geq 3 \). Post achieves a higher DPESQ value than ROBSS due to its dereverberation effect. For the global measure GPESQ in Fig. 11(c), Post performs the best for \( N = 2 \) and performs similarly to Benchmark when \( N \geq 3 \). Post outperforms UMMSE, and can improve the GPESQ of ROBSS by around 0.2 in all evaluation scenarios.

Finally, we compare our SISEC processing results with the ones obtained from another research group, who performed dimensionality reduction first and then applied IVA to the SISEC data [19], [35]. We evaluate the submitted results (Development2 - asynchronous reaalm), which are downloaded from the SISEC website [42], with our own object measures. As shown in Table IV, the propose method clearly outperforms the competing method in terms of SIR and GPESQ.

### C. Computation time

Table V lists the computation time of each algorithm block when processing a sequence with 8 microphones and 4 sources. The signal duration is 20 s with sampling rate 16 kHz. We run Matlab code of the proposed algorithm on an Intel CPU i7@3.2 GHz with 16 GB RAM.

### IX. Conclusion

We proposed a pseudo-determined mixture model that makes it possible to apply an \( M \times M \) ICA directly to an \( M \times N \) mixture. We also developed an over-determined BSS system that can be applied to asynchronous recordings from independent devices of an ad-hoc network, such as crowdsourced audio data collected during an event. The proposed approach includes synchronization, pseudo-determined BSS, and post-filtering. Synchronization allows the inclusion of additional independent recording devices for an over-determined separation. The pseudo-determined BSS improves performance when the number of microphones increases. The permutation ambiguity problem is solved with a reference-based permutation alignment scheme. The post-filtering exploits the abundant information from the sensors to further enhance the separated signals. Experimental results show that these steps incrementally improve the source separation performance of the input signals and that dereverberation is obtained as by-product.

There are several directions for future research. The reference-based permutation alignment scheme requires the number of sources \( N \) to be known in order to apply a regular \( N \times N \) DBSS. When the value of \( N \) unavailable, it could be estimated with a source enumeration method (e.g. [43], [44]). The permutation alignment result of the regular DBSS is crucial to the reference-based scheme and could be improved with two strategies: exploiting the information from more sensors, as done by some OBSS algorithms [12], [29]; or considering a time-domain DBSS algorithm, which usually has worse separation performance but is free from permutation ambiguities [45]. Finally, the noise PSD estimation in the post-filtering block employs a simple averaging scheme: exploiting the demixing filter coefficients could further improve the noise PSD estimation performance [38], [46].
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