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Abstract

The difficulty of semantic multimedia analysis can be attributed to the extended diversity in form and appearance exhibited by the majority of semantic concepts and the difficulty to express them using a finite number of patterns. In meeting this challenge there has been a scientific debate on whether the problem should be addressed from the perspective of using overwhelming amounts of training data to capture all possible instantiations of a concept, or from the perspective of using explicit knowledge about the concepts' relations to infer their presence. In this thesis we address three problems of pattern recognition and propose solutions that combine the knowledge extracted implicitly from training data with the knowledge provided explicitly in structured form. First, we propose a BNs modeling approach that defines a conceptual space where both domain related evidence and evidence derived from content analysis can be jointly considered to support or disprove a hypothesis. The use of this space leads to significant gains in performance compared to analysis methods that can not handle combined knowledge. Then, we present an unsupervised method that exploits the collective nature of social media to automatically obtain large amounts of annotated image regions. By proving that the quality of the obtained samples can be almost as good as manually annotated images when working with large datasets, we significantly contribute towards scalable object detection. Finally, we introduce a method that treats images, visual features and tags as the three observable variables of an aspect model and extracts a set of latent topics that incorporates the semantics of both visual and tag information space. By showing that the cross-modal dependencies of tagged images can be exploited to increase the semantic capacity of the resulting space, we advocate the use of all existing information facets in the semantic analysis of social media.
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Chapter 1

Introduction

1.1 Theme of the thesis

In the new era of Information and Telecommunication Technologies (ICT) vast amounts of digital content are being generated at a constantly growing pace. The recent advances of Web technologies have effectively turned ordinary people into active members of the Web that generate, share, contribute and exchange considerable amounts of digital information. However, the limitations of machine understanding makes it difficult for automated systems to index all this content in a manner coherent with human visual perception. This fact has turned the discovery of intelligent ways for information consumption into one of the main challenges in computer science [2]. With respect to multimedia, the difficulty of mapping a set of low-level visual features into semantic concepts, generally addressed as bridging the “Semantic Gap” [3], has brought the mechanisms of learning and pattern recognition into the forefront of related scientific research.

As humans we learn to recognize materials, objects and scenes from very few examples and without much effort. A 3-year old child is capable of building models for a substantial number of concepts and recognizing them using these models. By the age of six, humans recognizes more than $10^4$ categories of objects [4] and keep learning more throughout their life. Can a computer program learn how to recognize semantic concepts in multimedia content the way a human does? This is the general question addressed by the scientists in computer vision and many other disciplines. But what is exactly the process of building perceptual models? is there indeed a mechanism that
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allows humans to initially require many examples to learn, as performed by little babies, and after they have learned how to learn they can learn from just a few examples? and most importantly what is the role of the teacher in this process?

Semantic object detection is one of the most typical examples of perceptual learning and can be considered as one of the most useful operations performed by the human visual system. Many researchers in the field have focused on trying to discover an efficient (in terms of precision and recall), scalable (in terms of the number of concepts) and effortless (in terms of the necessary annotation) way to teach the machine how to recognize visual objects the way a human does. In order to tackle this problem divergent approaches have been proposed, relying either on the use of general knowledge or the abundant availability of data.

The authors of [5] make the hypothesis that once a few visual categories have been learned with significant cost, some information may be abstracted from the process to make learning further categories more efficient. Based on this hypothesis, when learning new visual categories, they take advantage of the general knowledge extracted from previously learned categories by using it in the form of a prior probability density function in the space of model parameters. Similarly in [6] when images of new concepts are added to the visual analysis model, the computer only needs to learn from the new images. What has been learned about previous concepts is stored in the form of profiling models and the computer needs no re-training. In a similar direction online learning algorithms have been investigated by many researchers aiming to exploit their comparatively low computational requirements, since they only need to store and process a single example at a time [7].

On a different perspective, the authors of [8] claim that with the availability of overwhelming amounts of data many problems can be solved without the need for sophisticated algorithms. The authors mention the example of Google’s “Did you mean” tool, which corrects errors in search queries by memorizing billions of query-answer pairs and suggesting the one closest to the user query. In their work, the authors present a visual analog to this tool using a large dataset of 79 million images and a non-parametric approach for image annotation that is based on nearest neighbor matching. Additionally, the authors of [9] employ multiple instance learning [10] to learn models from images labeled as containing the semantic concept of interest, but without indication of which image regions are observations of that concept. Similarly
in [11] object recognition is viewed as machine translation that uses expectation maximization in order to learn how to map visual objects (blobs) to concept labels. The approaches relying on human computation such as Google Image Labeler\textsuperscript{1} [12] and Peekaboom [13] for image global and regional annotation respectively, also belong to the category of methods that aim at scalable and effortless learning. These are just a few indicative examples that demonstrate the scientific debate around the mechanism of building perceptual models, and the discussion on how much of the knowledge should come in a structured, explicit form and how much can be obtained implicitly from the available training samples.

If we consider that concept detection in multimedia content is the result of a continuous process where the learner interacts with a set of examples and his teacher to gradually develop his system of visual perception, we may identify the following interrelations. The grounding of concepts is primarily achieved through indicative examples that are followed by the description of the teacher (i.e. annotations). Based on these samples the learner uses his senses to build models that are able to ground the annotated concepts, either by relying on the discriminative power of the received stimuli (i.e. discriminative models), or by shaping a model that could potentially generate these stimuli (i.e. generative models). However, these models are typically weak in generalization, at least at their early stages of development. This fact prevents them from successfully recognizing new, un-seen instantiations of the modeled concepts that are likely to differ in form and appearance (i.e. semantic gap). This is where the teacher once again comes into play to provide the learner with a set of logic based rules, or probabilistic dependencies that will offer him an additional path to visual perception through inference. These rules and dependencies are essentially filters that can be applied to reduce the un-certainty of the stimuli-based models, or to generate higher forms of knowledge through reasoning. Finally, when this knowledge accumulates over time it takes the form of experience, which is a kind of information that can be sometimes transferred directly from the teacher to the learner and help him to make rough approximations of the required models.

By no means does this rather simplified description claim to consistently cover all different processes that are required to simulate the system of human visual perception. It is just an effort to put into the same context some of the issues that are intensively

\textsuperscript{1}http://images.google.com/imagelabeler/
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researched in the field of multimedia understanding. Our thesis is that multimedia analysis requires all aforementioned ingredients to be performed in an efficient manner. Although moving towards the one or the other extreme of the debate may still produce non-trivial recognition models, higher levels of efficiency can only be achieved if explicit and implicit knowledge are effectively combined. In this thesis we verify the aforementioned statement through the development of three different approaches that succeed in boosting the effectiveness of multimedia understanding by: (a) incorporating explicitly provided knowledge and implicitly extracted evidence into a common inference framework, (b) leveraging social media to crowdsource the necessary annotations, and (c) transferring the experience gained from legacy data to produce media representations that are more sensitive to semantics.

1.2 Background on pattern recognition for multimedia analysis and focus of this thesis

Teaching the machine to recognize concepts from visual stimuli has been a great challenge for scientists since the very first steps of computer vision. Throughout the decades there have been remarkable achievements that drastically enhanced the capabilities of the machines both from the perspective of infrastructure (i.e., computer networks, processing power, storage capabilities), as well as from the perspective of processing and understanding of the data. Based on the assumption that humans classify images through models that are built using examples for every single semantic concept, the researchers have been trying to simulate human visual system using pattern recognition.

It is natural that we seek to design and build machines that can recognize patterns. From automated speech recognition, fingerprinting identification, optical character recognition and much more, it is clear that reliable and accurate pattern recognition would offer a great deal of perceptual capabilities. In the following we will use a trivial example to briefly describe some of the most important notions in pattern recognition for multimedia analysis, following the argumentation of [14]. Suppose that we have two different types of objects that appear in mixed order and need to be sorted according to their class using optical sensing. We install a camera, take some sample images and begin to note some physical differences between the two types of objects, e.g. length, lightness, width, shape, etc. These physical differences suggest features
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that can be explored by the classifier to achieve the aforementioned task. Given that there are truly differences between the population of the two objects, we view them as having different models, i.e. different descriptions that are typically mathematical in form. The goal of pattern recognition in this case is to hypothesize the class of these models and for any sensed pattern choose the model that corresponds best. All other techniques employed to achieve this aim should be considered parts of the engineer’s conceptual toolbox.

First the camera captures an image of the object. Then, the camera’s signal is pre-processed to simplify subsequent operation without losing relevant information. For instance, one very frequent form of pre-processing is segmentation, where the images of different objects are somehow isolated from the background, or from the other objects depicted in the image. The information from a single object is then sent to the feature extractor whose purpose is to reduce the data by measuring certain “features” or “properties”. The values of these features are then passed to a classifier that evaluates the evidence presented and makes a final decision as to the class of the object. Now let us consider how the feature extractor and classifier might be designed. Suppose someone gives us the information that object $\alpha$ is generally longer than object $\beta$. This information can be used to create a tentative model for the objects: object $\alpha$ has some typical length, and this is greater than that of object $\beta$. Thus, length becomes an obvious feature and we may attempt to classify the object merely by checking whether or not the length of the object exceeds some critical value. To choose this critical value we could obtain some training samples of the different objects, take some length measurements and inspect the results.

However, it is very likely that we reach the disappointing conclusion that although object $\alpha$ is somewhat longer than object $\beta$, on average, there is a non-trivial number of cases where we can not reliably separate the object $\alpha$ from object $\beta$ based solely on their length. To improve the situation we may try another feature (e.g. the object shape) and check whether this new feature is more efficient at separating the two object classes. If we need to further improve the resulting performance and there is no other feature available that performs better than the object’s shape, we must resort to the use of more than one feature at a time. Using both features our problem now is to partition the two-dimensional space into regions, such that all patterns in one region to be classified as object $\alpha$ and all patterns in the other to be classified as object $\beta$. 
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By measuring the features in a set of training samples and obtaining a scattering plot of their points, we may come up with a decision boundary in the two dimensional space that succeeds in separating the objects. Thus, using two features appears to be beneficial for separating our samples and suggests that by incorporating yet more features would probably lead to better results.

However, with such a “solution”, our satisfaction would be limited because the central aim of designing a classifier is to make predictions when presented with novel patterns, i.e. object instantiations that are not yet seen. This is the issue of generalization. It is unlikely that the aforementioned decision boundary will provide good generalization, since it will be probably “tuned” to the particular training samples, rather than some underlying characteristics or the true model of all type α and β objects. One natural approach to tackle this problem would be to get more training samples for obtaining a better estimate of the true underlying characteristics. However, in most pattern recognition problems the amount of training data that we can obtain is quite limited. A solution to this problem is discussed in Chapter 4, where we focus on using the collective knowledge aggregated in social sites to automatically determine a set of image regions that can be associated with a certain object. Due to the common background that most users share, the majority of them tend to contribute relevant tags when faced with a similar type of visual content. Thus, by relying on the assumption that the most frequently appearing “term” in both tag and visual information space will converge into the same object, we manage to leverage social media and effortlessly extract a set of training samples that are readily compatible with an object detection classifier.

On the other hand, when we have insufficient training data, a central technique is to incorporate domain knowledge. Indeed the less the training data the more important is such knowledge, for instance how the patterns themselves were produced. Many real world pattern recognition problems seek to incorporate at least some knowledge about the method of patterns’ production (i.e. incorporate knowledge on how each pattern is generated), or their functional use (e.g. a bicycle is a moving object that stands on two wheels). Then, we may try to deduce some functional properties from the image (e.g. detect two round objects close to each other) and validate the presence of a bicycle in the image. Additionally, we might be able to use context (i.e. input-independent
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information other than the pattern itself). For instance, we might have the information that our objects are presented to the classifier in sets and if we are examining a sequence of type $\alpha$ objects, it is highly likely that the next object will be of type $\alpha$. Thus, if after a long series of objects $\alpha$ the classifier detects an ambiguous pattern, it may nevertheless be best to categorize it as object $\alpha$. However, context can be highly complex and abstract and the appropriate mechanisms for incorporating such information still remain a challenging task. Chapter 3 introduces an approach for addressing this challenge by using ontologies and Bayesian Networks (BNs) to incorporate into a common inference framework both domain knowledge and applications context. A modeling approach is proposed for the BNs that defines a conceptual space suitable for incorporating the evidence derived from content analysis. The evidence derived from the statistical processing of media features is injected into the common inference framework and invoke an evidence-driven probabilistic inference process. The goal of this process is essentially to verify or reject a hypothesis made about the semantic content of the examined media item.

Finally, we are also concerned with the problem of efficient media representation. In ideal media representation the structural relationships among the components are naturally revealed and the true (unknown) model of the patterns can be easily expressed. Thus, what we look for is a representation in which the patterns that lead to the same action are somehow “close” to one another, yet far from those that demand a different action. The extent to which we create or learn a proper representation and how we quantify distance will determine the success of our pattern classifier. Towards this objective, Chapter 5 proposes an approach for media representation with a focus on extending the currently used aspect models to higher order, so as to become applicable for more than two observable variables. Using these models we incorporate different information spaces into the analysis process and benefit from the cross-modal dependencies that are likely to exist among them. In this way, we succeed in devising a feature extraction scheme that is more sensitive to semantics, since the co-existence of two information items that are known from experience to appear together rather frequently is more important in defining the resulting feature space, than the co-existence of two information items that rarely appear together and are likely to be the result of noise.
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1.3 Contributions of this thesis

1.3.1 Model BNs to incorporate implicit and explicit knowledge into a common inference framework

Towards the objective of making context and explicitly provided knowledge an integral part of multimedia analysis, our contribution can be summarized in the following:

- A generic approach for modeling BNs that defines a conceptual space where both explicitly provided evidence and evidence derived from content analysis can be jointly considered to support or disprove a hypothesis.

- A methodology for transforming ontologies into semantically enhanced BNs such that the process of probabilistic inference is influenced by a set of human-defined, logic-based rules.

Building on those principles we have developed a framework for multimedia analysis that was applied and evaluated in two different case studies. In the first case our goal has been to perform concept detection using image local and global information. Some of the novel aspects that were particularly introduced for this case include:

1. A data-oriented learning strategy for estimating the prior and conditional probabilities required by the BN.

2. A focus-of-attention mechanism capable of exploiting the mutual information between concepts in order to significantly reduce the computational cost of visual inference and still achieve comparable results with the exhaustive case.

In the second case study our goal has been to apply the developed framework for analyzing compound documents by jointly considering the evidence extracted across media. The novel aspects that were particularly introduced for this case include:

1. A concrete problem instantiation where cross-media analysis proves beneficial for the task of concept detection in compound documents.

2. A coherent methodology on how compound documents can be disassembled to their constituent parts and how single media analyzers can be applied on these parts to extract the content-based evidence.
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1.3.2 Verify that social media exhibit noise reduction properties and exploit them to facilitate scalable object detection

Towards the objective of effortlessly obtaining large amounts of training data, our contribution can be summarized in the following:

- We show that the collective nature of social media results in noise reduction properties that can be practically exploited to obtain large amounts of annotated image regions.

- We introduce a totally un-supervised method that associates image regions with tags by performing clustering on the visual and tag information space and matching the most populated clusters.

- We study theoretically and experimentally the conditions under which the aforementioned approach is expected to result in valid training samples and derive some intuitive relation between the size of the processed dataset, the amount of visual analysis error and the success probability of our approach.

1.3.3 Extend current models for incorporating the cross-modal dependencies of multi-modal data

Towards the objective of semantics sensitive media representation, our contribution can be summarized in the following:

- We introduce high order probabilistic Latent Semantic Analysis (pLSA) for treating images, visual features and tags as the three observable variables of an aspect model and extract a set of latent topics that incorporate the semantics of both visual and tag information space.

- We introduce the concept of profile to be the occurrence distribution of an information item within a large corpus of images and use the vector distance between two profiles to measure the dependency between the information items of two different modalities.

- We integrate the cross-modal dependencies into the update rules of high order pLSA in order for the co-existence of two information items that are known from
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experience to appear together rather frequently, to be more important in defining
the topics of the resulting latent space, than the co-existence of two information
items that rarely appear together and are likely to be the result of noise.

1.4 Thesis’s Structure

In Chapter 2 we review the related literature in the fields that are relevant with the
topics addressed in this thesis. More specifically, in Section 2.1 we are mostly concerned
with the research efforts aiming at combining implicit and explicit knowledge under a
common inference framework. We distinguish between the body of works that employ
this combination for the purpose of semantic image annotation and the body of works
that use similar techniques to perform semantic analysis in a cross media setting. In
Section 2.2 we summarize the research works that aim at learning from weakly an-
notated and noisy training data by exploiting the arbitrary large amount of available
samples. Section 2.3 focuses on the works that seek to exploit the hidden relations of
multi-modal data and devise a media representation scheme with increased semantic
capacity.

Chapter 3 describes our proposal for performing evidence-driven probabilistic infer-
ence in the grounds of knowledge and context. It provides some background information
on Ontologies and Bayesian Networks and explains how to model a Bayesian Network so
as to smoothly incorporate the conceptual information obtained from content analysis.
Finally, two case studies are presented that demonstrate how the proposed approach
can be used to perform concept detection using image local and global information, as
well as how compound documents can be analyzed using information across media.

Chapter 4 describes the approach proposed for leveraging social media to crowd-
source the necessary annotations and achieve scalable object detection. In this chapter
we study theoretically and experimentally when the prevailing trends (in terms of ap-
pearance frequency) in visual and tag information space converge into the same object,
and how this convergence is influenced by the number of utilized images and the ac-
curacy of the visual analysis algorithms. In this way we allow the reader to derive
some intuitive conclusions about the success probability of the proposed approach and
as a consequence the resulting performance of the object detection models. Thorough
experiments are performed to provide some indicative measures of the performance loss that we suffer when compared to manually trained models.

Chapter 5 introduces the proposed feature extraction scheme that jointly considers visual and tag information to obtain a semantics sensitive feature space. We explain how the currently used aspect models can be extended to handle more than two observable variables and how this property can be exploited to efficiently index a set of tagged images obtained from flickr. The efficiency of the resulting feature space is evaluated for the tasks of image retrieval and clustering, showing how the proposed scheme can be used to devise a semantics sensitive feature space.

Finally Chapter 6 concludes our thesis by discussing the conclusions we have drawn from our theoretical and experimental studies and outlines three trade-offs that we have encountered. Our plans for future work are also included in this Chapter.
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Literature Review

In this chapter we review some of the most indicative works in the literature of semantic multimedia analysis and learning. Our goal is to provide a comprehensive overview of the research activity that has taken place in the fields that are pertinent to the focus of this thesis. We review the related literature in three main sections aiming to highlight in each case the weaknesses of the existing solutions and justify how the approaches proposed in this thesis succeeds in progressing beyond state-of-the-art.

2.1 Combining implicit and explicit knowledge

The combination of implicit and explicit knowledge under a common inference framework has been extensively studied. In the following, we overview the body of works that were considered most relevant with the approach of Chapter 3. We distinguish between the works aiming at semantic image annotation and the ones that perform semantic analysis in a cross media setting.

2.1.1 Semantic image annotation

Interpreting images in terms of their semantic content has been primarily addressed by devising methods that map low-level image visual characteristics (i.e., color, shape, texture) to high-level descriptions (i.e., semantic concepts), without making any use of domain knowledge and application context. Some indicative works that have been presented in the literature include [15] where the authors are based on scene-centered rather than object-centered primitives and use the mean of global image features to
represent the gist of a scene, [16] where scene classification is performed using bayesian classifiers that operate on representations determined using a codebook of region types, and [17] where the authors introduce a visual shape alphabet representation with the aim to enable models for new categories to benefit from the detectors build previously for other categories. In this category of solutions we can also classify the methods that make combined use of global and local classification and treat images at a finer level of granularity, usually by taking advantage of image segmentation techniques.

In [18] it is demonstrated through several applications how segmentation and object-based methods improve on pixel-based image analysis/classification methods, while in [19] a region-based binary tree representation incorporating adaptive processing of data structures is proposed to address the problem of image classification. Similarly, based on the combined use of local and global classification, [20] proposes a multi-level approach to annotate the semantics of natural scenes by using both the dominant image components (salient objects) and the relevant semantic objects, [21] employs Multiple-Instance-Learning to learn the correspondence between image regions and keywords and uses a bayesian framework for performing classification, while [22] presents a method where a new object is explained solely in terms of a small set of exemplar objects (represented as image regions). For each exemplar object a separate distance function is learned which captures the relative importance of shape, color, texture and position features. However, the inadequacy of the solutions relying solely on visual information to achieve efficient image interpretation has motivated the exploitation of context as a valuable source of information.

Context was defined in [23] as an extra source of information for both object detection and scene classification. Among the methods that make use of such information, we can identify the class of methods that develop models for spatial context-aware object detection, such as [24] that describes one generic outdoor-scene model, [25] that presents a model specific to individual archetypical scene types (e.g., beach, sunset, mountain, or urban), and [26] where multiple class object-based segmentation is achieved through the integration of mean-shift patches. Another class of methods that make use of such extra information includes the ones that exploit temporal context, as this can be derived from the surrounding images of an image collection (i.e., images drawn during a festival). In [27] the authors developed a general probabilistic temporal
context model in which the first-order Markov property is used to integrate content-based and temporal context cues. Temporal context has been also used for active object recognition [28], as well as for identifying temporally related events [29]. Imaging context (i.e., camera metadata tags about scene capture properties, such as exposure time and subject distance) has been also used for aiding in a number of multimedia analysis tasks, including indoor-outdoor classification and event detection [30]. Other works that aim at improving the performance of individual detectors using contextual information are the ones that model the relationships between objects, such as [31] where contextual features are incorporated into a probabilistic framework which combines the outputs of several components, [32] where the authors present a two-layer hierarchical formulation to exploit the different levels of contextual information, and [33] where the authors propose a region-based model which combines appearance and scene geometry to automatically decompose a scene into semantically meaningful regions.

There is also a number of works that exploit conceptual context by developing techniques that are able to handle uncertainty and take advantage of domain knowledge. The authors of [34] introduce “Multijects” as a way to map time sequence of multi-modal, low-level features to higher level semantics using probabilistic rules. “Multinets” are also proposed for representing higher-level probabilistic dependencies between “Multijects”. In [35] “Multinets” are elaborated by introducing BNs for modeling the interaction between concepts and using this contextual information to perform semantic indexing of video content. A drawback of these approaches lies on the fact that the structure of “Multinets” is customly defined by experts and no methodology is suggested for explicitly incorporating the semantic constraints originating from the domain into the analysis process. In the same lines, [36] proposes a framework for semantic image understanding based on belief networks. The authors use three different image analysis tasks to demonstrate the improvement in performance introduced by extracting and integrating in the same knowledge-based inference framework (based on BNs), both low-level and semantic features. Once again, no systematic methodology is presented on how to seamlessly integrate domain knowledge, expressed with a standard knowledge representation language, into the probabilistic inference process. [37] describes an integrated approach of visual thesaurus analysis and visual context that exploits both conceptual and topological context. Another approach that attempts to
model uncertainty and take advantage of knowledge and context for the task of multimedia analysis is [38]. This work uses low-level features and a BN to perform indoor versus outdoor scene categorization. In [39] a BN is utilized as an inference mechanism for facilitating a classification method based on feature space segmentation. Similarly, [40] propose a generative-model framework, namely dynamic tree-structure belief networks (DTSBNs), and formulates object detection and recognition as an inference process on a DTSBN. Domain knowledge is also used in [41], in order to tackle the problem that when training data is incomplete or sparse, learning parameters in BNs becomes extremely difficult. In their work the authors present a learning algorithm that incorporates domain knowledge into the learning process in order to regularize the otherwise ill-posed problem. Still, the absence of a methodology for integrating ontological knowledge into the inference process is what differentiates these works from our approach.

Works that utilize ontologies as a means to encode domain knowledge are also present in the literature. [42] presents a method for combining ontologies and BNs in an effort to introduce uncertainty in ontology reasoning and mapping. The Ontology Web Language (OWL) is augmented to allow additional probabilistic markups and a set of structural translation rules convert an OWL ontology into a directed acyclic graph of a BN. The conditional probability tables of the nodes are then calculated taking into consideration the ontology semantics. Probabilistic rules are used to cope with uncertainty and ontologies combined with belief networks are employed to express and migrate into a computationally enabled framework, the semantics originating from the domain. The proposed inference approach is validated using a synthetic example and no attempt is made to adjust the scheme for image analysis. [43] proposes a knowledge assisted image analysis scheme that combines local and global information for the task of image categorization and region labeling. In this case, a sophisticated decision mechanism that takes into account visual information, the concepts’ frequency of appearance and their spatial relations is used to analyze images. [44] describes a scheme that is intended to enhance traditional image segmentation algorithms by incorporating semantic information. In this case, fuzzy theory and fuzzy algebra are used to handle uncertainty while a graph of concepts carrying degrees of relationship on its edges is employed to capture visual context. In [45] the authors build a concept ontology using
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both semantic and visual similarity in an effort to exploit the inter-concept correlations and to organize the image concepts hierarchically. In this process, the authors try to effectively tackle the problem of intra-concept visual diversity by using multiple kernels. However, none of [43], [44], [45] attempt to couple ontology-based approaches with probabilistic inference algorithms for combining concept detectors, context and knowledge. On the other hand, [46] uses ontologies as a structural prior for deciding on the structure of a BN, but in this work ontologies are mostly treated as hierarchies that do not incorporate any explicitly provided semantic constraints.

Finally, we should also note that none of these works is concerned with computational efficiency and the fact that in a real world inference system the number of plausible hypotheses could suffer from a combinatorial explosion. In Chapter 3 we provide a solution to this problem by proposing a focus of attention mechanism that is based on the mutual information between concepts.

2.1.2 Combining information across media

In the research field of multimedia analysis, indexing and retrieval, various methods have been proposed for fusing the evidence extracted from different media sources. Statistical methods are widely used for multimodal integration [47], where the query object is classified based on the distribution of patterns in the space spanned by pattern features. The most frequently encountered methods are Bayesian Networks that assign a pattern to the class which has the maximum estimated posterior probability, and Hidden Markov Models (HMM) that assign a pattern to a class based on a sequential model of state and transition probabilities.

In this context, our study can be considered to share similar objectives with various works in this field. Within the scope of probabilistic inference, Hospedales and Vijayakumar [48] implement a multisensory detection, verification and tracking mechanism by inferring the association between observations. More specifically, in order to solve the who-said-what problem they present a principle probabilistic approach, where Bayesian inference is used for combining multiple sensing modalities. The proposed model is claimed to be sufficient for robust multitarget tracking and data association in audiovisual sequences. In [49] Choi et al. present three classifier fusion methods and evaluate their efficacies on raw data sets. They use class-specific Bayesian fusion, joint optimization of the fusion process and individual classifiers, and employ dynamic fusion
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for combining the posterior probabilities from individual classifiers. The results of the proposed approaches are generally better than the majority voting and the naive Bayes fusion approaches, and significantly reduce the overall diagnostic error in automotive systems. Compared to Bayesian Networks, Hidden Markov Models are capable not only to integrate multimodal features but also to include sequential features. In [50] the MFHMM (Multistream Fused Hidden Markov Model) is presented as a generalization of a two-stream fused HMM [51] for integrating coupled audio and visual features. MFHMM is used for linking the multiple HMMs and is claimed by the authors to be an optimal solution according to the maximum entropy principle and the maximum mutual information criterion. In [52] the authors rely on SVMs and present a late fusion scheme where the unimodal features are initially used to learn separate concept classifiers. Then the output of these classifiers are concatenated to determine a new feature space and learn an SVM-based integrated concept classifier.

Recently, semi-supervised graph-based methods have also attracted the interest of researchers for narrowing the semantic gap between the low- and high-level features. Hoi et al. [53] present multi-modal fusion through graphs in addition with a multi-level graph-based ranking scheme for content-based video retrieval. They present the semi-supervised ranking (SSR) method to exploit both labeled and unlabeled data effectively and further explore a multilevel ranking solution to solve the scalability problem of SSR. The proposed multilevel ranking scheme achieves good performance for large scale applications and also provides a solution to the overfitting problem. In the same direction, Wang et al. [54] present the OMG-SSL method, optimized multigraph-based semi-supervised learning, as an efficient video annotation scheme. The proposed approach is equivalent to fusing multiple graphs and then conducting semi-supervised learning on the fused graph. According to the results, the OMG-SSL method improves the learning performance and can be easily extended through utilizing more graphs. The work in [55] proposes a fusion framework in which classification models are build for each data source independently. Then, using a hierarchical taxonomy of concepts, a Conditional Random Field (CRF) based fusion strategy is designed. According to the fusion scheme described in this work, a graph is defined over the hierarchical taxonomy (i.e., a tree over categories) where its node represents a category. The scores from different unimodal classifiers referring to the same category are concatenated in a feature vector, which serves as the observation of the corresponding node. This work is very
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similar with our approach from the perspective of integrating explicit knowledge into the analysis process. However, in this case the scores obtained from the unimodal classifiers are concatenated to form the observation vector for each node. The advantage of our approach over this work is that we use the space of likelihood estimates as a “lingua franca” between the heterogeneous types of information, removing the need to homogenize the output of unimodal classifiers. A semi-supervised approach is employed in [56] where the authors propose to facilitate the learning process by integrating both visual and linguistic information, as well as unlabeled multi-modal data. Their approach is based on co-training which is a semi-supervised learning algorithm that requires two distinct “views” of the training data. Co-training first learns a separate classifier for each view using labeled examples. The most confident predictions of each classifier on the unlabeled data are then used to iteratively construct additional labeled training data. Compared to our approach the aforementioned solution is unable to exploit the prior information derived from the co-occurrence of concepts, as well as the knowledge derived from the domain.

ClassView [57] is the method presented by Fan et al. for performing video indexing and retrieval. The authors use a hierarchical, semantics sensitive classifier for bridging the semantic gap between low- and high-level features, while the expectation maximization algorithm is used to determine the feature subspace and the classification rule. The domain-dependent concept hierarchy of video contents in the database, similar to our approach, determines the hierarchical structure of the semantics-sensitive video classifier. The proposed scheme turns out to be effective and closer to the human-level video retrieval. Weiet et al. [58] fuse multimodal cues hierarchically via a cross-reference (CR) method. The authors present CR-Reranking for inferring the most relevant (in a semantic sense) shots, achieving high accuracy. First the initial search results are clustered in diverse feature spaces, then the clusters are ranked by their relevance to the query and finally all the clusters are hierarchically fused via the cross-reference strategy. Finally, Lim et al. [59] combine generative with discriminative models in a sequential manner. Generative models that incorporate explicit knowledge are constructed using a small set of training samples. Subsequently, these generative models are used to classify new samples and augment the existing set with new training samples. In this way the authors manage to generate a set of training samples, sufficiently large to learn a robust discriminative classifier. Thus, the incorporation of explicit knowledge is not
so much intended to facilitate the classification process by enforcing certain rules, but
to indirectly improve the classification performance of the discriminative classifier by
offering more training samples. Compared to [59] the advantage of our approach is
that explicit knowledge is made part of the inference process and directly influences
the classification performance.

2.2 Leveraging social media to facilitate multimedia analysis

With the rapid evolution of social media considerable interest has been placed on weakly
labeled data and their potential to serve as the training samples for various multimedia
analysis tasks. The common objective of these approaches is to compensate for the loss
in learning from weakly annotated and noisy training data, by exploiting the arbitrary
large amount of available samples.

The approach presented in Chapter 4 can be considered to relate with various works
in the literature in different aspects. From the perspective of exploring the trade-offs
between analysis efficiency and the characteristics of the dataset we find similarities
with [60], [61]. In [60] the authors explore the trade-offs in acquiring training data
for image classification models through automated web search as opposed to human
annotation. The authors try to learn a model that operates on prediction features
(i.e. cross-domain similarity, model generalization, concept frequency, within-training-
set model quality) and provide quantitative measures in order to estimate when the
cheaply obtained data is of sufficient quality for training robust object detectors. In
[61] the authors investigate both theoretically and empirically when effective learning
is possible from ambiguously labeled images. They formulate the learning problem as
partially-supervised multiclass classification and provide intuitive assumptions under
which they expect learning to succeed. This is done by using convex formulation and
showing how to extend a general multiclass loss function to handle ambiguity.

There are also works [62], [63], [64] that rely on the same principle assumption
with our approach, stating that users tend to contribute similar tags when faced with
similar type of visual content. In [62] the authors rely on social data to introduce the
concept of flickr distance. Flicker distance is a measure of the semantic relation between
two concepts using their visual characteristics. The authors rely on the assumption
that images about the same concept share similar appearance features and use images obtained from flickr to represent a concept. Although different in purpose from our approach the authors present some very interesting results demonstrating that social media like flickr can be used to facilitate various multimedia analysis tasks. In [63] the authors make the assumption that semantically related images usually include one or several common regions (objects) with similar visual features. Based on this assumption they build classifiers using as positive examples the regions clustered in a cluster that is decided to be representative of the concept. They use multiple region-clusters per concept and eventually they construct an ensemble of classifiers. They are not concerned with object detection but rather with concept detection modeled as a mixture/constellation of different object detectors. In the same lines, the work presented in [64] investigates inexpensive ways to generate annotated training samples for building concept classifiers. The authors utilize clickthrough data logged by retrieval systems that consist of the queries submitted by the users, together with the images from the retrieved results, that these users selected to click on in response to their queries. The method is evaluated using global concept detectors and the conclusion that can be drawn from the experimental study is that although the automatically generated data cannot surpass the performance of the manually produced ones, combining both automatically and manually generated data consistently gives the best results.

The employment of unsupervised methods (e.g. clustering) for mining images depicting certain objects, is the attribute that relates our approach with [65], [66]. In [65] the authors make use of community contributed collections and demonstrate a location-tag-vision-based approach for retrieving images of geography-related landmarks. They use clustering for detecting representative tags for landmarks, based on their location and time information. Subsequently, they combine this information with vision-assisted process for presenting the user with a representative set of images. Eventually, the goal is to sample the formulated clusters with the most representative images for the selected landmark. In [66] the authors are concerned with images that are found in community photo collections and depict objects (such as touristic sights). The presented approach is based on geotagged photos and the task is to mine images containing objects in a fully unsupervised manner. The retrieved photos are clustered according to different modalities (including visual content and text labels) and Frequent Itemset Mining is applied
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on the tags associated with each cluster in order to assign cluster labels. Eventually, the formulated clusters are used to automatically label and geo-locate new photos.

Finally our approach bares also similarities with works like [67], [68] that operate on segmented images with associated text and perform annotation using the joint distribution of image regions and words. In [67] the problem of object recognition is viewed as a process of translating image regions to words, much as one might translate from one language to another. The authors develop a number of models for the joint distribution of image regions and words, using weak annotations. In [68] the authors propose a fully automatic learning framework that learns models from noisy data such as images and user tags from flickr. Specifically, using a hierarchical generative model the proposed framework learns the joint distribution of a scene class, objects, regions, image patches, annotation tags as well as all the latent variables. Based on this distribution the authors support the task of image classification, annotation and semantic segmentation by integrating out of the joint distribution the corresponding variables.

The main factor that differentiates our approach of Chapter 4 from current state-of-the-art is that none of the aforementioned works employ a thorough and systematic analysis of the noise reduction properties that social media are expected to exhibit, due to their collaborative nature of creation. We fill this gap by theoretically and experimentally studying the conditions under which the collective intelligence that is aggregated in social networks can become practically useful in multimedia analysis.

2.3 Exploiting the hidden relations of multi-modal data

The basic motivation for our approach introduced in Chapter 5 it to exploit the multi-modal aspect that is intrinsic in social media. Driven by the same motivation many researchers in the field have investigated specialized methods for the multi-modal analysis of social media.

Among the related works we identify the ones relying on the use of aspect or topic models [69] and the definition of a latent semantic space. For instance the authors of [1; 70] use a pLSA-based model to support multi-modal image retrieval in flickr, using both visual content and tags. They propose to extend the standard single-layer pLSA model to multiple layers by introducing not just a single layer of topics, but a hierarchy of topics. In this way they manage to effectively combine the heterogeneous
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information carried by the different modalities of an image. Similarly, pLSA is also
the model adopted by the approach presented in [71] for multi-modal image retrieval.
However in this case the authors propose an approach to capture the patterns between
images (i.e. text words and visual words) using the EM algorithm to determine the
hidden layers connecting them. Although the authors’ goal is to exploit the interactions
between the different modes when defining the latent space, they eventually implement
a simplified model where they assume that a pair of different words are conditionally
independent given the respective image. The use of aspect models is also the approach
followed in [72] for performing tag ranking and image retrieval. The authors extend the
model of Latent Dirichlet Allocation (LDA) [73] to a new topic model called regularized
LDA, which models the interrelations between images and exploits both the statistics of
tags and visual affinities. In this way, they enforce visually similar images to pick similar
distributions over topics. In a similar fashion the authors of [74] propose an approach
for the multi-modal characterization of social media by combining text features (e.g.
tags) with spatial knowledge (e.g. geotags). The proposed approach is based on multi-
modal Bayesian models which allow to integrate spatial semantics of social media in
well-formed, probabilistic manner.

Improving the retrieval performance of tagged images has been also encountered as
a problem of tag relevance learning, with the visual content serving as the driver of the
learning process. In this direction the authors of [75; 76] rely on the intuition that if
different persons label visually similar images using the same tags, these tags are likely
to reflect the objective aspects of the visual content. Then, based on this intuition,
they propose a neighbor voting algorithm for learning tag relevance by propagating
common tags through the visual links introduced by visual similarity. Similarly, the
work presented in [77] proposes the use of a multi-edge graph for discovering the tags
associated with the underlying semantic regions in the image. Each vertex in the graph
is characterized with a unique image and the multiple edges between two vertices are
defined by thresholding the pairwise similarities between the individual regions of the
 corresponding images. Then, based on the assumption that any two images with the
same tag will be linked at least by the edge connecting the two regions corresponding
to the concerned tag, the repetition of such pairwise connections in a fraction of the
labeled images is used to infer a common “visual prototype”. Tag relevance learning is
also the problem addressed in [78], which aims at leaning an optimal combination of the
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multi-modality correlations and generate a ranking function for tag recommendation. In order to do this, the authors use each modality to generate a ranking feature, and then apply the Rankboost \cite{79} algorithm to learn an optimal combination of these features.

Recently, there has been also an increasing interest in extending the aspect models to higher order through the use of Tensors \cite{80}. Under this line of works we can mention the tag recommendation system presented in \cite{81} that proposes a unified framework to model the three types of entities that exist in a social tagging system: users, items and tags. These data are represented by a 3-order tensor, on which latent semantic analysis and dimensionality reduction is performed using the Higher Order Singular Value Decomposition (HOSVD) technique \cite{82}. The HOSVD decomposition is used also by the authors of \cite{71} in order to decompose a 3-order tensor in which the first dimension is images, the second is visual words and the third is the text words. By applying the HOSVD decomposition on this 3-order tensor the authors aim to detect the underlying and latent structure of the images by mapping the original data into a lower dimensional space. Finally, a 3-order tensor is used also by the authors of \cite{83} that propose an approach to capture the latent semantics of Web data. In order to do that the authors apply the PARAFAC decomposition \cite{84} which can be considered as a multi-dimensional correspondent to the singular value decomposition of a matrix. In this case the extracted latent topics are used for the task of relevance ranking and producing fine-grained descriptions of Web data.

Compared to our approach presented in Chapter 5 what is missing from the aforementioned works is that they fail to benefit from the fact that being a different representation of the same abstract meaning, there is a certain amount of dependency between the tag and visual information items that appear together very frequently. We rely on legacy data to capture these dependencies and propose a mechanism for incorporating such knowledge into the multimedia analysis pipeline.
Chapter 3

Combining implicit and explicit knowledge for media interpretation

In this chapter we present a general framework for media interpretation that jointly considers implicit and explicit pieces of knowledge that are treated as evidence. As evidence we define the information that (when coupled with the principles of inference) can be used to support or disprove a hypothesis. Our framework implements a generative method for modeling the layer of evidence so as to effectively combine the low-level stimuli carried by a media item, the application context (approximated using the frequency information implicit in the data) and the domain knowledge (provided explicitly by domain experts). Using this framework we manage to drive a probabilistic inference process that verifies or rejects a hypothesis made about the semantic content of the media item. More specifically, we statistically analyze the low-level stimuli to obtain conceptual information about the content, we represent domain knowledge using ontologies and we extract the application context by estimating the conditional probabilistic dependencies between the existing concepts. Then, we combine everything in a bayesian network (BN) that is able to perform inference based on soft evidence. In this way, we provide the means to handle aspects like causality (between evidence and hypotheses), uncertainty (of the extracted evidence) and prior knowledge and hence, imitate some of human’s basic perceptual operations. In the following we elaborate on how BNs can be used to model this layer of evidence, as well as on how ontologies can be
employed to migrate domain knowledge into the resulting inference framework. Finally, we present two case studies that experimentally verify the effectiveness of our framework in performing concept detection using: a) the image local and global information, b) the information found across media in compound documents.

3.1 Modeling the Bayesian Network

In this section we describe one of the main contributions of this thesis, which is a generic approach for modeling BNs. The goal of this modeling approach is to define a conceptual space suitable for incorporating the evidence derived from content analysis. We start by providing some background information on BNs and proceed with the proposed modeling approach.

3.1.1 Background on Bayesian Networks

In probability theory, the Bayes’ theorem relates the conditional and prior (or marginal) probability distributions of random variables and therefore can be used to update or revise beliefs in light of new evidence. More specifically, a BN relies on the Bayes’ theorem to answer probabilistic queries of the form, find out updated knowledge on the state of a subset of variables when other variables (the evidence variables) are observed. The process of computing the posterior distribution of variables given the observed evidence is called probabilistic inference [85]. This process can be used to collect and evaluate pieces of evidence that are meant to be consistent or inconsistent with a given hypothesis [86]. The likelihood of this hypothesis changes as evidence accumulates and provided that enough pieces of evidence are available, the hypothesis belief will become very high or very low. Hypotheses with a very high belief can be accepted as true and those with very low belief can be rejected. The engineering process of a BN can be separated in two phases that need to be carried out before applying probabilistic inference.

3.1.1.1 Network Structure

Bayesian networks are directed acyclic graphs connecting random variables. A graph is composed of nodes and edges and can be represented as $G = (N, E)$, where $N$ is a set whose elements are called nodes and $E$ is a set of unordered pairs between distinct
nodes called edges. A directed graph $G = (N, A)$ is a specialization of a graph where the edges are substituted by arcs i.e. in this case $A$ is a set of ordered pairs of nodes called arcs or directed edges. Finally the cycle free property indicates that no cycles exist between sets of nodes, which means that for a node $n_i$, there is no non-empty directed path that starts and ends on $n_i$.

### 3.1.1.2 Network Parameters

While network structure encodes the qualitative characteristics of causality, i.e. which nodes affect whom, network parameters are used to quantify it, i.e. how much is a node influenced by its neighbors. Conditional probability tables (CPTs) are used to capture the amount of this influence and make it available for inferencing. A conditional probability table is calculated for each node in the network and incorporates two types of probabilities. The prior probability that indicates the probability of the hypothesis attached to this node being true, without considering any evidence, and the conditional probability, which is the probability of the aforementioned hypothesis being true conditioned on the probabilities of its parent nodes. The conditional probability tables can either be defined by experts or learned from observed data.

### 3.1.1.3 Probabilistic Inference

After completing the aforementioned stages probabilistic inference can take place in the constructed BN. The basic principle adopted by probabilistic inference algorithms can be considered as an interpretation of the Markov property. This property states that the conditional probability distribution of future states, given the present and all past states, depends only upon the present state and not on any of the past states. In a similar fashion, a bayesian network node $n_i$ is considered to be influenced only by its direct parents and not by all network nodes. Hence, once the values of its parents became stable, $n_i$ is shield from the influence of all other predecessors [87]. This entails that in order to estimate the influence of the entire network on node $n_i$, it suffices to calculate a $CPT(n_i)$ that contains only the conditional probabilities on its direct parents. Although this principle makes feasible the development of a computational framework for probabilistic inference, it leaves open the mechanism by which information flows over the network before the parent nodes reach a stable state.
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To address this issue, Pearl [87] introduced a message passing mechanism where messages are exchanged between father and child nodes carrying the information required to update their beliefs. The message propagation mechanism can be intuitively described as a two directional traversal of the graph (i.e. top-down and bottom up) starting from the node that is activated to update its belief. Although intuitively consistent the message passing algorithm proposed by Pearl suffers from scalability issues due to the excessive number of messages that need to be exchanged over the network.

In order to overcome this deficiency, Lauritzen and Spiegelhalter [88] proposed to exploit a range of local representations for the network joint probability distribution in order to acquire more computationally efficient methods. The authors made use of some topological changes of the original network in order to facilitate rapid absorption and propagation of evidence. The rough idea of their work is to employ two schemes for modifying topology, termed “marrying” and “filling-in”, in order to produce a triangulated version of the network. The maximal cliques are identified in the triangulated graph and are subsequently organized in a junction tree [89]. Conditional probabilities between adjacent cliques are then calculated based on the conditional probabilities of the original network. Eventually, the propagation of probabilities is performed over the formulated cliques using the ordinary message passing approach [87]. To the best of our knowledge junction tree is the most efficient and scalable belief propagation algorithm and was selected for conducting all experiments involving probabilistic inference on BNs.

3.1.2 Proposed modeling approach

After presenting some background information on BNs, in this section, we present our modeling approach for incorporating different types of information into the layer of evidence. More specifically, the proposed modeling approach aims to handle the following types of knowledge: a) information extracted from content analysis that encodes the support received from the analyzed low-level features in favor of some concept, b) conceptual information shared amongst most individuals that determines the logical relations between concepts, such as sub-class, union, intersection, disjoint, etc (i.e. domain knowledge), and c) information that qualitatively evaluates the co-existence of concepts, encoding for example how likely it is for one concept to be present when an-
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other concept is verified (i.e. application context). Our approach relies on probabilities and probabilistic inference to define this unified conceptual space.

More specifically, the explicitly provided domain knowledge is used to determine the structure of the BN and in this way enforce the logic rules of the domain during inference. The application context is approximated by the co-occurrence frequency between domain concepts, information that can be extracted using a sample of the population that is being modeled. The application context is encoded into the Conditional Probability Tables (CPTs) of the BN nodes, which influence the inference process when belief propagation takes place. However, the most critical point is how to incorporate the information received from content analysis. In order to do this, we treat the outcome of content analysis as soft evidence that is used to instantiate the nodes of a BN, operating on a conceptual true-false space. The reason for selecting these states (i.e. true, false) to be the only possible states of all network nodes, was to establish a “lingua franca” between the different types of information and facilitate the incorporation of domain knowledge in decision making. In this way the constructed BN does not operate on the low-level features of the content, which would constitute a typical application of the BN theory. Instead, it operates on the space determined by the probability estimates (that we call conceptual true-false space), obtained through the application of pattern recognition on low-level features. In the following we describe how the proposed modeling approach can be used to incorporate information from two different modalities, however the same approach can be seamlessly applied to handle an arbitrary number of modalities, irrespective of their nature.

Let us consider a set of media items \( D \). For the sake of notation simplicity and without loss of generality we will consider the two different modalities to be the visual and textual part of a media item. Thus, for every media item \( D_i \) we have:

\[
D_i = [T_i, V_i] \quad (3.1)
\]

Let also \( t_i \) and \( v_i \) to be the features extracted from \( T_i \) and \( V_i \), respectively. Then, we consider the modality analyzers to be the functions \( f_{c_j} (\cdot) \) and \( g_{c_j} (\cdot) \) that output the probability of a given concept \( c_j \) being valid for a media item, either based on its
textual or visual low-level features, respectively:

\[ f_{cj}(T_i) = P(c_j = true|t_i), \quad \text{for the textual part of } D_i \]
\[ g_{cj}(V_i) = P(c_j = true|v_i), \quad \text{for the visual part of } D_i \]  

(3.2)

Thus, if we have a modality analyzer that is trained to detect all domain concepts \( \forall c_j \in C \), it produces \(|C|\) probabilities when applied on the media item \( D_i \). In order to construct a BN that operates on a conceptual true-false space, for every concept \( c_j \) we create a node with two states \( r_z = \{true, false\} \). Then, we link these nodes based on their logical relations (as explained in Section 3.2.2.1) and learn the CPTs by applying the Expectation Maximization (EM) algorithm on sample data (as detailed in Section 3.2.2.2). We consider the output of each modality analyzer to formulate a new feature space \( y \), determined from the probability estimates. We refer to this new feature space as conceptual true-false space. By applying the Bayes rule in feature space \( y \) we have for each concept \( c_j \):

\[
P_{c_j}(r_z|y) = \frac{P_y(y|r_z)P_{c_j}(r_z)}{P_c(y)}, \quad \forall c_j \in C
\]  

(3.3)

\( P_{c_j}(r_z) \) represents our prior knowledge about \( c_j \) and in the conceptual true-false space we accept that \( P_{c_j}(r_z = true) \) is equal to the frequency of appearance of \( c_j \) in the domain (i.e. how often it appears in the training set, divided by the total members of the dataset). Respectively, we accept that \( P_{c_j}(r_z = false) = 1 - P_{c_j}(r_z = true) \).

\( P_c(y) \) is a scale factor that guarantees that the posterior probabilities sum to one and equals:

\[
P_{c_j}(y) = \sum_{r_z \in \{true, false\}} P_{c_j}(y|r_z)P_{c_j}(r_z)
\]  

(3.4)

\( P_{c_j}(y|r_z) \) is the likelihood (or class conditional probability) of \( r_z \) with respect to \( y \) and \( P_{c_j}(r_z|y) \) is the posterior probability of \( r_z \) after considering the analysis outcome and taking into consideration prior knowledge. In order to facilitate the analysis process we need to calculate the posterior probabilities for each independent piece of conceptual information (i.e. \( \forall c_j \in C \)), thus we need to estimate \( P_{c_j}(r_z = true|y) \). It is clear from eqs. (3.3) and (3.4) that in order to estimate this value, what we are missing is \( P_{c_j}(y|r_z = true) \) and \( P_{c_j}(y|r_z = false) \). However, recalling that \( f_{cj}(\cdot) \) and \( g_{cj}(\cdot) \) provides us with a probability expressing how much support \( c_j \) receives from the textual
or visual low-level features of the media item, we incorporate the content analysis outcome into the decision process by instantiating the nodes of the BN as follows:

\[
P_{c_j}(y|r_z = \text{true}) = \begin{cases} 
  f_{c_j}(T_i), & \text{for textual evidence} \\
  g_{c_j}(V_i), & \text{for visual evidence}
\end{cases} \quad (3.5)
\]

\[
P_{c_j}(y|r_z = \text{false}) = \begin{cases} 
  1 - f_{c_j}(T_i), & \text{for textual evidence} \\
  1 - g_{c_j}(V_i), & \text{for visual evidence}
\end{cases} \quad (3.6)
\]

Thus, during the analysis process we inject, as explained above, the output of modality analyzers into the BN and perform probabilistic inference by propagating evidence beliefs. Eventually, the resulting posterior probability for the “true” state of the node corresponding to the concept that we want to detect, is considered to be the updated confidence degree for this concept.

What is evident from the above is that the one and only requirement of the proposed modeling approach, is for the modality analyzers to generate a probabilistic output when applied on the low-level features of media items. This fact makes our approach generic enough to facilitate various different analysis tasks, as verified by the two case studies presented later in this section.

### 3.2 Mapping ontologies to Bayesian Networks

As already mentioned in the previous section, domain knowledge is used to enforce the logic rules of the domain during inference. However, in order to incorporate these rules into our inference framework domain knowledge will have to be elucidated and represented in machine understandable format. In other words, the logical relations between the concepts should be represented in a format manageable by the analysis module. To fulfil this objective, ontologies have emerged as a very powerful tool able to express knowledge in different levels of granularity and incorporate from abstract notions such as general rules governing time and space, to more tangible concepts such as domain specific material entities [90]. In the following we provide some background information on ontologies and present the adopted approach for constructing a BN out of the knowledge expressed in an ontology.
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3.2.1 Background on Ontologies

Let $C$ be the set of unary predicate symbols that are used to denote domain concepts (e.g. seaside, sea, boat, wave, sand, etc) $R$ to be the set of binary predicates that are used to denote relations between concepts (e.g. sea is sub-class of seaside) and $O$ the algebra defining the allowable operators for these sets (e.g. sea is disjoint with desert). The part of experience that relates to the general knowledge of a specific domain can be represented using $C$, $R$, $O$. This conceptualization does not claim to formally describe all different variations of knowledge modeling, it mostly adheres to the syntax of “Description Logics” [91] and serves in our work to highlight the knowledge capacities of our framework. Balancing between expressivity and decidability is the critical tradeoff that most knowledge representation languages have to cope with. OWL–DL [92] is a syntactic variant of the SHOIN(D) DL [93] that was constructed to provide the maximum possible expressivity while being decidable and was deemed the most appropriate for serving the purposes of our framework. Thus, the general knowledge about a specific domain $D$ can be expressed by a structure $K_D$ that associates the domain concepts and relations using the allowable operands:

$$K_D = S(C^D, R^D, O), \quad O \in OWL - DL$$ (3.7)

$DL$ stands for “Description Logics” [91] and constitutes a specific set of constructs such as intersection, union, complement, equivalent, disjoint, etc. For instance such constructors can be used to express that two concepts are disjoint with each other and can not be depicted in the same image simultaneously. Our goal is to use these constructors for explicitly imposing semantic constraints in the process of image interpretation, which can not be captured by typical machine learning techniques. Loosely speaking, we use the knowledge structure to obtain three different types of information: a) what are the semantic restrictions that apply in the examined domain, b) which of the domain concepts should be considered as evidence and therefore used to trigger the probabilistic inference process, and c) which evidence is expected to support one hypothesis or another. In this sense, the knowledge structure sets the tracks to which evidence belief is allowed to propagate by determining the structure of the BN.

Apart from ontologies, other representation structures capable of encoding explicit knowledge also exist (e.g. conceptual graphs). However, the use of ontologies was ad-
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vocated by their wide acceptance and appeal in the area of knowledge engineering [90]. It is true that ontologies have been widely established as the main tool for encoding explicit knowledge in machine understandable format. This is witnessed by the fact that in many disciplines considerable effort has been already allocated on engineering ontologies that encode domain concepts and relations. Therefore, enabling our framework to automatically handle ontologies makes it directly applicable in these domains.

3.2.2 Ontology to BN mapping

In this section we describe the methodology adopted in our work for transforming an ontology into a BN. As mentioned previously, a BN is a directed acyclic graph $G = (N, A)$ whose nodes $n \in N$ represent variables and whose arcs $a \in A$ encode the conditional dependencies between them. Given that the network structure is capable of encoding the qualitative characteristics of causality (i.e. which nodes affect which), and the CPTs can be used to quantify the causality relations between concepts (i.e. how much is a node influenced by its connected nodes), the resulting BN will be able to facilitate three different operations: a) Provide the means to store and utilize domain knowledge $K_D$; this is achieved by mapping $K_D$ to the network structure. b) Organize and make accessible information coming from the application context; this is achieved through the CPTs attached to the network nodes. c) Allow the propagation of evidence belief in a mathematically coherent manner; this is performed using the message passing belief propagation algorithms. In [42] Ding et al. introduce a probabilistic extension to OWL ontology based on BNs and define a set of structural translation rules to convert this ontology into a directed acyclic graph. Moreover, the authors describe how the parameters of the network can be estimated based on the information received by an expert. Here, we propose an adaptation of this method that learns the network parameters from sample data.

3.2.2.1 Mapping the network structure

Intuitively, deciding on the structure of a BN based on an ontology can be seen as mapping ontological elements (i.e. concepts and relations) to graph elements (i.e. nodes
3. COMBINING IMPLICIT AND EXPLICIT KNOWLEDGE FOR MEDIA INTERPRETATION

and arcs):

\[ S(C, R, O) \rightarrow G(N, A), \quad O \in DL \]

where \( C \rightarrow N, \quad R \rightarrow A, \quad O \rightarrow (N, A) \) (3.8)

\( O \rightarrow (N, A) \) indicates that in order to migrate a DL constructor into the network structure both nodes and arcs will have to be employed.

The structural transformation process adopted in our framework is similar to the one proposed in [42] and takes place in two stages. In the first stage, the BN incorporates the hierarchical information of the ontology. In order to do so, all ontology concepts are transformed into network nodes with two states (i.e. true and false). These nodes are called concept nodes \( n_{cn} \). Then, an arc is drawn between two concept nodes in the network, if and only if they are connected with a superclass-subclass relation in \( K_D \) and with the direction from the superclass to the subclass. The adoption of this principle was motivated by the fact that when an instance belongs to a certain class it is automatically subsumed that it can also belong to one of its subclasses, thus imposing a kind of causality. At the second stage, the BN incorporates the semantic constraints between concepts that are expressed in the ontology using DL constructors. This is done by creating a control node \( n_{cl} \) for each DL constructor. This node is connected to the concept nodes that correspond to the concepts associated with the DL constructor. The way in which the connection is made depends on the type of the DL constructor and results in a different sub-network structure. The DL constructors that can be handled by the adopted methodology are owl:intersectionOf, owl:unionOf, owl:complementOf, owl:equivariantClass and owl:disjointWith. The structural translation rules can be found in [42], however for the sake of completeness we also include a brief description below:

1. Every concept \( c \in C \) is mapped into a two-state (i.e. true-false) variable node in the BN.

2. There is always an arc from a parent superclass node to a subclass node.

3. A concept \( c \) defined by the set intersection operation (owl:intersectionOf) of concepts \( c_i, (i = 1, \ldots, m) \) is mapped into a sub-network (Fig. 3.1) of the resulting BN with one arc from each \( c_i \) to \( c \), and one arc from \( c \) and \( c_i \) to a control node called “Intersection”:
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(4) A concept $c$ defined by the set union operation (owl:unionOf) of concepts $c_i$, ($i = 1, \ldots , m$) is mapped into a sub-network (Fig. 3.2) of the resulting BN with one arc from $c$ to each $c_i$, and one arc from $c$ and each $c_i$ to a control node called “Union”.

(5) If two concepts $c_1$ and $c_2$ are related with the owl:complementOf, owl:equivalentClass, or the owl:disjointWith constructor, then a control node (named “Complement”, “Equivalent” and “Disjoint”, respectively) is added to the resulting BN, with two arcs pointing from $c_1$ and $c_2$ to this node.

3.2.2.2 Learning the network parameters

Once the network structure is fixed, each concept node $n_{cn}$ needs to be assigned a prior probability if it is a root node, or a conditional probability table if it is a child of one or more nodes. In [42] these probabilities are set manually (i.e. by domain experts) and formulate the original probability distribution of the network. In order to learn the probability distribution model of a network that is enhanced with the semantic
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![Sub-network mapping the owl:complementOf, owl:equivalentClass and owl:disjointWith constructors.](image)

**Figure 3.3:** Sub-network mapping the owl:complementOf, owl:equivalentClass and owl:disjointWith constructors.

constraints of the domain, the authors developed an algorithm called D-IPFP. This algorithm is based on the “iterative proportional fitting procedure” (IPFP), which is a procedure that modifies a given distribution to meet a set of constraints (i.e. the semantic constraints of the domain in our case), while minimizing the KL-divergence (Kullback-Leibler divergence) \[94\] to a target distribution (i.e. the original probability distribution of the network in our case). One important drawback of the aforementioned approach is that the target probability distribution needs to be explicitly provided by an expert. Such an approach, apart from the fact that it requires human intervention when switching to a different domain, is likely to introduce bias in the initial conditions of the BN.

To overcome these limitations we propose a variation of the aforementioned methodology where the original probability distribution is learned from sample data instead of being explicitly provided by humans. In our case, the sample data are concept labels that have been used to annotate the images. Given a sufficiently large amount of annotated images, the original probability distribution of the network can be approximated using the frequency information implicit in the data. This kind of solution has attracted considerable attention in the field of computer vision and particularly in cases where graph-based probabilistic networks are used. For instance, in contrast to \[42\], both \[95\] and \[96\] use a sample portion of the data that is being modeled in order to learn the necessary conditional probabilities.

In our work the conditional probabilities are learned by employing the Expectation Maximization (EM) \[97\] algorithm, using as training data the media items annotated with concept labels. Initially, we apply the EM algorithm to a BN that incorporates only the hierarchical information of the ontology. Then, we add the control nodes to model the semantic constraints and we once again apply the EM algorithm to the
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modified BN. In this case, since no annotated samples are available for the control nodes, these nodes are treated as latent variables with two states (i.e. true and false). The last step is to manually set the CPTs of all control nodes $n_i$ as described in [42] (also depicted in Figs. 3.4 and 3.5) and fix their state to “true” (i.e. set the belief of the true state equal to 100%). This is done in order to enforce the semantic constraints into the probabilistic inference process.

![Figure 3.4: CPTs for the control nodes corresponding to owl:complementOf, owl:equivalentClass and owl:disjointWith constructors: a) When its state is set to “true” $c_1$ and $c_2$ are complement of each other, b) When its state is set to ”true” $c_1$ and $c_2$ are equivalent with each other, and c) When its state is set to ”true” $c_1$ and $c_2$ are disjoint with each other.](a) (b) (c)

![Figure 3.5: CPTs for the control nodes corresponding to owl:intersectionOf and owl:unionOf constructors: a) When its state is set to ”true” $c$ is the intersection of $c_1$ and $c_2$, b) When its state is set to ”true” $c$ is the union of $c_1$ and $c_2.](a) (b)
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3.3 Case study on concept detection using image local and global information

In this section we describe how the proposed framework can be effectively used to boost the performance of concept detection classifiers by combining image local and global information, with domain knowledge and application context [98], [99], [100]. In the method developed to facilitate this case study (depicted in Fig. 3.6), the application context and the domain knowledge are considered to be the a priori/fixed information. On the contrary, the visual stimulus depends on the examined image and is considered to be the observed/dynamic information. Based on the proposed generative approach for modeling the layer of evidence (see Section 3.1) we manage to effectively combine and exploit both a priori and observed information and evaluate our method using content from three different domains.

![Figure 3.6: Functional relations between the different components of the developed method.](image)

The main outcome of this case study is to show how global and local evidence, as obtained from the application of concept classifiers on global and local image data respectively, can be probabilistically combined within a BN that incorporates domain knowledge and application context. We demonstrate that combining information in this way leads to statistically significant improvements for the tasks of image categorization, localized region labeling and weak annotation of video shot key-frames. Moreover, we introduce a mechanism that exploits the mutual information between concepts, in
order to significantly reduce the computational cost of visual inference and still achieve results comparable to the exhaustive case. In the following we present the individual components of our method, we detail the functional settings of the employed tasks and describe our experimental findings.

3.3.1 Components Description

3.3.1.1 Extracting conceptual information from visual stimulus

Machine learning methods are widely established as a powerful tool for processing visual stimulus and extracting conceptual information. Here, we consider the supervised learning paradigm where a classifier is trained to identify an object category, provided that a sufficiently large number of examples are available. We denote by $C$ the set of domain concepts and by $I_q$ a visual representation that refers to the piece of content to be analyzed. Depending on the circumstances, $I_q$ can be an image region, the whole image, a video shot, etc. A concept detector can then be implemented using a classifier $F_c$ that is trained to recognize instances of the concept $c \in C$. We denote by $F_c(I_q)$ the output of $F_c$ applied to image $I_q$. When $F_c$ is a probabilistic classifier we have $F_c(I_q) = Pr(c|I_q)$. These probabilities $Pr(c|I_q)$ are essentially the soft evidence that are provided to the BN for triggering probabilistic inference.

3.3.1.2 Domain Knowledge

As already mentioned the general knowledge about a specific domain can be represented using $C$, $R$ and $O$. Following our general guidelines OWL–DL was employed to construct the structure $K_D = S(C, R, O)$, describing how the domain concepts are related to each other using the allowable operators, $O \in DL$. More specifically, for each domain of discourse that was examined in this case study, a separate ontology was manually constructed by the domain experts, as described in Section 3.3.3.

3.3.1.3 Application context

The role of $K_D$ is to capture information about the domain of discourse in general, but not to deliver information concerning the context of the analysis process at hand. No information is provided to the framework in terms of where within the analyzed content the anticipated evidence are likely to reside. For instance, in the image categorization
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In this task, this type of information could suggest the analysis mechanism to look for evidence in specific image regions. Moreover, information on how to quantitatively evaluate the existence of the extracted evidence (i.e. how much each hypothesis is affected by the existence of one evidence or another) is also missing from $K_D$. We consider this type of information to be part of the application context. Let $app$ denote the type of application specific information used to guide the analysis mechanism in searching for evidence (Section 3.3.2 details this information for each of the analysis tasks), and $W = [W_{i,j}]$ the matrix whose elements $W_{i,j}$ quantify the effect of concept $c_i$ on $c_j$. Then we consider the application context $X = S(app, W)$ to be the information consisting of both $app$ and $W$. $W_{i,j}$ is approximated by the frequency of co-occurrence between concepts $c_i$ and $c_j$ in the training set, as discussed in Section 3.2.2.2. This information, that is implicitly extracted from the training data, is encoded into the Conditional Probability Tables (CPTs) of the BN nodes and influences the probabilistic inference process when belief propagation takes place.

### 3.3.1.4 Evidence-driven probabilistic inference

Having defined $K_D$ and $X$, the following steps are applied to achieve semantic image interpretation: a) we use $K_D$ to decide which of the domain concepts should constitute the evidence set $c^E$, b) we use $app$ to decide where to physically look for this evidence, c) we apply the probabilistic classifiers $F_c$ on $I_q$ to obtain the degrees of confidence for the concepts in $c^E$, d) we use $app$ and $K_D$ to decide which of the domain concepts should constitute the hypotheses set $c^H$, e) we provide the degrees of confidence for the concepts in $c^E$ to the BN and trigger probabilistic inference by using these degrees as soft evidence, f) we propagate evidence beliefs using the network’s inference tracks and the corresponding causality quantification functions $W_{ij}$, g) we calculate the posterior probabilities for all concepts in $c^H$ and decide which of the hypotheses should be verified or rejected.

Let us assume that the degree of confidence that the analyzed image $I_q$ depicts a concept $c_i$, is estimated by a classifier as described in Section 3.3.1.1. We denote with $h(I_q, c_i) = Pr(c_i|I_q)$ the function estimating the degree of confidence that concept $c_i$ appears in image $I_q$. We also denote with $H(I_q) = \{h(I_q, c_i) : c_i \in c^H\}$ the set of confidence degrees that the concepts belonging to the hypotheses set are depicted in image $I_q$ and with $E(I_q) = \{h(I_q, c_i) : c_i \in c^E\}$ the set of confidence degrees that
the concepts belonging to the evidence set are depicted in the image $I_q$ (Section 3.3.3 clarifies the hypothesis and the evidence sets for each of the analysis tasks). Then, we provide $H(I_q)$ and $E(I_q)$ to the BN and using probabilistic inference we calculate the posterior probabilities of the network nodes using information coming from knowledge $R$, $O$ and context $W_{ij}$. If we denote with $\hat{h}(I_q, c_i) = \Pr(c_i \mid H(I_q), E(I_q), R, O, W_{ij})$ the function that calculates the posterior probabilities of the network nodes, the set of posterior probabilities of the concepts belonging to the hypotheses set can be represented as $\hat{H}(I_q) = \{\hat{h}(I_q, c_i) : c_i \in c^H\}$ and the formula used to achieve semantic image interpretation can be expressed as follows:

$$c = \arg \bigotimes_{c_i \in c^H} (\hat{h}(I_q, c_i))$$

$\bigotimes$ is an operator (e.g. max) that depends on the specifications of the analysis task (Section 3.3.3 describes the functionality of this operator for each of the analysis tasks). Table 3.1 summarizes the notation of all introduced terms.

### 3.3.1.5 Computational efficiency

Another aspect that is usually important in semantic image interpretation is related to the computational efficiency of the employed methods. Our evidence-driven probabilistic inference framework is essentially a method that connects a symbol (visual stimulus in our case) to real-world objects/concepts to which the symbol is associated. However, in the real-world the number of plausible hypotheses could suffer from a combinatorial explosion, rendering testing for them intractable. This problem is usually addressed using exclusion principles determined by the faculties of attention and perception [101]. In our case, the exclusion principles are derived from the domain ontology which determines the set of plausible hypotheses for each task.

Still, the computational cost for gathering the necessary evidence is often so expensive that it can be prohibitive in highly complex domains. For this purpose we introduce a Focus of Attention (FoA) mechanism that improves the computational efficiency of the proposed framework. In particular, we apply an iterative process that initially examines the hypothesis and evidence that are more likely, in statistical terms, to be valid. If the hypothesis is verified the process is terminated, otherwise the next most
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<table>
<thead>
<tr>
<th>Term</th>
<th>Symbol</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trained Classifier</td>
<td>$F_c$</td>
<td>- Estimate the degree of confidence that the visual representation $I_q$ depicts concept $c$.</td>
</tr>
<tr>
<td>Domain Knowledge</td>
<td>$K_D = S(C, R, O)$</td>
<td>- Determine which concepts belong to the evidence set and which to the hypothesis set.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Specify qualitatively relations between evidence and hypotheses (i.e. which evidence support a certain hypothesis).</td>
</tr>
<tr>
<td>Application Context</td>
<td>$X = S(app, W)$</td>
<td>- Determine where to “physically” look for evidence, expressed with $app$ (i.e. application specific information).</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Specify quantitative relations (causality) between evidence and hypotheses, expressed with $W$.</td>
</tr>
<tr>
<td>Hypotheses</td>
<td>$h(I_q, c_i) = Pr(c_i</td>
<td>I_q)$ and $H(I_q) = {h(I_q, c_i) : c_i \in c^H}$</td>
</tr>
<tr>
<td>Evidence</td>
<td>$E(I_q) = {h(I_q, c_i) : c_i \in c^E}$</td>
<td>- Constitute the degrees of confidence for the concepts belonging to the evidence set $c^E$, as determined by $N_C \in K_D$ and $app \in X$, obtained by applying the classifiers $F_c$.</td>
</tr>
<tr>
<td>Evidence driven probabilistic inference</td>
<td>$h(I_q, c_i) = Pr(c_i</td>
<td>H(I_q), E(I_q), R, O, W_{ij})$ and $H(I_q) = {h(I_q, c_i) : c_i \in c^H}$</td>
</tr>
<tr>
<td>Semantic image interpretation</td>
<td>$c = \arg \max_{c_i \in c} u(h(I_q, c_i))$</td>
<td>Achieve semantic image interpretation based on the operator $\otimes$ that depends on the analysis task.</td>
</tr>
</tbody>
</table>
likely hypothesis is examined. More specifically, instead of examining the complete hypotheses set $H(I_q) = \{h(I_q, c_i) : c_i \in c^H\}$, we initially examine the hypothesis with the maximum confidence degree corresponding to $c_k$, such that $k = \text{arg max}_i(h(I_q, c_i))$ and $c_i \in c^H$. This is performed by inserting this value to the corresponding network node and comparing the node’s posterior probability against a pre-defined belief threshold. If the posterior probability exceeds the belief threshold the process is terminated. Otherwise, a ranked list of the evidence concepts (i.e. $\forall c_i \in c^E$), that would have caused maximum impact on the hypothesis if were observed, is formed. This is performed by calculating the mutual information between the node corresponding to the concept $c_k$ and all other nodes corresponding to the concepts of $c^E$. The mutual information between two discrete random variables is the expected reduction in entropy of one variable (measured in bits) due to a finding in the other variable. The mutual information between $c_k$ and $c_i$, $\forall c_i \in c^E$ is calculated according the following equation:

$$I(c_k; c_i) = \sum_{\{\text{true, false}\}} \sum_{\{\text{true, false}\}} Pr(c_k, c_i) \log_2 \frac{Pr(c_k, c_i)}{Pr(c_k)Pr(c_i)},$$

(3.10)

where $Pr(c_k, c_i)$ is the joint and $Pr(c_k)$, $Pr(c_i)$ the marginal probability distributions of $c_k$ and $c_i$. The efficient calculation of $Pr(c_k, c_i)$ is performed using the junction tree [89]. Subsequently, the nodes are ranked in descending order based on their mutual information with $c_k$ and the confidence degrees of the concepts corresponding to the most highly ranked nodes are extracted. The resulting degrees are inserted into the BN causing belief propagation to take place. If the posterior probability of the examined hypothesis still fails to exceed the pre-defined belief threshold, the hypothesis is rejected and the process is repeated for the hypothesis with the next highest confidence value in $H(I_q)$. If none of the hypotheses overcomes the belief threshold the image is categorized based on the maximum confidence degree of $H(I_q)$. One disadvantage of this approach lies in the difficulty of estimating an optimal belief threshold adapted to the statistical characteristics of each hypothesis. However, the fact that only a small portion of the available classifiers is required to reach a decision makes this approach attractive for complex domains.
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3.3.2 Functional Settings

3.3.2.1 Image analysis tasks

This section describes how the proposed framework can be adapted to three different image analysis tasks. For each of these tasks we clarify the task specific contextual information app ∈ X (i.e. where to physically look for evidence) as well as the way that the hypotheses H(I_q) and evidence E(I_q) sets are determined.

**Image categorization** is the task of selecting the category concept c_i that best describes an image I_q as a whole. In this case, a hypothesis is formulated for each of the category concepts, that is H(I_q) = \{Pr(c_i|I_q) : i = 1, \ldots, n\} where n is the number of category concepts in K_D. Global classifiers (i.e. models trained using global image information) are applied to estimate the initial probability for each hypothesis. For this task, the application context app determines that evidence should be taken from the image local information, specifically from the regions extracted using a segmentation algorithm. For instance, knowing that a specific region depicts road is a type of contextual information that the algorithm can exploit when trying to decide whether the image depicts a Seaside or a Roadside scene. Local classifiers (i.e. models trained using regional image information) are applied to the pre-segmented image regions I_q^s_j, in order to generate a set of confidence values that constitute the evidence E(I_q) = \{Pr(\hat{c}_i|I_q^s_j) : i = 1, \ldots, k & j = 1, \ldots, m\}, where k is the number of regional concepts in K_D and m is the number of identified segments. In this case, the category concepts c_i constitute the hypothesis set c^H and the regional concepts \hat{c}_i comprise the evidence set c^E.

**Localized region labeling** is the task of assigning labels to pre-segmented image regions, with one of the available regional concepts \hat{c}_i. In this case, a hypothesis is formulated for each of the available regional concepts and for each of the image segments. That is H(I_q) = \{Pr(\hat{c}_i|I_q^s_j) : i = 1, \ldots, k & j = 1, \ldots, m\}, where k is the number of regional concepts and m is the number of identified segments. Local classifiers are used to estimate the initial probability for each of the formulated hypotheses. In this task, the contextual information app is considered to be the image as a whole. For example, knowing that an image depicts a Roadside scene can be considered the application context and facilitate the algorithm to decide whether a specific region depicts sea or road. The degrees of confidence for each of the category
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concepts \( c_i \), obtained by applying the global classifiers to \( I_q \), constitute the evidence of this task. That is \( E(I_q) = \{Pr(c_i|I_q) : i = 1, \ldots, n\} \), where \( n \) is the number of category concepts. In this case, the regional concepts \( \hat{c}_i \) constitute the hypothesis set \( c^H \) and the category concepts \( c_i \) comprise the evidence set \( c^E \).

In practice, our framework can be used to improve region labeling when there is a conflict between the decisions suggested by the global and local classifiers. A conflict occurs when the concept suggested by the local classifiers does not belong to the set of child nodes of the concept suggested by the global classifiers. Since there is no reason to trust one suggestion over another we make two different hypotheses. The first one assumes that the suggestion of the global classifiers is correct. The regional concept corresponding to the maximum confidence degree, among the child nodes of the category concept, is selected and the overall impact on the posterior probability of the regional concept is measured. The second approach considers that the suggestion of the local classifiers is correct. The category concept corresponding to the maximum confidence degree, among the parent nodes of the regional concept suggested by the local classifiers, is selected and the overall impact on the posterior probability of the regional concept is measured. Among the two cases, the regional concept with the maximum positive impact on its posterior probability is selected to label the examined region.

**Weak annotation of video shot key-frames** is the task of detecting all concepts depicted in an image, but without having to associate them with specific image regions. Thus, there is no distinction between category and regional concepts and more than one label can be assigned to the image. A hypotheses set is formulated, \( H(I_q) = \{Pr(c_i|I_q) : i = 1, \ldots, n\} \) where \( n \) is the number of all available concepts in the domain. All classifiers are employed to extract the initial probability for all formulated hypotheses. The application context \( app \) determines that evidence should be searched for in the global image information. For instance, if an image is being examined for the presence of the concept \( sports \), it would be helpful for the algorithm to know that the concept \( soccer-player \) is also depicted in the image. Thus, the evidence are considered to be the confidence values of all other concepts except the one examined by the current hypothesis. That means that when we examine the hypothesis \( H(c_k|I_q) \), the evidence are \( E(I_q) = \{Pr(c_i|I_q) : \forall i \in [1,n]\{k\}\} \).
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3.3.2.2 Low-level image processing

The low level processing of visual stimulus consists in visual features extraction, segmentation and learning the concept detection models. Four different visual descriptors proposed by the MPEG-7 standard \cite{102} namely Scalable Color, Homogeneous Texture, Region Shape, Edge Histogram, were employed as described in \cite{43} to formulate the visual feature space. Region Shape descriptor was used only at the region level. Segmentation was performed using an extension of the Recursive Shortest Spanning Tree algorithm \cite{103} that produces a segmentation mask \( S = \{ s_i : i = 1, \ldots, m \} \) for each image, with \( s_i \) representing the identified segment. Support Vector Machines (SVMs) were employed for learning the concept detection models (represented as \( F_c \) in Table \ref{3.1}), using a gaussian radial basis as the kernel function. Global and local classifiers were created off-line using manually annotated images as training samples and for all concepts included in \( K_D \).

For the task of weakly annotating video shot key-frames we have utilized the detectors released by Columbia University \cite{104}. In this case, individual SVMs are trained at global level independently over each feature space and a simple late fusion mechanism is subsequently applied to produce the average score. Three types of features were used, namely grid color moments, edge histogram direction and texture \cite{104}. In all cases the SVM-based models were constructed using the libsvm library \cite{105} and their soft output (i.e. confidence degree) was calculated based on the distance between the decision boundary and the classified feature vector in the kernel space. More specifically, for extracting the soft output of the classifiers we calculate the distance \( d \) of the test image \( I_q \) feature vector, from the separating hyperplane that has been learned by the SVM model \cite{106}. This distance is positive in case of affirmative recognition and negative otherwise. Then, a sigmoid function \cite{107} is employed to compute the respective degree of confidence for concept \( c \), as follows:

\[
Pr(c|I_q) = \frac{1}{1 + e^{-td}}
\]

(3.11)

where \( t \) is a scale factor.
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3.3.3 Experimental Study

To experimentally evaluate our method we have employed two datasets with different domain complexity and volume, namely the “Personal Collection” (PS) and “News” (NW). PS was assembled internally in our lab by merging various photo albums while NW was taken from the TRECVID 2005 competition. Using these datasets we demonstrate the improvement in performance achieved by exploiting context and knowledge, compared to baseline detectors that rely solely on low-level visual information. Additionally, we evaluate a FoA mechanism that is based on the mutual information between concepts. We show that we can significantly reduce the computational cost of visual inference and still achieve comparable performance with the exhaustive case. All experiments were conducted using the Netica\textsuperscript{1} software provided by Norsys for handling BNs and the Protége\textsuperscript{2} ontology editor for constructing the ontologies.

A collection of 648 images \(I^\text{PS}\) comprised the dataset for the PS domain. Let us denote by \(C_G=\{\text{Countryside}, \text{buildings}, \text{Seaside}, \text{Rockyside}, \text{Forest}, \text{Tennis}, \text{Roadside}\}\) the set of category concepts and by \(C_L=\{\text{Building}, \text{Roof}, \text{Tree}, \text{Stone}, \text{Grass}, \text{Ground}, \text{Dried-plant}, \text{Trunk}, \text{Vegetation}, \text{Rock}, \text{Sky}, \text{Person}, \text{Boat}, \text{Sand}, \text{Sea}, \text{Wave}, \text{Road}, \text{Roadline}, \text{Car}, \text{Court}, \text{Court-line}, \text{Board}, \text{Gradin}, \text{Racket}\}\) the set of regional concepts. Each image was manually annotated at global and region level using concepts from \(C_G\) and \(C_L\). For the NW domain 374 semantic concepts were defined by the Columbia University \cite{104} to characterize its content. For this domain the TRECVID2005 development dataset \cite{108} containing 137 annotated video clips was used. The annotations were provided at the level of subshots, extracted using temporal criteria (see \cite{104} for details). By extracting a key-frame from each subshot a dataset consisting of 61600 still images \(I^\text{NW}\) annotated at global level was constructed.

In both cases, OWL–DL was utilized to represent domain knowledge using manually constructed ontologies. The ontology for the PS domain is depicted in Fig. 3.7 and the automatically derived BN is depicted in Fig. 3.8. For the NW domain, the ontology was constructed using the guidelines of Naphade et. al. in \cite{109}. More specifically, the concepts were associated on the basis of program categories \(N_G=\{\text{politics, finance/bussiness, science/technology, entertainment, weather, commercial/advertisement}\}\)

\textsuperscript{1}http://www.norsys.com/ \\
\textsuperscript{2}http://protege.stanford.edu/
that were placed at the top of the hierarchy, having the rest of the concepts $N_L$ as subclasses. Subsequently, the methodology of Section 3.2 was applied to construct the corresponding BN. Both the ontology and the BN of the NW can be accessed through the web page 1.

The total set of images in $I^{PS}$ was split in half to formulate the test $I^{PS}_{test}$ and train $I^{PS}_{train}$ sets, each one containing 324 images. $I^{PS}_{train}$ was used both for training the classifiers $F_c$ and learning the parameters of the BN. In a similar fashion out of 137 video clips for the NW domain, the key-frames included in the first 100 (i.e. 45276 still images) $I^{N}_{train}$ were selected for learning the parameters of the BN. The key-frames of the remaining 37 video clips (i.e. 16624 still images) $I^{N}_{test}$ were used as ground truth for testing. As for the classifiers the baseline detectors released by Columbia University [104] for all 372 concepts were adopted.

1http://mklab.iti.gr/content/evidence-driven-image-interpretation-using-ontologies-bayesian-networks
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Figure 3.7: Ontology encoding the domain knowledge about the “Personal Collection” domain.
Figure 3.8: Bayesian network derived from the ontology of Fig. 3.7 modeling the “Personal Collection” domain. The nodes in the black frame are control nodes that are used to model the disjointness between the concept Tennis and all other category concepts.
In this experiment we measure the efficiency of categorizing the images of $I_{test}^{PS}$ to one of the categories in $C_G$ using three configurations. These configurations vary in the amount of utilized context and knowledge. In the baseline configuration $CON1$ we assess the performance of image categorization based solely on visual stimulus. Images are categorized based on the maximum value of the global concept classifiers. The second configuration $CON2$ uses context (i.e. $X = S(app,W)$) and knowledge (i.e. $K_D = S(NC,R,O)$) in order to extract the existing evidence and facilitate the process of evidence driven probabilistic inference. In this case, information from the image regions is incorporated into the analysis process but no semantic constraints are taken into account. The BN employed by this configuration is the one depicted in Fig. 3.8 without the nodes enclosed by the black frame. Since the joint probability distribution (JPD) of the random variables included in a BN is equal to the product of the conditional probability distributions of these variables, given the variables corresponding to the parent nodes of the former \cite{110}, the JPD defined by this BN is:

$$Pr(C_G^1, \ldots, C_G^{i[G]}, C_L^1, \ldots, C_L^{i[L]}) = \prod_{i=1}^{G} Pr(C_G^{i}) \prod_{j=1}^{L} Pr(C_L^{j}|\text{Parent}(C_L^{j})) \quad (3.12)$$

where $\text{Parent}(C_L^{j})$ is the set of parent nodes of $C_L^{j}$ according to the BN. The fact that none of the category concepts $C_G$ has parent nodes (as shown in Fig. 3.8) allows us to include in the expression of the JPD, the first product on the right hand side of eq. (3.12). This expression represents the product of the marginal probabilities of the category concepts.

The third configuration $CON3$ takes into account the semantic constraints of the domain using the methodology presented in Section 3.2 to construct the BN. In this case the BN used for performing probabilistic inference is extended with the addition of the control nodes (i.e. the set of nodes enclosed by the black frame of Fig. 3.8) that are used for modeling the disjointness between $Tennis$ and all other category concepts of the ontology. In this case if we define $C_D$ to be the set of control nodes the JPD defined by the utilized BN is:
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\[ P r(C_G^1, \ldots, C_G^{[G]}, C_L^1, \ldots, C_L^{[L]}, C_D^1, \ldots, C_D^{[D]}) = \prod_{i=1}^{[G]} P r(C_G^i) \prod_{j=1}^{[L]} P r(C_L^j | \text{Parent}(C_L^j)) \prod_{k=1}^{[D]} P r(C_D^k | C_G^k, C_{\text{Tennis}}) \]  

(3.13)

The use of the common superscript \( k \) in both \( C_D \) and \( C_G \) in the last product of eq. (3.13), indicates that every node of the subnetwork that is used to model the disjointness between each category concept and \( \text{Tennis} \), is conditioned on the node of the corresponding category concept and the node corresponding to \( \text{Tennis} \).

The reason for treating \( \text{CON2} \) and \( \text{CON3} \) as two different configurations was to examine how much of the overall improvement comes from the use of regional evidence and concept hierarchy information (\( \text{CON2} \)), and how much comes from the enforcement of semantic constraints in the analysis process (\( \text{CON3} \)). In both \( \text{CON2} \) and \( \text{CON3} \) configurations the analysis process runs as follows. Initially, we formulate the hypotheses set using all category concepts. Then, we look for the presence of all possible regional concepts determined in \( K_D \) (i.e. \( \forall c_j \in C_L \) ) before deciding which of them should be used as evidence. This approach requires applying all available classifiers, global and local, and producing one set of confidence values for the image as a whole, \( L K_{\text{global}} = \{ P r(c_i | I_q) : \forall c_i \in C_G \} \) (see Fig. 3.10, table with title “Global Classifiers”) and one set per identified image region, \( L K_{\text{local}} = \{ P r(c_j | I_q^{s_k}) : \forall c_j \in C_L \ & \ \forall s_k \in S \} \). The latter is a matrix where its columns correspond to the regions identified by the segmentation algorithm of Section 3.3.2.2 and its rows correspond to the confidence degrees of the regional concepts determined in \( K_D \) (see Fig. 3.10, table with title “Local Classifiers”). All values of \( L K_{\text{global}} \) and the maximum per column values of \( L K_{\text{local}} \) are inserted as soft evidence into the corresponding nodes of the BN. Then, the network is updated to propagate evidence impact and the concept corresponding to the node with the highest resulting posterior probability, among the nodes representing category concepts, is selected to categorize the image (i.e. in this case \( \otimes \equiv \max \), see Table 3.1). Fig. 3.9 summarizes the obtained results for the three different configurations. It is clear that the performance obtained using the \( \text{CON2} \) is superior to the one obtained using \( \text{CON1} \), since an average improvement of \( \approx 5\% \) units is observed for the F-measure [111] metric.
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Figure 3.9: F-Measure scores for the task of image categorization using CON1: the output of the global concept classifiers is used to categorize the image, CON2: uses also knowledge and application context for categorizing the image, CON3: takes also into account the semantic constraints expressed in an ontology.

The running example of Fig. 3.10 demonstrates how evidence collected using regional information (CON2) can correct a decision erroneously taken by a global classifier that relies solely on visual stimulus (CON1). In Fig. 3.10 the Table “Global Classifiers” depicts the probabilities $Pr(c_i|I_q)$ that are obtained after the global classifiers are applied on image $I_q$. Using only this information the image is categorized as Seaside (i.e. this is the result of CON1). Seaside is the chosen category even after inserting the values $Pr(c_i|I_q)$ into the network and performing inference (i.e. second row of table with title “Belief Evolution” in Fig. 3.10). However, as the pieces of regional evidence (i.e. the maximum value from each column of the “Local Classifiers” table), are consecutively inserted into the BN, belief propagation causes the posterior probabilities of the category concepts to change. The last four rows of “Belief Evolution” table illustrate how the posterior probabilities of each category concept evolve in the light of new evidence. Eventually the correct category, that is Roadside, emerges as the one with the highest posterior probability. What is interesting in this example is the fact that only two out of four local classifiers (the ones corresponding to regions 1 and 3) predicted correctly the regional concept. Nevertheless, this information was sufficient for our framework to infer the correct prediction, since the relation between
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the concepts \textit{grass} (identified in region 1) and \textit{Roadside}, was strong enough to raise the inferred posterior probability of this category above the corresponding value of \textit{Seaside}. This is a reasonable result since the \textit{Seaside} category receives no support from the evidence \textit{grass}, as shown in Fig. 3.7.

![Bayesian Network of Fig. 3.8 (CON2)](image)

<table>
<thead>
<tr>
<th>Global Classifiers</th>
<th>Local Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tennis</td>
<td>Board</td>
</tr>
<tr>
<td>45.97</td>
<td>48.51</td>
</tr>
<tr>
<td>Roadside</td>
<td>Court</td>
</tr>
<tr>
<td>54.21</td>
<td>49.72</td>
</tr>
<tr>
<td>Rockieside</td>
<td>Person</td>
</tr>
<tr>
<td>47.07</td>
<td>52.56</td>
</tr>
<tr>
<td>Seaside</td>
<td>Gradin</td>
</tr>
<tr>
<td>56.31</td>
<td>49.07</td>
</tr>
<tr>
<td>Forest</td>
<td>Court Int</td>
</tr>
<tr>
<td>52.46</td>
<td>50.13</td>
</tr>
<tr>
<td>C.Buildings</td>
<td>Basket</td>
</tr>
<tr>
<td>56.00</td>
<td>48.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Belief Evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
</tr>
<tr>
<td>Tennis</td>
</tr>
<tr>
<td>Roadside</td>
</tr>
<tr>
<td>Rockieside</td>
</tr>
<tr>
<td>Seaside</td>
</tr>
<tr>
<td>Forest</td>
</tr>
<tr>
<td>C.Buildings</td>
</tr>
<tr>
<td>%</td>
</tr>
<tr>
<td>Prior Probabilities</td>
</tr>
<tr>
<td>Tennis</td>
</tr>
<tr>
<td>Roadside</td>
</tr>
<tr>
<td>Rockieside</td>
</tr>
<tr>
<td>Seaside</td>
</tr>
<tr>
<td>Forest</td>
</tr>
<tr>
<td>C.Buildings</td>
</tr>
</tbody>
</table>

**Figure 3.10:** Example of image categorization using the framework’s \textit{CON2} configuration where local information helps to correct a misclassification error about the image category.

The lower of cells in Table 3.2 depict the confusion matrix that corresponds to the output of \textit{CON2}. By looking at the relations between regional and category concepts in Fig. 3.7 in conjunction with Table 3.2, it is clear that our framework tends to confuse categories that share many regional evidence. This is the case for \textit{RockyIside} and \textit{Forest} or \textit{Countryside Buildings} and \textit{Roadside}. Another interesting observation (Fig. 3.7) is the small amount of regional evidence that \textit{Tennis} shares with the rest of image categories. This can be practically considered as domain information (i.e. semantic constraint) that can be used to aid image analysis. In order to do so, we associate the \textit{Tennis} concept and all other concepts in \textit{CG} with the \textit{owl:disjointWith} DL-constructor. Then, we reconstruct the BN using the enhanced ontology. The nodes of the BN that are enclosed
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Table 3.2: Confusion Matrix for Image Categorization - CON2 lower of the cells - CON3 upper of the cells

<table>
<thead>
<tr>
<th></th>
<th>Tennis</th>
<th>Roadside</th>
<th>Rockyside</th>
<th>Seaside</th>
<th>Forest</th>
<th>C. Buildings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tennis</td>
<td>98.00</td>
<td>0.00</td>
<td>0.00</td>
<td>2.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>94.00</td>
<td>0.00</td>
<td>73.68</td>
<td>0.00</td>
<td>8.77</td>
<td>10.53</td>
<td>5.26</td>
</tr>
<tr>
<td>Roadside</td>
<td>1.75</td>
<td>73.68</td>
<td>0.00</td>
<td>8.77</td>
<td>12.28</td>
<td>5.26</td>
</tr>
<tr>
<td>Rockyside</td>
<td>5.88</td>
<td>3.92</td>
<td>64.71</td>
<td>5.88</td>
<td>5.26</td>
<td>0.00</td>
</tr>
<tr>
<td>Seaside</td>
<td>0.00</td>
<td>5.36</td>
<td>3.57</td>
<td>91.07</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Forest</td>
<td>0.00</td>
<td>10.00</td>
<td>8.33</td>
<td>10.00</td>
<td>71.67</td>
<td>0.00</td>
</tr>
<tr>
<td>C. Buildings</td>
<td>2.00</td>
<td>24.00</td>
<td>6.00</td>
<td>12.00</td>
<td>2.00</td>
<td>54.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>24.00</td>
<td>6.00</td>
<td>12.00</td>
<td>2.00</td>
<td>56.00</td>
</tr>
</tbody>
</table>

by the frame in Fig. 3.8 are used to model the disjointness between Tennis and all other category concepts. We can see from Fig. 3.9, that using the semantic constrains (CON3) the performance of image analysis is further increased with an average improvement of $\approx 6.5\%$ units from the baseline configuration (CON1). By inspecting the upper of the cells in Table 3.2 where the confusion matrix for the CON3 is depicted, we can see that the improvement comes basically from the correction of the test samples that were mis-categorized as Tennis.

In order to examine the statistical significance of this improvement we apply the McNemar test [112] on the output of CON1 and CON3 configurations. We selected this test since it is a non-parametric method that can be applied on qualitative variables, such as the output of our different configurations. McNemar test is basically affected by the number of times a transition of the type (success $\rightarrow$ failure) or (failure $\rightarrow$ success) is observed. For a two-tailed test the null hypothesis states that there is equal probability of going from failure to success and vice versa and that this probability is no better than the totally random case. That is $H_0: P(\text{failure} \rightarrow \text{success}) = P(\text{success} \rightarrow \text{failure}) = 1/2$. The alternative hypothesis states that there is significant difference in statistical terms between the results generated by the two prediction schemes, that is $H_1: P(\text{failure} \rightarrow \text{success}) \neq P(\text{success} \rightarrow \text{failure})$. The goal is to reject the null hypothesis in favor of the alternative and verify that the difference in
performance observed in the evaluation metrics is statistically significant. The $2 \times 2$ contingency table summarizing the transitions observed between $CON_1$ and $CON_3$ configurations is depicted in Table 3.3.

**Table 3.3: Contingency Matrix - Image Categorization**

<table>
<thead>
<tr>
<th></th>
<th>before</th>
<th>after</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>218</td>
<td>30</td>
</tr>
<tr>
<td>-</td>
<td>15</td>
<td>61</td>
</tr>
<tr>
<td>Total</td>
<td>233</td>
<td>91</td>
</tr>
</tbody>
</table>

Since the number of discordant pairs ($30 + 15$ in our case) is more than 25, the chi-squared approximation with Yates’ correction and 1 degree of freedom is calculated to be $4.536$. Thus, the $p-value$ calculated by the McNemar’s test equals $0.0369$. By adopting the conventional criteria used for deciding on statistical significance that considers the significance level $\alpha$ to be $0.05$, we have $p-value < \alpha$. Thus, it is safe to conclude that the difference in performance introduced by $CON_3$ configuration is statistically significant.

### 3.3.3.2 Image categorization using a Focus of Attention mechanism

In order to assess the benefit of using the proposed Focus of Attention (FoA) mechanism, we measure the gain in computational cost in terms of two quantities. The number of classifiers ($\#Classifiers$) that need to be applied and the number of inferences ($\#Inferences$) that need to be performed. $\#Inferences$ is the number of times a confidence degree is inserted into one of the BN nodes and as a result triggers an inference process. When the FoA mechanism is not employed, the $\#Inferences$ that need to be performed for analyzing a single image is equal to the number of confidence values estimated for the global concepts of the image (i.e. the 6 values of $LK_{global}$ in our experiments) plus the number of regions identified in the image (i.e. maximum per column values of $LK_{local}$). Thus, the total $\#Inferences$ for the complete set of 324 test images is $324 \times 6$ plus the number of regions identified in all 324 test images, which was calculated to be 2010. Table 3.4 shows the $\#Classifiers$ and $\#Inferences$ for the exhaustive case of Section 3.3.3.1 (i.e. $CON_3$). These values will serve as the baseline reference when estimating the computational gain of the FoA mechanism.
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Table 3.4: Computational Cost Quantities - CON3 Configuration

<table>
<thead>
<tr>
<th></th>
<th># Classifiers</th>
<th># Inferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>324 (# Test Images) * 6 (# Global Classifiers) + 2010 (# Total Regions) * 25 (# Local Classifiers)</td>
<td>52194</td>
<td>3954</td>
</tr>
</tbody>
</table>

In our experimental setting the belief threshold receives one of the following discrete values \{0.1, 0.2, \ldots, 1.0\}. Using each of these values as a common belief threshold for all formulated hypotheses, we obtain 10 different F-Measure scores. Given that the belief threshold affects also the #Classifiers and the #Inferences, we practically obtain 10 pairs of values for \{F-Measure, #Classifiers\} and 10 pairs of values for \{F-Measure, #Inferences\}. These pairs are used to draw the curves depicted in Figs. 3.11(a) and 3.11(b). In both diagrams we demonstrate the performance of: a) the baseline concept detectors (i.e. CON1 of Section 3.3.3.1) (black dot), b) the probabilistic inference using exhaustive search (i.e. CON3 of Section 3.3.3.1) (gray dot), c) the plain FoA mechanism (solid curve), and d) the FoA mechanism using also the methodology of Section 3.2 for incorporating semantic constraints (dashed curve). The baseline figures of Table 3.4 are also displayed in Figs. 3.11(a) and 3.11(b) using the vertical lines. The horizontal dotted lines are drawn for allowing comparisons with the performance of the baseline configurations. It is clear that the proposed FoA mechanism manages to achieve (for the optimal value of the belief threshold, F-Measure = 76.40) performance comparable to the one obtained by the best of the configurations in Section 3.3.3.1, using a remarkably smaller number of classifiers. On the other hand, for the same optimal threshold value, the number of inferences that need to be performed increases, see Fig. 3.11(b). More specifically, the number of classifiers reduces from 52194 to 25753 (# classifiers corresponding to the peak of the solid curve in Fig. 3.11(a)), while the number of inferences increases from 3954 to 4538 (# inferences corresponding to the peak of the solid curve in Fig. 3.11(b)). For the case where the FoA mechanism incorporates semantic constraints (dashed curve), the number of applied classifiers reduces from 52194 to 41560 (# classifiers corresponding to the peak of the dashed curve in Fig. 3.11(a)), while the number of inferences increases from 3954 to 6860 (# inferences corresponding to the peak of the dashed curve in Fig. 3.11(b)).
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In order to estimate these numbers in terms of time we have calculated the average time per classifier and per inference to be 0.12 (sec) and $0.69 \times 10^{-3}$ (sec), respectively. Thus, the gain in computational time is approximately 3172 (sec) using the plain FoA mechanism and 1274 (sec) using the FoA with semantic constraints, which can be considered as a significant reduction of the overall computational cost. Finally, let us note that in both approaches for image categorization (Section 3.3.3.1 and Section 3.3.3.2) the configuration incorporating semantic constraints outperforms the other configurations, which is an additional argument for the effectiveness of the framework presented in Sections 3.1 and 3.2.

3.3.3.3 Localized Region Labeling

In order to evaluate the performance of our framework for the task of assigning labels to pre-segmented regions, we have used the BN of Fig. 3.8 (without the nodes enclosed by the black frame) and the JPD of eq. (3.12). As mentioned in Section 3.3.2.1, our framework can reinforce region labeling when there is a conflict between the decisions suggested by the global and local classifiers. Let \( Child(c_k) = \{ c_j : k \to \text{parent } j \} \) be the subset of \( C_L \) corresponding to the child nodes of \( c_k \in C_G \). Let also \( LK_{\text{global}} = \{ Pr(c_i|I_q) : \forall c_i \in C_G \} \) be the set of confidence values obtained from the global classifiers applied to image \( I_q \) and \( LK_{\text{local}} = \{ Pr(c_j|I_{s_w}^q) : \forall c_j \in C_L \} \) be the set of confidence values obtained from the local classifiers applied to a region \( I_{s_w}^q \) of the image. A conflict occurs when \( c_l \notin Child(c_g) \) with \( g = \arg \max_i (LK_{\text{global}}) \) and \( l = \arg \max_j (LK_{\text{local}}) \).

In the first case we follow the suggestion of the global classifiers and select the concept \( c_g \). Then, the local concept \( c_l \) is selected such that \( l = \arg \max_j (LK_{\text{local}}) \) and \( c_l \in Child(c_g) \). The confidence values corresponding to \( c_g \) and \( c_l \) are inserted into the BN as evidence and the overall impact on the posterior probability of the hypothesis stating that the region under examination \( I_{s_w}^q \) depicts \( c_l \) is measured. In the second case, we follow the suggestion of the local classifiers and select \( c_l \), such that \( \hat{l} = \arg \max_j (LK_{\text{local}}) \). The confidence values of the global classifiers are examined and the \( c_{\hat{g}} \) with \( \hat{g} = \arg \max_i (LK_{\text{global}}) \) and \( c_{\hat{g}} \in F(c_l) \) is selected. As in the previous case, the confidence values corresponding to \( c_l \) and \( c_{\hat{g}} \) are inserted into the network and the overall impact on the posterior probability of the hypothesis stating that the examined region \( I_{s_w}^q \) depicts \( c_l \) is measured. Eventually, the values representing the impact on the posterior probabilities of the two different cases are compared and depending on the
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![Graph A: F-Measure vs Number of Classifiers](image1)

![Graph B: F-Measure vs Number of Inferences](image2)

**Figure 3.11:** F-Measure scores using the Focus of Attention mechanism against: a) # Classifiers, b) # Inferences. Each point in a curve corresponds to a belief threshold that receives one of the following discrete values \{0.1, 0.2, \ldots, 1.0\}.

largest value, \(c_l\) or \(c_f\), is chosen to label the region in question (i.e. this is the functionality of \(\otimes\) operator depicted in Table 3.1, for this task). If no conflict occurs, the concept corresponding to the local classifier with maximum confidence is selected. Fig. 3.12 shows that when using the proposed framework an average increase of approximately
4.5% units is accomplished.

Table 3.5: Contingency Matrix - Localized Region Labeling

<table>
<thead>
<tr>
<th></th>
<th>+</th>
<th>-</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>before</td>
<td>1035</td>
<td>61</td>
<td>1096</td>
</tr>
<tr>
<td>after</td>
<td>22</td>
<td>892</td>
<td>914</td>
</tr>
<tr>
<td>Total</td>
<td>1057</td>
<td>953</td>
<td>2010</td>
</tr>
</tbody>
</table>

In order to apply the McNemar’s test for this case we calculate the $2 \times 2$ contingency matrix depicted in Table 3.5. The $p$-value estimated by the McNemar’s test is found to be less than 0.0001 showing that the improvement is statistically very significant, since $p$-value $<< \alpha$.

![Image](image.png)

**Figure 3.12:** F-Measure scores for the localized region labeling task applied on the Personal Collection dataset. Scores are reported for the baseline case, where decisions are based solely on the output of the classifiers, and for the case where knowledge and context are employed to improve image analysis.

### 3.3.3.4 Weakly annotating video shot key-frames

In this experiment, the task was to weakly annotate (i.e. identify the presence of a concept but not localize it within the image) the key-frames of video sub-shots. In
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contrast to the previous cases this task does not require the existence of region-level annotations, which are very difficult to obtain, and therefore allows us to perform tests on a much larger set of semantic concepts. The TRECVID 2005 dataset was used for this purpose. Recalling that \( N_C \) denotes the set of category concepts that were placed at the top of the hierarchy and \( N_L \) the rest of domain concepts that were used as subclasses of \( N_C \), the JPD defined by the utilized BN is:

\[
Pr(N_C^1, \ldots, N_C^{|C|}, N_L^1, \ldots, N_L^{|L|}) = \prod_{i=1}^{|C|} Pr(N_C^i) \prod_{j=1}^{|L|} Pr(N_L^j | Parent(N_L^j))
\] (3.14)

The benefit of using such a large dataset is the existence of semantic relations between the available concepts. These relations are necessary for assessing the effectiveness of our framework, since our goal is to exploit domain knowledge for improving the efficiency of image interpretation. On the other hand, many of the concepts appear rarely in the training set; a fact that makes difficult approximating the conditional probabilities using frequency information. In order to assess the efficiency of our framework we compare its performance against the performance of baseline concept detectors that make no use of domain knowledge and application context. In the first case we use the fused output of the global detectors released by the Columbia University \[104\]. The concepts corresponding to the \( K \) maximum confidence values produced by the global detectors are selected to weakly annotate the key-frames. In the second case, the fused detection confidence values of all classifiers are provided as evidence to the BN. Belief propagation is performed and the resulting posteriors are recorded for all concepts. Finally, the \( K \) concepts that exhibit maximum positive impact on their posteriors are selected as the analysis outcome (i.e. this is the functionality of \( \otimes \) operator depicted in Table 3.1, for this task). For both cases, \( K \) was determined by varying its value between 2 and 20 and selecting the one that yields the optimal average F-Measure score.

In order to examine the relation between a concept’s Appearance Frequency (AF) in the training set and the efficiency of the proposed framework, we report the F-Measure scores sorted based on the AF of the concepts. By inspecting Fig. 3.13(a) we observe that for the concepts with \( AF \geq 10\% \) our framework outperforms the baseline in almost all cases. In Fig. 3.13(b), where the concepts with \( 10\% > AF \geq 5\% \) are depicted, we observe a similar behavior, but with the average improvement to be inferior from that
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of Fig. 3.13(a). Finally, Fig. 3.14 verifies that when the AF of a concept is relatively small (Fig. 3.14 depicts concepts with $5\% > AF \geq 2\%$) our framework does not deliver any improvements. Similar conclusions can be drawn when $AF < 2\%$. It is evident that the availability of realistic prior and conditional probabilities is important for the efficiency of our framework and learning them from data is feasible only when there are enough training samples to learn from.

3.3.3.5 Comparison with existing methods

In order to compare our work with other methods in the literature we apply the localized region labeling task on the 591 images of the MSRC dataset\(^1\) \(I^{MSRC}\). In order to do so we categorized all 591 images into 6 categories (i.e. global concepts) namely, Cityscape, Countryside, Forest, Indoors, ManMade and Waterside. As regional concepts we used 21 out of the 23 semantic classes provided by MSRC, treating as void the horse and mountain classes that appear very rarely. An ontology was created to represent the relations between the aforementioned global and regional concepts and a BN was derived from it using the methodology presented in Section 3.2. Both the ontology and the BN for the MSRC dataset can be accessed through our web page\(^2\).

All images of \(I^{MSRC}\) were segmented by the segmentation algorithm described in Section 3.3.2.2 and the ground truth label of each segment was taken to be the label of the hand-labeled region (hand-segmented and hand-labeled regions are provided by the Microsoft Research Cambridge team for all 591 images) that overlapped with the segment by more than the $2/3$ of the segment’s area. In any other case the segment is labeled as void. We should note that although we could use directly the hand-segmented images included in the MSRC dataset, such an approach would not be realistic since we cannot reasonably expect segmentation information for an unknown image. The overlap rule has been used by many works in the literature that utilize automatic image segmentation and require for labeling the automatically extracted segments, based on a set of manually generated (ground truth) segments. For instance in [95] the authors use $20 \times 20$ image patches whose labels are taken to be the most frequent ground truth pixel label within the block. Similarly in [113] in order to find the best possible combination

\(^1\)http://research.microsoft.com/vision/cambridge/recognition
\(^2\)http://mklab.iti.gr/content/evidence-driven-image-interpretation-using-ontologies-bayesian-networks
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![Graph](image)

**Figure 3.13:** F-Measure scores for the concepts of TRECVID 2005 dataset ranked based on their appearance frequency (AF) in the training set: a) $AF \geq 10\%$ and b) $10\% > AF > 5\%$

of automatically extracted segments for constructing a figure-ground segmentation, the authors include an automatically identified segment into the foreground if it has more than 50% overlap with the ground-truth foreground in terms of the segment’s area. The $I^{MSRC}$ was split randomly in 295 training $I^{MSRC}_{train}$ and 296 testing $I^{MSRC}_{test}$ images,
ensuring approximately proportional presence of each class in both sets. $I_{\text{train}}^{MSRC}$ was used to train the concept classifiers and learn the parameters of the BN. Fig. 3.15 reports the performance for both the baseline concept classifiers as well as the proposed framework configured as described in Section 3.3.3.3, on the $I_{\text{test}}^{MSRC}$. We can see that performance is increased in 14 out of the 21 regional concepts giving an average improvement of approximately 4.5% units in terms of the F-Measure metric. However, there are concepts like *sky*, *chair*, and *cat* that exhibit performance lower from the baseline. This can be attributed to the fact that our framework operates on top of the classifiers’ outcomes, which usually come with a high number of erroneous predictions. Intuitively, the framework compensates for the misleading predictions by favoring the co-occurrence of evidence that is known from experience to usually coexist and constitute the analysis context. It does so by adjusting the final output so as to comply with the extracted collection of evidence. Therefore, provided that an adequate amount of evidence are accurate, the framework is expected to make the correct decision by absorbing any misleading cues produced by the erroneous visual analysis. However, there can also be cases, like the ones mentioned above, where the evidence extracted from context are misleading, causing our framework to change the correct prediction of the local classifier.
3.3 Case study on concept detection using image local and global information

![Graph showing F-Measure scores for localized region labeling task](image)

**Figure 3.15:** F-Measure scores for the localized region labeling task applied on the Microsoft Research Cambridge dataset. Scores are reported for the baseline case, where decisions are based solely on the output of the classifiers, and for the case where knowledge and context are employed to improve image analysis.

**Table 3.6:** Comparing with existing methods in object recognition

<table>
<thead>
<tr>
<th>Concept</th>
<th>Textonboost [96]</th>
<th>PLSA-MRF/P [95]</th>
<th>Prop. Framework</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Buildings</td>
<td>Grass</td>
<td>Textonboost</td>
</tr>
<tr>
<td></td>
<td>Grass</td>
<td>Tree</td>
<td>PLSA-MRF/P</td>
</tr>
<tr>
<td></td>
<td>Cow</td>
<td>Sheep</td>
<td>Prop. Framework</td>
</tr>
<tr>
<td></td>
<td>Sheep</td>
<td>Sky</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>Sky</td>
<td>Aeroplane</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>Aeroplane</td>
<td>Water</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>Face</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Face</td>
<td>Car</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>Bicycle</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Bicycle</td>
<td>Flower</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Flower</td>
<td>Sign</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>Sign</td>
<td>Bird</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Bird</td>
<td>Book</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Book</td>
<td>Chair</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Chair</td>
<td>Road</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>Road</td>
<td>Cat</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Cat</td>
<td>Dog</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>Dog</td>
<td>Body</td>
<td>56</td>
</tr>
<tr>
<td>Average</td>
<td>62</td>
<td>58</td>
<td>44</td>
</tr>
</tbody>
</table>

In order to present results on the same dataset with the Textonboost system [96] and the Markov field aspect models of [95], we calculated the classification rate (i.e. number of correctly classified cases divided by the total number of correct cases) achieved by our framework for each of the 21 object classes in MSRC dataset. We hereby note that the reported classification results are not directly comparable since the results are reported at different level. In [96] at pixel level, in [95] at the level of 20x20 image patches, and in our case at the level of arbitrary shaped segments which are extracted by an automatic segmentation algorithm. In addition, the methods are not relying on the same set of visual features, and the training/test split is likely to be different. Table 4.6 summarizes the classification rates per class.

It is clear that none of the three systems manages to outperform the others for a
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significant portion of the 21 classes. Moreover, error rates are often quite different on individual classes showing that while there are some classes that can be modeled very efficiently using the visual features and the model proposed by one method, there are other classes that are best modeled using a different set of visual features and model. For instance while the visual features employed by our method perform very poorly in recognizing the class *grass*, they are pretty efficient in recognizing the class *car* or *sky*.

3.4 Case study on compound document analysis using information across media

Existing methods for the semantic analysis of multimedia, although effective for single-medium scenarios, are inherently flawed in cases where knowledge is spread over different media types. The group of research approaches that seek to enhance semantic metadata extraction by exploiting information across media are usually referred as cross media analysis. Practically, the aim of such methods is to combine the evidence extracted from different media types and accumulate their effect in favor or against a certain hypothesis. These pieces of evidence can belong to different levels of granularity and used differently by the analysis mechanism. For instance, we can consider cross media analysis to be a general fusion problem that is carried out at different levels of abstraction, namely result-level [114], [115], [116], extraction-level [117], [118], [119] and feature-level [120], [121], [122].

The goal of this case study is to demonstrate how the framework proposed in Sections 3.1 and 3.2 can be used to boost the efficiency of cross media analysis by exploiting the knowledge explicitly provided by domain experts (i.e. domain knowledge). Towards this direction, the framework developed for this case study operates on the result-level of abstraction and allows domain knowledge to become part of the inference process [123], [124]. More specifically, our framework combines the soft evidence collected from different media types, to support or disprove a certain hypothesis made about the semantic content of the analyzed resource. Soft evidence are obtained by applying single-medium analyzers on the low-level features of the different media types. Subsequently, these pieces of evidence are used to drive a probabilistic inference process that updates the observable variables of the BN and verify or reject the examined hypothesis based on the posteriori probability of the remaining variables. Fig. 3.16 demonstrates
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the functional relations between the components of the proposed cross media analysis approach.

![Cross media analysis scheme](image)

**Figure 3.16: Cross media analysis scheme**

In this case study we use content from a real world application taken from the car manufacturing industry [125], as well as content from the TRECVID2010 competition, to verify that performing cross media analysis using the proposed approach leads to significant improvements compared to the cases where single-medium analyzers act separately. In the following we describe the implemented cross media analysis approach including details for the utilized single-medium analyzers.

3.4.1 Cross media analysis approach

To demonstrate the ability of the proposed evidence-driven probabilistic inference framework to efficiently handle evidence across media, we have chosen to implement a cross media analysis approach that uses probabilistic inference to detect high-level concepts in compound documents. High-level concept detection is usually the output of knowledge-related tasks and typically requires the synergy of information scattered in different places. The more the available information, the more easy it is for the knowledge worker to infer the presence of a high-level concept. Independently of whether these pieces of information act cumulatively or in a complementary way, they have an impact (i.e. positive or negative) on the confidence of the fact that a certain high-level concept is valid for the analyzed resource. In order to model this process we rely on the framework presented in Sections 3.1 and 3.2 to implement a generative classifier based
on BNs. The role of this classifier is to: i) fuse the information extracted from different media types on the grounds of knowledge and context, ii) produce a confidence degree about the validity of a high-level concept in the analyzed resource, and iii) make a decision by applying a fixed threshold on this confidence degree. Since cross media analysis is mostly about simultaneously evaluating the appropriate evidence extracted across different media types, an important issue for making the aforementioned approach suitable for such purposes is the strategy by which evidence (and as a consequence their source modalities) are considered to be co-related.

In the following we elaborate on the components that are used to implement the cross media analysis approach for compound documents, which are: a) a dismantling mechanism and a modality synchronization strategy for handling the compound media resources, b) the single-medium analysis techniques for extracting evidence using low level features, and c) the actions required to adjust the techniques presented in Sections 3.1 and 3.2 for performing cross media analysis.

3.4.1.1 Compound documents dismantling & modality synchronization

Compound documents are multimedia documents that incorporate more than one media type in the same digital resource. OpenDocument, Microsoft Office’s documents, PDF and web pages are indicative representation formats of such documents where visual and textual elements co-exist. A compound document may contain evidence for a concept to be extracted across different media. However, it is not straightforward to know which media elements refer to the same concept. Moreover, these documents carry additional information such as cross references or layout features (e.g. spatial proximity between a caption and an image frame) that have a major effect on the content essence. These features, although very important for human perception, are difficult for knowledge extraction algorithms to encode and exploit.

Document processing literature discusses several approaches to extract layout information from PDF, HTML and other structured documents, see [126] for an overview. Most of these approaches [127], [128] are based on manual or semi-automatically extracted templates that characterize each part of the document. However, the variety of layouts that a document editor is likely to use for expressing the intended meaning, makes it difficult for automated systems to model and make this information available
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for analysis. This process is further hindered by the absence of a uniform document representation standard that could reduce the diversity of existing formats.

All the above, makes the employment of a dismantling and synchronization mechanism an important module of cross media analysis. This mechanism will be able to disassemble a compound document to its constituent parts and decide which of these parts should be considered simultaneously by the fusion process. For the purposes of our work, assuming a certain layout for the analyzed documents, we accept that a different topic is covered in each document page and disregard cases where more than one topic exists in the same page or a single topic extents to many pages. Thus, all media elements of the same document page are considered to be conceptually related.

Given this assumption, we analyze a document on a per page basis by fusing the output of single-medium analyzers that are independently applied on the media elements residing on the same page. Although such an assumption may seem inconsistent with a non-negligible number of cases, in this work we basically focus on how to effectively fuse cross media evidence on the grounds of knowledge and context, while existing approaches can be employed in cases where this assumption does not hold.

3.4.1.2 Single-medium analysis techniques

In this section we detail the techniques we have used to analyze the low-level features of a document and produce confidence degrees for the related concepts.

**Visual analysis:** Visual evidence is extracted by applying concept detectors on the images contained in a document page. The method adopted for implementing the concept detectors is based on the Viola and Jones detection approach [129]. The functionality of this approach can be characterized by three key aspects, a) a scheme for image representation called *integral image*, that allows for very fast feature extraction, b) a method for constructing a classifier by selecting a small number of important features using AdaBoost [130], and c) a method for combining successively more complex classifiers in a cascade structure, which dramatically increases the speed of the detector by focusing attention on promising regions of the image.

In more detail, the visual information contained in an image is described by Haar-like features, introduced in [131] and depicted in Fig. 3.17. The values of these features are the differences between the sums of the white and black rectangular regions. In
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In order to compute these sums efficiently, Viola and Jones make use of integral images. An integral image is an array corresponding to an image that contains in position \((x, y)\) the sum of the intensity values of all pixels above and to the left of \((x, y)\). For the Haar features that are rotated by \(45^\circ\), a rotated integral image is used, which accumulates the values inside a triangle starting from point \((x, y)\) and ending at the top of the image. The construction of an integral image requires a linear scan through the actual image and results in computing the feature responses in constant time. The efficient computation of the feature responses is essential, since all of them are computed at all positions and scales in an image, resulting in a very dense representation of approximately 100,000 feature responses for an image of size 20x20 pixels.

![Haar-like features](image)

**Figure 3.17:** Haar-like features. The values of these features are the differences between the sums of the white and black rectangular regions.

Then, the AdaBoost algorithm is used in order to train a classifier for an object category. AdaBoost creates a degenerate decision tree based on the responses of \(m\) Haar features that best describe the depicted concept. Classification time is reduced by using several low precision, fast classifiers connected in a cascade, instead of one high precision and slow classifier. In order to classify a sub-window of an image as positive (depicting the object), the sub-window has to be classified as positive by all the classifiers in the cascade, also called stages. If a sub-window is classified as negative (not depicting the object) by any single classifier, then it is rejected and not processed by the following stages, as depicted in Fig. 3.18. The detection task of finding the precise position and scale of the object is performed in a sliding window manner, checking every possible position and scale.

The output of the local concept detector is the exact position and scale at which a concept \(c_j\) was found in the analyzed image, as well as a confidence degree associated to every detection result. The confidence degree is extracted from the detectors inner structure, as depicted in Fig. 3.18. More specifically, the output of each classifier
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Stage 1 ($S_1$) → ... → Stage n ($S_n$)

Figure 3.18: Confidence value derived from the cascade of classifiers.

in the cascade is associated with a confidence degree $S_i$ derived by a combination of the calculated decision thresholds. These thresholds are related to the partial or full detection of the concept of interest. The values extracted from all classifiers of the cascade, are then combined in a weighted sum to provide a confidence value for each examined sub-window. The weights $w_i$ applied to each stage output, emphasize the response of the last stages which are more discriminative than the initial low precision ones. The confidence value is then normalized in [0 1], based on the training set used to create the detector. For the purposes of our work we filter out cases with a very small confidence degree and we select the case with maximum confidence degree when multiple instances of the same concept are found on the same image.

Textual analysis: For obtaining textual evidence we need to estimate the semantic relatedness of a concept with the linguistic information contained in a document page. In order to do so, we should be able to measure the semantic relatedness between any two individual concepts and apply a page oriented summarization strategy, as detailed later in this section. Approximating human judgement and measuring the semantic relatedness between concepts has been a challenging task for many researchers. Most works in the literature make use of the WordNet lexical database [132] for achieving this objective.

WordNet can be viewed as a large graph where each node represents a real world concept and each link between nodes represents a relationship between the corresponding concepts. Every node consists of a set of words (synset), that linguistically describe
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the real world concept associated with the node, as well as a short description of this concept (gloss). Using the above, WordNet encodes a significantly large amount of knowledge and is able to facilitate a great number of methods determining the semantic relatedness between concepts. Methods existing in the literature can be divided to the ones that use only the structure and content of WordNet to measure semantic relatedness [133], while others achieve this by also exploiting statistical data from large corpora, [134], [135], [136], [137], [138]. Another important characteristic of such methods is whether they are able to operate on all parts of speech [138], [136] or nouns only [133], [134], [135], [137]. For the purposes of our work we decided to employ a semantic relatedness measure that is based on context vectors and was originally presented by Patwardhan in [139]. The method introduced in this work relies on a different representation for WordNet glosses that is based on multidimensional vectors of co-occurrence counts. Its main advantage derives from its ability to combine the benefits of methods that use the knowledge from a large data corpus and the ones that rely solely on the strict definitions of WordNet (glosses).

In order to describe the method in more detail we need to determine the meaning of word vectors and context vectors. Every word in the word space has a corresponding word vector. The word vector corresponding to a given word is calculated as a vector of integers. The integers are the frequencies of occurrence of each word from the word space in the context. The context of a word is considered to be the words that appear close in the text with this word. Thus, each word in the word space represents a dimension of the vector of integers. Once the word vectors for all words in the word space are calculated, they are used to calculate the context vectors for every instance of a word. This is done by adding the word vectors of all words that appear in the context of this word.

In order to measure the semantic relatedness between two concepts the method of [139] represents each concept in WordNet by a gloss vector. A gloss vector is essentially a context vector formed by considering a WordNet gloss as the context. More specifically, having created the word vectors for all words in the word space, the gloss vector for a WordNet concept is created by adding the word vectors of all words contained in its gloss. For example, consider the gloss of lamp - an artificial source of visible illumination. The gloss vector for lamp would be formed by adding the word vectors
of artificial, source, visible and illumination. Eventually, the semantic relatedness between two concepts is defined as the cosine of the angle between the corresponding normalized gloss vectors:

$$\text{SemanticRelatedness}(c_1, c_2) = \frac{\vec{v}_1 \cdot \vec{v}_2}{|\vec{v}_1||\vec{v}_2|}$$  \hspace{1cm} (3.15)

where $c_1, c_2$ are the two given concepts, and $\vec{v}_1, \vec{v}_2$ are the gloss vectors corresponding to the concepts. The motive behind our choice of relying on context vectors over the other existing measures for semantic relatedness is threefold. Context vectors are able to: i) exploit information both from a large data corpora as well as from the WordNet descriptions (glosses), ii) handle all different parts of speech placing no limitations on the amount of linguistic information contained in a document page that can be used to derive an overall degree of semantic relatedness with the query concept, iii) produce values normalized to $[0,1]$, which is crucial for our analysis given the probabilistic standpoint of our framework.

After having defined a method for measuring the semantic relatedness between any two individual concepts, we need a methodology for extracting the overall semantic relatedness between a concept and the linguistic information contained in a document page. In order to do so, we use the previously described approach to measure the semantic relatedness between the word expressing the concept of interest and all words contained in a document page. In this way we get as many semantic relatedness values as the number of words contained in the document page. Subsequently, we only consider the words with semantic relatedness above the 64% of the maximum semantic relatedness value of all words in this page. This percentage was found to yield optimal performance in a series of preliminary experiments. By averaging between the selected values we get a number between $[0,1]$ that indicates the semantic relatedness of the query word with the linguistic information contained in a document page. This number is used as the confidence degree of this concept for the examined document page.

### 3.4.1.3 Adjusting our framework to perform cross media analysis

Having described the methods for extracting conceptual information out of the low level stimuli of compound documents, the techniques described in Sections 3.1 and
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3.2 can be directly applied to support knowledge-assisted analysis of compound documents. More specifically, the modeling approach of Section 3.1 is used to introduce the conceptual true/false space and link the visual and textual analyzers with the resulting BN. Then using the domain ontology as a reference, the methodology of Section 3.2 is employed to map the explicitly provided knowledge into the structure of a BN. As in the previous case study, all concepts are directly translated into network nodes, with an arc being drawn between two nodes if the corresponding concepts are related by an “rdfs:subClassOf” relation in the domain ontology. In contrast to the previous case study, more complex relations of the form owl:disjointWith, owl:unionOf, owl:intersectionOf, owl:unionOf, owl:complementOf and owl:equivalentClass are not exploited, since no such need arises from the domain ontology. For learning the network parameters the knowledge implicit in the data is captured and translated into the prior and conditional probabilities associated with each node in the BN, as explained in Section 3.2.2.2. The CPTs of all network nodes are learned by applying the Expectation Maximization (EM) [97] algorithm on a set of compound documents annotated with concept labels. Finally, evidence-driven probabilistic inference is performed using the junction tree algorithm [89], as explained in Section 3.1.1.3.

3.4.2 Experimental Study

Our goal in this section is to experimentally examine the performance of the developed framework in three different aspects: i) how much improvement is achieved by the employment of the proposed cross-media analysis scheme compared to single-medium solutions, ii) whether the choice of a generative over a discriminative model is more suited for fusing evidence coming from heterogeneous sources, and iii) whether the additional cost of engineering an ontology for expressing domain knowledge, actually pays off in terms of efficiency when compared with less costly approaches like using a simplified BN or learning its structure from data using the K2 algorithm [140]. Finally, we also evaluate the performance of our framework in the context of a video shot classification scheme.

3.4.2.1 Testbed

The domain selected for performing our experimental study concerns forecasting the launch of competitors’ models, as defined in cooperation with Centro Ricerche Fiat.
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(CRF)\(^1\). The goal of a competitor analysis department is to constantly monitor the existent competitors’ products, understand market trends and try to anticipate customer needs. The information needed to achieve that, is scattered throughout the Internet (i.e. blogs and forums), and covered by a long tail of international and national automotive magazines. In a typical scenario the main role is played by the person responsible for data acquisition that has the responsibility of daily inspecting a number of resources such as WWW pages, car exhibitions, car magazines, etc, that are likely to publish material of potential interest. The collected information is subsequently used in the set-up stage of new vehicles (i.e. the development stage where a first assessment of the future vehicle’s features is carried out). This process is of great value to many companies because it contributes to keeping new product designs up to date. One of the tasks defined by the experts was to be able to automatically evaluate a document with respect to its interest for the car components ergonomic design. The fact that most of the collected documents use both visual and textual descriptions, motivated the construction of a cross media classifier recognizing compound resources that are valid for the high-level concept car components ergonomic design.

For the purposes of our evaluation a dataset of 162 pdf documents (containing 1453 pages) was collected, that are primarily advertising brochures describing the characteristics of new car models. Each pdf document was dismantled into its visual and textual constituent parts using the xpdf library\(^2\). All media elements extracted from the same page were kept together so as not to lose any conceptual relations originating from the document’s layout. The linguistic information was gathered in a single text file while the visual representations were extracted to independent image files as depicted in Fig. 3.19.

Two different manual annotation efforts were carried out for the purposes of our work. Since we have decided to consider the pdf documents on a per page basis, the first annotation effort was to manually inspect each of the 1453 document pages and record in an annotation file whether they are valid for the high level concept car components ergonomic design. The second annotation effort involved going through all 1453 document pages and marking for each page which of the ontology concepts are present or not. The result of this annotation process was a set of concept labels for each

\(\text{http://www.crf.it/}\)
\(\text{http://www.foolabs.com/xpdf/}\)
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Figure 3.19: Dismantling a pdf document to its constituent parts

of the 1453 document pages, suitable for measuring the co-occurrence between any two concepts of the domain. These sets of concept labels were used to learn the CPTs of the BN nodes. More specifically, out of the 162 documents, 149 (928 pages) \( I^{train} \) were used for learning the BN parameters and 13 (525 pages) were used for testing \( I^{test} \).

3.4.2.2 High level concept detection using the cross media analysis scheme

For conducting our experiments we have engineered three ontologies (one for each of the evaluated cases: textual-only, visual-only and cross media) that are mostly concerned with concepts related to the ergonomic design of car components. All three ontologies were engineered based on the knowledge acquired by going through a sufficient number of related documents and getting acquaintance with the domain details. These ontologies were used to determine the structure of three different BNs (one for each evaluation case). In all cases, the node modeling the high-level concept *car components ergonomic design* was placed at the root node of the constructed BN. For learning the CPTs of the BN nodes, the Expectation Maximization algorithm was applied on \( I^{train} \). Depending on the concepts included in the employed ontology, only the annotations referring to these concepts were included in the corresponding training set.

After constructing the BNs the analysis process runs as follows. Depending on the examined case (textual-only, visual-only, or cross media) the single-medium analyzers are applied on the constituent parts of a document page. Their probabilistic output is injected into the BN nodes as described in Section 3.1. This triggers an inference process.
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that progressively modifies the posterior probabilities of all connected nodes in the network using message passing belief propagation. When the process is completed the posterior probability of the root node modeling the high-level concept **car components ergonomic design** (represented with the \textit{CA\_ED} symbol in all figures), is compared against a fixed threshold. If the threshold is exceeded the detector decides positively, otherwise the document page is considered as not being relevant with the ergonomic design of car components. An illustration of this procedure for the cross-media case is depicted in Fig. 3.20. For measuring the efficiency of the high-level concept detector we have used precision versus recall curves. The threshold value of Fig. 3.20 is uniformly scaled between [0,1] for conducting the experiments in all cases.

![Diagram of the inference process for the cross media setting](image.png)

**Figure 3.20:** Inference process illustration for the cross media setting

**Single vs Cross media analysis:** In the case of visual-only analysis, the general knowledge about the specific domain was expressed by the ontology depicted in Fig. 3.21(a). This ontology associates five visual concepts, namely **air ducts**, **steering**
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wheels, gear levers, car pedals and interior with the high-level concept car components ergonomic design. The trained BN used for this setting is depicted in Fig. 3.21(b). Five detectors trained to identify the five concepts of the domain ontology were implemented using the method of Section 3.4.1.2. These detectors were trained using an independent dataset of 3230 images depicting car interiors that was strongly annotated at region-detail. Each of these detectors was attached to the corresponding BN node of Fig. 3.21(b) and was used to trigger the process of probabilistic inference. By applying these five detectors on every image contained in a document page and using their output to instantiate the network nodes, we are able to decide about the existence of the high-level concept car components ergonomic design in a document page, based solely on the information depicted on the images of this page. The obtained results are depicted in Fig 3.26.

![Figure 3.21](image)

**Figure 3.21:** Experimental setting using only visual concepts, a) Domain ontology for document analysis using only visual evidence, b) Bayesian Network for visual analysis

In the case of textual-only analysis, we used eighteen different concepts, namely access, cabin, design, leisure, comfort, easy, enjoy, luxury, room, tender, ergonomic, equipment, innovative, usable, practical, functional, adaptable and control for obtaining the textual evidence. Using these eighteen concepts we constructed the ontology of Fig. 3.22 that encodes the associations between the textual concepts and the high-level concept of car component ergonomic design. The trained BN used in this setting is depicted in Fig. 3.23. The confidence degrees that are used to instantiate the BN nodes are obtained by applying the textual analysis method described in Section 3.4.1.2 for
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each document page and using the above linguistic descriptions as query words. As in the previous case this setting allows us to decide about the existence of the high-level concept car components ergonomic design in a document page, based solely on the information included in the textual descriptions of this page. The precision versus recall curve obtained from textual-only analysis is depicted in Fig 3.26.

Figure 3.22: Domain ontology for document analysis using only textual concepts

For the case of cross-media analysis, both textual and visual concepts were used for the construction of the ontology depicted in Fig. 3.24. This ontology expresses the domain knowledge across media and reflects the cross-relations between textual and visual concepts. The trained BN that was used for performing inference in this setting is depicted in Fig. 3.25. The confidence degrees obtained by applying the aforementioned textual and visual single-medium analyzers on the constituent parts of a document page, are used to instantiate the BN nodes and perform inference using evidence across media. The results achieved by the high level concept detector in this setting are depicted in Fig. 3.26.

It is clear from the comparative diagram of Fig. 3.26 that the configuration of the
3. COMBINING IMPLICIT AND EXPLICIT KNOWLEDGE FOR MEDIA INTERPRETATION

Figure 3.23: Bayesian Network for textual-only analysis

framework using evidence across media, outperforms the cases where evidence originates exclusively from one media type. We can see that textual analysis performs significantly better than visual analysis mainly due to the increased amount of evidence that has been used in this setting. However, when the textual and visual evidence are combined in the cross media setting, the high-level concept detector manages to further improve its efficiency for most of the applied threshold values. This outcome verifies that there are many cases where the evidence existing across different media types carry complementary information, which can only be translated into facts when considered in a synergetic fashion.

Generative vs Discriminative model: The second goal of our experimental study was to investigate the superiority of generative models like BNs over discriminative models like Support Vector Machines (SVMs) [141], to more efficiently incorporate and benefit from explicit knowledge. The motive behind using BNs in our work was their ability to smoothly incorporate explicit knowledge through their parameters and
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Figure 3.24: Domain ontology for document analysis using both visual and textual concepts

structure, as well as to learn efficient models from small training sets. This is in contrast to the approaches based on SVMs, since there is no straightforward way to incorporate explicit knowledge in these cases, as it can only be done at the level of the kernel. Moreover, when relying on SVMs, robust models can only be learned when there is a significant number of training samples available.

In order to verify the above, we compared our generative classifier based on BNs with a discriminative classifier implemented using SVMs. The feature space for training the SVM models was determined by concatenating the confidence degrees generated from the single-medium analyzers, resulting in a 23-dimensional feature vector for each document page. The SVMlight library [142] was employed for learning an one-class classifier recognizing the concept car components ergonomic design, using the same train/test split as in the case of BNs. A polynomial kernel function was used for learning the SVM models. Since the one class SVM models are known to be rather
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Figure 3.25: Bayesian Network for cross media analysis

Figure 3.26: Cross vs single media analysis performance

82
sensitive on the ratio between positive and negative examples, we have tried 4 different ratios (i.e. 1/1, 1/2, 1/3 and 1/4) in order to optimally tune the classifier. Using the full train set the positive/negative ratio is approximately 1/4. The bar diagrams of Fig. 3.27(a) shows the F-measure scores achieved by the SVM-based classifiers using all four positive/negative ratios, as well as the score achieved by the BN classifier for the optimal threshold value. We can see that the BN classifier outperforms all SVM-based classifiers with the smallest improvement being \(\approx 3\%\) (1/3 case) and the largest being \(\approx 12\%\) (1/4 case).

Moreover, in order to verify that, in contrast to SVMs, BNs are able to learn efficient models even from just a few examples, we performed several experiments by reducing the number of samples included in the train/test datasets. Fig. 3.27(b) shows the F-measure scores achieved using both approaches for four different scales of the train/test datasets. For this experiment the SVM-based classifiers were trained using all positive and negative samples included in each of the different dataset scales. It is clear that the models learned using BNs manage to deliver good performance even when trained with a particularly small number of samples. This is not the case for the models learned using SVMs, where the number of training samples needs to grow approximately 600 in order to deliver good results. All findings of these experiments verify the superiority of generative models in more efficiently handling prior knowledge and learning from a few examples. This attribute is particularly useful in cross media analysis since the cost of manual annotation in a cross media fashion is even higher from the single-medium cases.

**Cases with missing or noisy domain knowledge:** It is evident that our framework benefits from the existence of knowledge about the domain. However, there can be cases where such knowledge is either noisy or missing (i.e. the list of domain concepts is known but the relations between them are not). In such cases, our framework can be applied using either a trivial structure for the BN, or using a BN the structure of which is determined from sample data. In order to evaluate the performance of our framework when domain knowledge is noisy, we have considered the following two approaches for determining the structure of the BN. The first approach assumes the most trivial structure for the BN and initiates our framework using a naive BN. The naive BN is the simplest classifier based on Bayes’ rule, it assumes that all variables
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![Graph](image)

**Figure 3.27:** a) Comparing generative with discriminative models using different ratios for the positive/negative examples b) Comparing generative with discriminative models using different scales for the train/test datasets

are independent from each other and all nodes are directly connected to the root node.

The second approach is based on methods that are able to derive the structure of the BN from sample data. One such method is [143] where prior knowledge, provided in the form of a temporal BN called *prior network*, is combined with sample data in order to learn one or more BNs that are much closer to the actual structure of the domain than the initial *prior network*. A similar method is the well-established, score-based Cooper’s K2 algorithm [140] which attempts to recover the underlying distribution of nodes in the form of a Directed Acyclic Graph (DAG), without making any assumptions about their structure. For the purposes of our work we have decided to employ the K2 algorithm in order to evaluate the performance of a BN, the structure of which is determined without using any prior information about the relations between the domain concepts.

More specifically, the K2 algorithm takes as input the number and ordering of nodes ($n = 24$ in our case), an upper bound for the parents of its node and a set of training data, which in our case correspond to the concept label annotations described in Section 3.4.2.1. The set of nodes includes the 23 visual and textual concepts as well as the high level concept *car components ergonomic design*. The ordering of the nodes was determined based on the frequency of appearance (in descending order)
of the corresponding concepts in the training data. In order to avoid networks with high complexity we have set the upper bound of parent nodes to be four. The BN generated using the K2 algorithm is depicted in Fig. 3.28. In Fig. 3.29, we compare the performance achieved by a BN constructed based on the cross media domain ontology of Fig 3.24, against the performance of a naive BN and the performance of a BN, the structure of which is determined using the K2 algorithm. In all cases the curves were drawn by modifying the threshold value between [0,1].

![Bayesian Network derived from sample data using the K2 algorithm](image)

**Figure 3.28:** Bayesian Network derived from sample data using the K2 algorithm

It is clear from the results that the incorporation of explicit knowledge is particularly useful when combining information from heterogenous sources. We can see that the BN using the ontology, clearly outperforms the naive and K2 algorithm-based approaches. This is attributed to the fact that the domain ontology manages to capture the underlying cross-modal relations and boost the classification performance. Moreover, the fact that the naive BN approach achieves better results from K2, further advocates the need for incorporating explicit knowledge (even as a simple two level hierarchy) when
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combining information from heterogeneous sources.

![Figure 3.29: Comparative diagram for the different methods used to determine the BN structure](image)

### 3.4.2.3 Video shot classification

In order to verify the efficiency of our framework to handle more general applications, we have developed an ontology-based classifier for video shots. For building and evaluating this classifier we have relied on the TRECVID2010 development dataset IACC.1.tv10.training, that has been provided by TRECVID organizers to facilitate training in various different tasks of 2010 competition. The dataset is composed of 118581 shots annotated with 130 concepts. The reason for choosing this dataset over the datasets used in the previous years, was that 2010 was the first year where the organizers provided an ontology with the relations between 104 of the 130 available concepts. The availability of such an ontology is an important motivation for employing our approach, since the incorporation of domain knowledge in the analysis process is one of its great advantages. In order to facilitate training and testing we have split the 118581 shots to 59291 training $T_{\text{train}}$ and 59290 testing $T_{\text{test}}$ shots.

#### Engineering the ontology and building the BN:

By examining the ontology relations provided with the dataset, we observed that there were 9 concepts, namely Person,

---
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Outdoor, Indoor, Vegetation, Vehicle, Politics, Animal, Sports, Science, Technology, that acted as super-classes of all other concepts in the ontology. Based on this fact, and given that the goal of our approach is to infer the presence of a high-level concept by accumulating the effect of the existing evidence, we consider these 9 concepts to be the root concepts or our ontologies. Out of the remaining 95 concepts, 45 were chosen as textual concepts based on the availability of Automatic Speech Recognition (ASR) transcripts for a relatively high number of the shots annotated with these concepts. This selection strategy was motivated by the need to ensure that there will be sufficient textual information to extract evidence for the textual concepts. The remaining 50 concepts were considered as visual. When considering the textual-only or visual-only analysis case, the root concepts are only supported by the 45 textual or the 50 visual concepts, respectively. In the cross media analysis case all available concepts are used. The output of the multi-class video-shot classifier is a confidence degree for each of the 9 root concepts. Crisp decisions can be taken by applying a threshold on these confidence degrees. Having engineered the ontologies for the three analysis cases (i.e. textual-only, visual-only and cross-media), we used the methodology described in Sections 3.1 and 3.2 to construct the corresponding BNs. The CPTs were learned by applying the EM algorithm on the concept labels of the shots included in $T^{train}$ and evidence-driven probabilistic inference was performed as described in Section 3.4.1.3.

Modality synchronization: Each of the shots included in the TRECVID2010 development dataset consists of its key-frame (i.e. an image) and the ASR transcripts of the spoken dialogs within the shot time-frame. In this case we consider that a conceptual relation exists between the key-frame and the ASR transcript of a shot. Thus, classification is performed for every shot by combining the visual and textual evidence extracted from the corresponding key-frame and ASR transcript, respectively.

Single-medium analysis: For extracting the likelihood estimates of the textual concepts we have employed the textual analysis approach described in Section 3.4.1.2. In this case, the values of semantic relatedness are estimated between the textual concept and every word included in the ASR transcript of the analyzed shot. By averaging the semantic relatedness values as described in Section 3.4.1.2 we obtain a likelihood estimate per textual concept, for each shot.
Due to the fact that the annotations provided by TRECVID are at the global level of the image and not at the level of regions, as required by the technique of Section 3.4.1.2, we have employed a different method for visual analysis. In this case, the visual representation of the images was extracted by applying the feature extraction technique described in [144]. More specifically, a set of interest points was detected in every image by applying the Harris-Laplace point detector on intensity channel [145]. For each of the identified interest points a 128-dimensional SIFT descriptor was computed using the version described by Lowe [146]. Then, a Visual Word Vocabulary (Codebook) [147] was created by using the K-Means algorithm to cluster in 500 clusters, approximately 3 million SIFT descriptors that were sub-sampled from a total amount of $\approx 200$ million SIFT descriptors, extracted from $\approx 120$ thousand training images. The Codebook allows the SIFT descriptors of all interest points to be vector quantized against the set of Visual Words and create a histogram of 500 dimensions. Finally, additional histograms were extracted from specific parts of the image. Using a 2x2 subdivision of the image, one histogram was extracted for each image quarter. Similarly, using a 1x3 subdivision consisting of three horizontal bars, one histogram was extracted for each bar. In the end all histograms were concatenated to form a 4000-dimensional visual representation of the image. After obtaining the visual representation of the images, Support Vector Machines (SVMs) [141] were used for generating the concept detection models. The 59291 key-frames included in $T_{\text{train}}$ were used for training the concept detection models. Tuning arguments included the selection of Gaussian radial basis kernel and the use of cross validation for selecting the kernel parameters.

**Video-shot classification results:** The performance of our video-shot classifier was evaluated on $T_{\text{test}}$, for the cases of visual-only, textual-only and cross media analysis. In Fig. 3.30 we report results for the 9 root concepts. Fig. 3.30(a) depicts the precision-recall curves achieved by each analysis case. The curves are obtained by uniformly scaling the decision threshold between [0,1] and averaging between all root concepts. As expected the video-shot classifier incorporating evidence across media outperforms the classifiers that incorporate only textual or only visual information. In contrast to the analysis results on compound documents reported in Fig. 3.26, in this case the video-shot classifier based on visual analysis performs better than the classifier relying
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on textual analysis. This can be attributed to the low quality of ASR transcripts or the complete absence of transcripts for a non-negligible amount of shots.

Figure 3.30: Cross vs single media analysis performance using TRECVID2010 dataset
a) Precision-recall curves obtained by uniformly scaling the decision threshold between [0,1] and averaging between all root concepts, b) Average precision scores for the 9 root concepts
In Fig. 3.30(b) we report the Average Precision (AP) scores for the 9 root concepts, since this is the metric used by the TRECVID organizers. We can see that the improvement in performance achieved by the cross-media classifier is consistent across all root concepts and in certain cases by a significant amount, as in the case of *Sports*. Our experimental results show that the superiority of the cross media classifier over its single-medium counterparts is evident in all experimental settings, advocating the efficiency of our approach.

In order to compare our work with existing state-of-the art methods, we have relied on the evaluation results released by the organizers of TRECVID2010 for the task of *Semantic Indexing*. In the context of this task all submissions were evaluated for a set of 30 concepts\(^1\), subset of the total set of 130 concepts. In order to facilitate the comparison of our work with the methods participated in the competition, we have employed a modified version of our video shot classifier. This version works in a similar way with the previous case, with the additional functionality that likelihood estimates are also given for the root nodes of the BN, providing useful evidence for the existence of their child nodes. In this way we manage to obtain inferred confidence degrees for 26 of the concepts that have been used for evaluation. No confidence degrees were obtained for the concepts *Doorway, Explosion Fire, Hand, Telephones*, since they were not included in the ontology provided by the organizers. Fig. 3.31 compares the Average Precision achieved by our framework against the top-scoring run and the average performance among all 101 runs, submitted for the *Semantic Indexing* task [148].

It is important to note that the performance figures depicted in Fig. 3.31 are not directly comparable due to the following reasons. The dataset used for training and testing are not identical, since we have trained our classifier using half portion of the development dataset and evaluated its performance using the other half. On the contrary, the methods submitted for the *Semantic Indexing* competition used the full development dataset for training and evaluated their performance using an independent test set. Moreover, the performance scores provided by the organizers refer to the

---

\(^1\)Airplane flying, Animal, Asian People, Bicycling, Boat-ship, Bus, Car Racing, Cheering, Cityscape, Classroom, Dancing, Dark-skinned People, Demo or protest, Doorway, Explosion Fire, Female-Human-Face-Closeup, Flowers, Ground Vehicles Hand, Mountain, Nighttime, Old People, Running, Singing, Sitting Down, Swimming, Telephones, Throwing, Vehicle, Walking
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Figure 3.31: Comparison of our framework for 26 concepts against the top-scoring method and the average performance among all 101 runs, submitted for TRECVID2010 Semantic Indexing task.

Inferred Average Precision [149] which is an approximation of Average Precision when the available annotations are incomplete. The figures provided for our framework refer to Average Precision since we had complete annotations for our test set. Despite the above, it is clear that our method compares favorably with the performance achieved by the state-of-the-art methods. Among the 26 evaluated concepts our method outperforms the top-scoring methods in 11 and surpass the average performance score in 21 cases. The Mean Average Precision achieved by our framework (15.4%) is improved by 1.3% units compared to the Mean Average Precision of the top-scoring methods (14.1%) and by 11.4% units compared to the average performance scores (4%).
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3.5 Discussion of our experimental findings

Both case studies have verified the effectiveness of the proposed probabilistic inference framework in improving the performance of concept detectors by using their output as evidence. We have seen how domain knowledge and application context act beneficially in media interpretation by favoring the co-occurrence of evidence that are known from experience to co-exist. Given that in all examined cases the improvement in performance derives mainly from the incorporation of knowledge and context to the analysis process, we may rightfully claim that the proposed framework can be used to improve the performance of any set of concept detectors that produce a probabilistic output.

Going a bit deeper in Section 3.3 particularly interesting have been the results of Section 3.3.3.1, which led us to the conclusion that the amount and nature of the semantic information that can be used to enhance image interpretation depends largely on the special characteristics of the domain. More specifically, although using the information from the knowledge structure $K_D$ and the causality relations $W_{ij} \in X$ obtained from context was proven to be useful in all cases, the semantic constraints originating from the domain were only able to facilitate image interpretation when the imposed rules were sufficiently concrete. For instance, the disjointness between “Tennis” and all other category concepts of the $PS$ domain expresses a rather strict distinction that is suggested by knowledge. On the contrary, attempts to incorporate semantic constraints that, although valid from the point of logic, were less strict from the visual inference point of view didn’t result in performance improvements. Another interesting experimental finding was observed in Section 3.3.3.4, showing that a sufficiently large amount of training data is required for approximating the prior and conditional probabilities using frequency information. Indeed, it was evident that the availability of realistic prior and conditional probabilities for the BN nodes is particularly important for the efficiency of our framework. Learning them from data was only possible when there were enough training samples to learn from. However, given that the manual annotation of images is a cumbersome procedure, especially at region level, this option is not always feasible. In such cases a potential solution to the problem could be to mine the necessary annotations from social sites like Flickr that are being populated with hundreds of user tagged images on a daily basis. This was actually our basic motivation for developing the framework for scalable object detection, presented in Chapter 4.
3.5 Discussion of our experimental findings

Similar conclusions have also been drawn from the experimental study presented in Section 3.4, that was conducted with the goal to examine whether the proposed probabilistic inference framework can be used to effectively combine evidence extracted across media. Our experimental findings in Section 3.4.2.2 have indeed verified that there are many cases where the high-level concepts contained in a multi-modal resource can only be extracted if evidence is considered across media. Moreover, it has been shown in Section 3.4.2.2 that the information coming from the domain knowledge is particularly useful when dealing with heterogeneous types of content, even if provided in a very simplistic and rough form. Interesting were also the results of Section 3.4.2.2 showing that when performing cross media analysis, the generative models are more suitable for incorporating explicit knowledge and outperform the discriminative models that lack a straightforward way to benefit from such knowledge. Finally, a drawback related to the amount of annotation effort was also revealed in this case study posing the requirement to deeply model the analysis context, both in terms of engineering the domain ontology and producing the necessary cross media annotations. This is a critical requirement that makes our framework appropriate for cases where this effort is justified by the added value in the application, or in cases where social media can be used to mine the necessary annotations.
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Chapter 4

Scalable object detection by leveraging social media

In this chapter we present an approach that leverages social media for the effortless learning of object detectors [150]. We are motivated by the fact that the increased training cost of methods demanding manual annotation, limits their ability to easily scale in different types of objects and domains. At the same time, the rapidly growing social media applications have made available a tremendous volume of tagged images, which could serve as a solution for this problem [151]. However, the nature of annotations (i.e. global level) and the noise existing in the associated information (due to lack of structure, ambiguity, redundancy and emotional tagging), prevents them from being readily compatible (i.e. accurate region level annotations) with the existing methods for training object detectors. We overcome this deficiency by using the collective knowledge aggregated in social sites to automatically determine a set of image regions that can be associated with a certain object [152], [153], [154].

4.1 Description of the proposed approach

Machine learning algorithms for object detection fall within two main categories that are characterized by the annotation granularity of their learning samples. The algorithms that are designed to learn from strongly annotated samples [155], [156], [157] (i.e. samples in which we know the exact location of an object within an image) and the algorithms that learn from weakly annotated samples [158], [11], [9], [66] (i.e. samples in
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which we known that an object is depicted in the image, but its location is unknown). In the first case, the goal is to learn a mapping from visual features $f_i$ to semantic labels $c_i$ (e.g. a face [155], [157] or a car [156]) given a training set made of pairs $(f_i, c_i)$. New images are annotated by using the learned mapping to derive the semantic labels that correspond to the visual features of the new image. On the other hand, in the case of weakly annotated training samples the goal is to estimate the joint probability distribution between the visual features $f_i$ and the semantic labels $c_i$ given a training set made of pairs between sets $\{(f_1, \ldots, f_n), (c_1, \ldots, c_m)\}$. New images are annotated by choosing the semantic labels that maximize the learned joint probability distribution given the visual features of the new image. Some indicative works that fall within the weakly supervised framework include the ones relying on aspect models like probabilistic Latent Semantic Analysis (pLSA) [158], [159] and Latent Dirichlet Allocation (LDA) [160], [161], which are typically used for estimating the necessary joint probability distribution.

While model parameters can be estimated more efficiently from strongly annotated samples, such samples are very expensive to obtain raising scalability problems. On the contrary, weakly annotated samples can be easily obtained in large quantities from social networks but the estimation of model parameters is far more difficult. Motivated by this fact our work aims at combining the advantages of both strongly supervised (learn model parameters more efficiently) and weakly supervised (learn from samples obtained at low cost) methods, by allowing the strongly supervised methods to learn from training samples that can be mined from collaborative tagging environments. The problem we consider is essentially a multiple-instance learning problem in noisy context, where we try to exploit the noise reduction properties that characterize massive user contributions, given that they encode the collective knowledge of multiple users. Indeed, Flickr hosts a series of implicit links between images that can be mined using criteria such as geo-location information, temporal proximity between the image timestamps, or images associated with the same event. The goal of this work is to exploit the social aspect of the contributed content at the level of tags. More specifically, given that in social tagging environments the generated annotations may be considered to be the result of the collaboration among individuals, we can reasonably expect that tag assignments are filtered by the collaborative effort of the users, yielding more consistent annotations. In this context, drawing from a large pool of weakly annotated images,
our goal is to benefit from the knowledge aggregated in social tagging systems in order to automatically determine a set of image regions that can be associated with a certain object.

In order to achieve this goal, we consider that if the set of weakly annotated images is properly selected, the most populated tag-“term” and the most populated visual-“term” will be two different representations (i.e. textual and visual) of the same object. We define tag-“terms” to be sets of tag instances grouped based on their semantic affinity (e.g. synonyms, derivatives, etc.). Respectively, we define visual-“terms” to be sets of region instances grouped based on their visual similarity (e.g. clustering using the regions’ visual features). The most populated tag-“term” (i.e. the most frequently appearing tag, counting also its synonyms, derivatives, etc.) is used to provide the semantic label of the object that the developed classifier is trained to recognize, while the most populated visual-“term” (i.e. the most populated cluster of image regions) is used to provide the set of positive samples for training the classifier in a strongly supervised manner. Our method relies on the fact that due to the common background that most users share, the majority of them tend to contribute relevant tags when faced with similar types of visual content [162]. Given this fact, it is expected that as the pool of the weakly annotated images grows, the most frequently appearing “term” in both tag and visual information space will converge into the same object.

In the following we describe the general architecture of our approach and provide technical details for the independent analysis components. Subsequently, we provide some theoretical insight on the convergence properties of our approach and present the experimental findings that are used to support our claims.

4.2 Architecture and Components Description

4.2.1 General Architecture

The approach we propose for leveraging social media to train object detection models is depicted in Fig. 4.1. The analysis components that we can identify are: a) construction of an appropriate image set, b) image segmentation, c) extraction of visual features from image regions, d) clustering of regions using their visual features, and e) supervised learning of object recognition models using strongly annotated samples.
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More specifically, given an object $c_k$ that we wish to train a detector for (e.g. sky in Fig. 4.1), our approach starts from a large collection of user tagged images and performs the following actions. Images are appropriately selected so as to formulate a set of images that emphasizes on object $c_k$. By emphasizing we refer to the case where the majority of the images within the image set depict a certain object and that the linguistic description of that object can be obtained from the most frequently appearing tag (see Section 4.2.2.1 for more details). Subsequently, clustering is performed on all regions extracted from the images of the image set, that have been pre-segmented using an automatic segmentation algorithm. During region clustering the image regions are represented by their visual features and each of the generated clusters typically contains visually similar regions. Since the majority of the images within the selected image set depicts instances of the desired object $c_k$, we anticipate that the majority of regions representing the object of interest will be gathered in the most populated cluster, pushing all irrelevant regions to the other clusters. Eventually, we use as positive samples the visual features extracted from the regions belonging to the most populated cluster, to train in a supervised manner an SVM-based binary classifier for recognizing instances of $c_k$. After training the classifier, object detection is performed on unseen images by using the automatic segmentation algorithm to extract their regions and apply the classifier to decide whether these regions depict $c_k$.

4.2.2 Analysis Components

We use the notation of Table 4.1 to provide technical details, formalize the functionality and describe the links between the components employed by our framework.

4.2.2.1 Construction of an appropriate image set

In this section we refer to the techniques that we use in order to construct a set of images emphasizing on object $c_k$, based on the associated textual information (i.e. annotations). If we define $\text{ling}(c_k)$ to be the linguistic description of $c_k$ (e.g. the words “sky”, “heaven”, “atmosphere” for the object sky), a function describing the functionality of this component takes as input a large set of images and $\text{ling}(c_k)$, and returns a set of images $S^{c_k}$, subset of the initial set, that emphasizes on object $c_k$.

\[
\text{imageSet}(S, \text{ling}(c_k)) = S^{c_k} \subset S
\]  

(4.1)
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Figure 4.1: Proposed framework for leveraging a set of user tagged images to train a model for detecting the object \textit{sky}.

For the purposes of our work we use three different implementations of this function based on the type of associated annotations.

**Keyword-based selection:** This approach is used for selecting images from strongly annotated datasets. These datasets are hand-labeled at region detail and the labels provided by the annotators can be considered to be mostly accurate and free of ambiguity. Thus, in order to create $S^{ck}$ we only need to select the images where at least one of its regions is labeled with $\text{ling} (c_k)$.

**Flickr groups:** Flickr groups\footnote{http://www.flickr.com/groups/} are virtual places hosted in collaborative tagging environments that allow social users to share content on a certain topic, which can be also an object. Although managing flickr groups still involves some type of human an-
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Table 4.1: Legend of used notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>The complete social media dataset</td>
</tr>
<tr>
<td>$N$</td>
<td>The number of images in $S$</td>
</tr>
<tr>
<td>$S_{ck}$</td>
<td>An image set, subset of $S$ that emphasizes on object $c_k$</td>
</tr>
<tr>
<td>$n$</td>
<td>The number of images in $S_{ck}$</td>
</tr>
<tr>
<td>$I$</td>
<td>An image from $S$</td>
</tr>
<tr>
<td>$R = {r_i, i = 1, \ldots, m}$</td>
<td>Complete set of regions identified in all images of $S_{ck}$ by an automatic segmentation algorithm</td>
</tr>
<tr>
<td>$T = {t_i, i = 1, \ldots, n}$</td>
<td>Complete set of tags contributed for all images of $S_{ck}$ by web users</td>
</tr>
<tr>
<td>$F = {f(r_i), i = 1, \ldots, m}$</td>
<td>Complete set of visual features extracted from all regions in $R$</td>
</tr>
<tr>
<td>$C = {c_i, i = 1, \ldots, t}$</td>
<td>Set of distinct objects that appear in the image set $S_{ck}$</td>
</tr>
<tr>
<td>$R = {r_i, i = 1, \ldots, o}$</td>
<td>Set of clusters created by performing clustering on the regions extracted from all images of $S_{ck}$ based on their visual similarity (i.e. visual-terms)</td>
</tr>
<tr>
<td>$T = {t_j, j = 1, \ldots, d}$</td>
<td>Set of clusters created by clustering together the tags contributed for all images in $S_{ck}$, based on their semantic affinity (i.e. tag-terms)</td>
</tr>
<tr>
<td>$p_{c_i}$</td>
<td>Probability that tag-based image selection draws from $S$ an image depicting $c_i$</td>
</tr>
<tr>
<td>$TC_i$</td>
<td>Number of regions depicting object $c_i$ in $S_{ck}$</td>
</tr>
</tbody>
</table>

*we use normal letters (e.g. $z$) to indicate individuals of some population and bold face letters (e.g. $Z$) to indicate clusters of individuals of the same population

notation (i.e. a human assigns an image to a specific flickr group) it can be considered weaker than the previous case since this type of annotation does not provide any information about the boundaries of the object depicted in the image. From here on we will refer to the images obtained from flickr groups as roughly-annotated images. In this case, $S_{ck}$ is created by taking a predefined number of images from a flickr group that is titled with ling$(c_k)$. Here, the tags of the images are not used as selection criteria. One drawback of flickr groups derives from the fact that since they are essentially virtual places they are not guaranteed to constantly increase their size and therefore cater for datasets of arbitrary scale. Indeed, the total number of positive samples that can be
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extracted from the images of a *flickr group* has an upper limit on the total number of images that have been included in this group by the users, which is typically much smaller than the total number of flickr images that actually depict this object. This is the reason that we also investigate the following selection technique that operates on image tags and is therefore capable of producing considerably larger sets of images emphasizing on a certain object.

**SEMSOC:** SEMSOC stands for SEmantic, SOcial and Content-based clustering and is applied on weakly annotated images in order to create sets of images emphasizing on different topics. SEMSOC was introduced by Giannakidou et. al. in [163] and is an un-supervised model for the efficient and scalable mining of multimedia social-related data that jointly considers social and semantic features. Given the tendency of social tagging systems to formulate knowledge patterns that reflect the way content is perceived by the web users [162], SEMSOC aims at identifying these patterns and creating an image set emphasizing on \( c_k \). The reason for adopting this approach is to overcome the limitations that characterize collaborative tagging systems such as tag spamming, tag ambiguity, tag synonymy and granularity variation (i.e. different description level). The outcome of applying SEMSOC on a large set of images \( S \), is a number of image sets \( S^{c_i} \subset S, \quad i = 1, \ldots, m \), where \( m \) is the number of created sets. This number is determined empirically, as described in [163]. Then in order to obtain the image set \( S^{c_k} \) that emphasizes on object \( c_k \), we select the SEMSOC-generated set \( S^{c_i} \) where its most frequent tag closely relates with \( \text{ling}(c_k) \). Although the image sets generated by SEMSOC are not of the same quality as those obtained from *flickr groups*, they can be significantly larger favoring the convergence between the most populated visual- and tag-“term”. In this case, the total number of positive samples that can be obtained is only limited by the total number of images that have been uploaded on the entire flickr repository and depict the object of interest. Moreover, since SEMSOC considers also the social and semantic features of tags when creating the sets of images, the resulting sets are expected to be of higher semantic coherence than the sets created using for instance, a straightforward tag-based search. Fig. 4.2 shows four examples of image clusters generated by SEMSOC along with the corresponding most frequent tag.
Figure 4.2: Examples of image sets generated using SEMSOC (in caption the corresponding most frequent tag). It is clear that the majority of images in each set include instances of the object that is linguistically described by the most frequent tag. The image is best viewed in color and with magnification.
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4.2.2.2 Segmentation

Segmentation is applied on all images in $S^{ck}$ with the aim to extract the spatial masks of visually meaningful regions. In our work, we have used a K-means with connectivity constraint algorithm as described in \[164\]. The output of this algorithm, when applied to a single image, is a set of segments which roughly correspond to meaningful objects, as shown in Fig. 4.1. Thus, the segmentation analysis component takes as input the full set of images that are included in $S^{ck}$ and generates an extensive set of independent image regions:

$$\text{segm}(S^{ck}) = \{ r_i \in R : \forall I \in S^{ck} \}$$ (4.2)

4.2.2.3 Visual Descriptors

In order to visually describe the segmented regions we have employed an approach similar to the one described in \[144\], with the important difference that in our case descriptors are extracted to represent each of the identified image regions, rather than the whole image. More specifically, for detecting interest points we have applied the Harris-Laplace point detector on intensity channel, which has shown good performance for object recognition \[165\]. In addition, we have also applied a dense-sampling approach where interest points are taken every $6^{th}$ pixel in the image. For each interest point (identified both using the Harris-Laplace and dense sampling) the 128-dimensional SIFT descriptor is computed using the version described by Lowe \[166\]. Then, a Visual Word Vocabulary (Codebook) is created by using the K-Means algorithm to cluster in 300 clusters, approximately 1 million SIFT descriptors that were sub-sampled from a total amount of 28 million SIFT descriptors extracted from 5 thousand training images. The Codebook allows the SIFT descriptors of all interest points enclosed by an image region, to be vector quantized against the set of Visual Words and create a histogram. Thus, a 300-dimensional feature vector $f(r_i)$ is extracted $\forall r_i \in R$, which contains information about the presence or absence of the Visual Words included in the Codebook. Then, all feature vectors are normalized so that the sum of all elements of each feature vector is equal to 1. Thus, the visual descriptors component takes as input the full
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set of independent image regions $R$ extracted from all images in $S_{ck}$ and generates an equivalent number of feature vectors.

$$vis(R) = \{ f(r_i) \in F : \forall r_i \in R \} \quad (4.3)$$

4.2.2.4 Clustering

For performing feature-based region clustering we applied the affinity propagation clustering algorithm on all extracted feature vectors $F$. Affinity propagation was proposed by Frey and Dueck [167] and selected for our work due to the following reasons:

a) The requirements of our framework imply that in order to learn an efficient object detection model, clustering will have to be performed on a considerably large number of regions, making computational efficiency an important issue. In contrast to common clustering algorithms that start with an initial set of randomly selected centers and iteratively refine this set so as to decrease the sum of squared errors, affinity propagation simultaneously considers all data points as potential centers. By viewing each data point as a node in a network, affinity propagation recursively transmits real-valued messages along the edges of the network until a good set of centers and corresponding clusters emerges. In this way, it removes the need to re-run the algorithm with different initializations, which is very beneficial in terms of computational efficiency.

b) The fact that the number of objects depicted in the full set of images can not be known in advance, poses the requirement for the clustering procedure to automatically determine the appropriate number of clusters based on the analyzed data. Affinity propagation, rather than requiring that the number of clusters is pre-specified, takes as input a real number for each data point, called “preference”. These “preference” values influence the number of identified clusters, which also emerges from the message-passing procedure. If a priori, all data points are equally suitable as centers (as in our case) the preferences should be set to a common value. This value can be varied to produce different numbers of clusters and taken for example to be the median of the input similarities (resulting in a moderate number of clusters) or their minimum (resulting in a small number of clusters). The minimum value has been used in our experiments.

Thus, the clustering component takes as input the full set of feature vectors extracted by the visual descriptors component and generates clusters of feature vectors based on a similarity distance between those vectors. These clusters of feature vectors
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can be directly translated to clusters of regions since there is one to one correspondence between regions and feature vectors. Thus, the functionality of the clustering component can be described as follows:

\[ \text{clust}(F) = \{ r_i \in \mathbb{R} \} \]  \hspace{1cm} (4.4)

Out of the generated clusters of regions we select the most populated \( r_v \), as described in detail in Section 4.3, and we use the regions included in this cluster to learn the parameters of a model recognizing \( c_k \).

4.2.2.5 Learning Model Parameters

Support Vector Machines (SVMs) [141] were chosen for generating the object detection models due to their ability in smoothly generalizing and coping efficiently with high-dimensionality pattern recognition problems. All feature vectors corresponding to the regions assigned to the most populated \( r_v \) of the generated clusters, are used as positive samples for training a binary classifier. Negative examples are chosen arbitrarily from the remaining dataset. Tuning arguments include the selection of Gaussian radial basis kernel and the use of cross validation for selecting the kernel parameters. Thus, the functionality of the model learning component \( (m_{c_k}) \) can be described by the following function:

\[ \text{svm}(\text{vis}(r_v), c_k) = m_{c_k} \]  \hspace{1cm} (4.5)

4.3 Theoretical grounding & intuitive analysis

4.3.1 Problem Formulation

The goal of our framework is to train an SVM-based binary classifier in order to recognize whether a region \( r_i \) of an un-seen image \( I \) depicts a certain object \( c_k \). In order to do that, we need to provide the classifier with a set of positive and a set of negative samples (i.e. image regions) for \( c_k \). Given that negative samples can be chosen arbitrarily from a random population, our main problem is to find a set of image regions depicting the object \( c_k \), \( (r^+, c_k) \). The + superscript indicate positive training samples. However, the annotations found in social networks are in the form of tagged images
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\{I, (t_1, t_2, \ldots, t_n)\}, which can be transformed to \{(r_1, r_2, \ldots, r_m)^I, (t_1, t_2, \ldots, t_n)^I\} after segmenting I into regions. Ideally, the tagged images could be used to extract the positive samples for \(c_k\) if we could perfectly cluster the visual and tag information space. More specifically, If we take \(R\) and \(T\) to be the total set of regions and tags extracted from all images in \(S\) respectively, by performing clustering based on the similarity between the individuals of the same population (i.e. visual similarity for image regions and semantic affinity for contributed tags), we are able to generate clusters of individuals in each population as shown below:

\[
\text{visualCluster}(R) = r_i, \quad r_i \subseteq R \quad \text{visual-terms} \\
\text{tagCluster}(T) = t_j, \quad t_j \subseteq T \quad \text{tag-terms}
\]

(4.6)

Now, given a large set of tagged images \(I \in S\) this process would produce for each object \(c_l\) depicted by the images of \(S\), a triplet of the form \((r_i, t_j, c_l)\). Ideally in each triplet, \(r_i\) is the set of regions extracted from all images in \(S\) that depict \(c_l\), and \(t_j\) is the set of tags from all images in \(S\) that were contributed to linguistically describe \(c_l\). We consider that an object \(c_l\) may have many different instantiations in both visual (e.g. different angle, illumination, etc.) and tag (e.g. synonyms or derivatives of the words expressing the object; for instance the object sea can be linguistically described using many different words such as “sea”, “seaside”, “ocean”, etc.) information space. Thus, \(r_i\) can be used to provide the positive samples required to train the SVM-based classifier, while \(t_i\) can be used to provide the linguistic description of the object that the classifier is trained to recognize. However, the aforementioned process can only be made feasible in the ideal case where the image analysis works perfectly and there is no noise in the contributed tags. This is highly unlikely due to the following reasons. From the perspective of visual analysis, in case of over or under segmentation, or in case the visual descriptors are inadequate to perfectly discriminate between different semantic objects, it is very likely that the clustering algorithm will create a different number of clusters than the actual number of semantic objects depicted by the images of \(S\), or even mix regions depicting different objects into the same cluster. From the perspective of tag-analysis the well known problems of social networks (i.e. lack of structure, ambiguity, redundancy and emotional tagging) hinders the process of clustering together the tags contributed to refer to the same object.

For this reason, in our work, we relax the constraints of the aforementioned problem and instead of requiring that one triplet is extracted for every object \(c_l\) depicted by the
images of $S$, we only aim at extracting the triplet corresponding to the object $c_k$, which is the object emphasized by the processed image set. Thus, the first step is to create an appropriate set of images $S^{c_k}$ that emphasizes on object $c_k$. Then, based on the assumption that there will be a connection between what is depicted by the majority of the images in $S^{c_k}$ and what is described by the majority of the contributed tags, we investigate the level of semantic consistency (i.e. the level of which the majority of regions included in $r_v$ depict $c_k$ and the majority of tags included in $t_g$ are linguistically related with $c_k$) of the triplet $(r_v, t_g, c_k)$, if $v$ and $g$ are selected as follows. Since both $r_i$ and $t_j$ are clusters (of images regions and tags, respectively), we can apply the $Pop(\cdot)$ function on them, that calculates the population of a cluster (i.e. the number of instances included in the cluster). Then $v$ and $g$ are selected such as the corresponding clusters are the most populated from all clusters generated by the clustering functions of eq. (4.6), that is $v = \arg \max_i (Pop(r_i))$ and $g = \arg \max_j (Pop(t_j))$.

Although the errors generated from imperfect visual analysis may have different causes (e.g. segmentation error, imperfect discrimination between objects), they all hinder the creation of semantically consistent region clusters. Therefore, in our work, we consider that the error generated from the inaccurate clustering of image regions with respect to the existing objects ($error_{cl-obj}$), incorporates all other types of visual analysis error. Similarly, although the contributed tags may incorporate different types of noise (i.e. ambiguity, redundancy, granularity variation, etc.) they all hinder the process of associating a tag with the objects that are depicted in the image, and thus is reflected on the level of emphasis that is given on object $c_k$ when collecting $S^{c_k}$.

Eventually, the problem addressed in this work is what should be the characteristics of $S^{c_k}$ and $error_{cl-obj}$ so as the triplet $(r_v, t_g, c_k)$ determined as described above, to satisfy our objective (i.e. that the majority of regions included in $r_v$ depicts $c_k$ and the majority of tags included in $t_g$ are linguistically related with $c_k$).

4.3.2 Image set construction

In order to investigate how the characteristics of the constructed image set $S^c$ impact the success probability of our approach, we need to analytically express the association between the number of images included in $S^c$ with the expected number of appearances of any object depicted by those images. Using image tag information to construct an image set that emphasizes on a certain object (e.g. $c_1$), can be viewed as the process
of selecting images from a large pool of weakly annotated images using as argument \( ling(c_1) \) (i.e. the linguistic description of \( c_1 \) along with possible synonyms, derivatives, etc). Although misleading and ambiguous tags will hinder this process, the expectation is that as the number of selected images grows, there will be a connection between what is depicted in the majority of the selected images and what is described by the majority of the contributed tags. This can be formalized as follows. When one picks an image from a pool of weakly annotated images using \( ling(c_1) \) as an argument, the probability that the selected image depicts \( c_1 \) is greater than the probability that the image depicts any other object.

Let us assume that we construct an image set \( S^{c_1} \subset S \) that emphasizes on object \( c_1 \). What we are interested in is the frequency distribution of objects \( c_i \in C \) appearing in \( S^{c_1} \) based on their frequency rank. We can view the process of constructing \( S^{c_1} \) as the act of populating an image set with images selected from a large dataset \( S \) using certain criteria. In this case, the number of times an image depicting object \( c_i \) appears in \( S^{c_1} \), can be considered to be equal with the number of successes in a sequence of \( n \) independent success/failure trials, each one yielding success with probability \( p_{c_i} \). Given that \( S \) is sufficiently large, drawing an image from this dataset can be considered as an independent trial. Thus, the number of images in \( S^{c_1} \) that depict object \( c_i \in C \) can be expressed by a random variable \( K \) following the binomial distribution with probability \( p_{c_i} \). Eq. (4.7) shows the probability mass function of a random variable following the binomial distribution:

\[
Pr_{c_i}(K = k) = \binom{n}{k} p_{c_i}^k (1 - p_{c_i})^{n-k} \quad (4.7)
\]

Given the above, we can use the expected value \( E(K) \) of a random variable following the binomial distribution to estimate the expected number of images in \( S^{c_1} \) that depict object \( c_i \in C \), if they are drawn from the initial dataset \( S \) with probability \( p_{c_i} \). This is actually the value of \( k \) maximizing the corresponding probability mass function, which is:

\[
E_{c_i}(K) = np_{c_i} \quad (4.8)
\]
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Figure 4.3: a) Distribution of \#appearances \( \forall c_i \in C \) based on their frequency rank, for \( n=100 \) and \( p_{c_1}=0.9, p_{c_2}=0.7, p_{c_3}=0.5, p_{c_4}=0.3, p_{c_5}=0.1 \). b) Difference of \#appearances between \( c_1, c_2 \), using fixed values for \( p_{c_1}=0.8 \) and \( p_{c_2}=0.6 \) and different values for \( n \).

If we consider \( \gamma \) to be the average number of times an object appears in an image, then the number of appearances (\#appearances) of an object in \( S^{c_1} \) is:

\[
TC_i = \gamma np_{c_i}
\]

(4.9)

Moreover, based on the assumption mentioned earlier in this section, we accept that there will be an object \( c_1 \) that is drawn (i.e. appears in the selected image) with probability \( p_{c_1} \) higher than \( p_{c_2} \), which is the probability that an image depicting \( c_2 \) is drawn, and so forth for the remaining \( c_i \in C \). This assumption is experimentally verified in Section 4.4.1 where the frequency distribution of objects for different image sets are measured in a manually annotated dataset. Finally, using eq. (4.9) we can estimate the expected number of appearances (\#appearances) of an object in \( S^{c_1} \), \( \forall c_i \in C \). Fig. 4.3(a) shows the \#appearances \( \forall c_i \in C \) against their frequency rank, given some example values for \( p_{c_i} \) with \( p_{c_1} > p_{c_2} > \ldots \). It is clear from eq. (4.9) that if we consider the probabilities \( p_{c_i} \) to be fixed, the expected difference, in absolute terms, on the \#appearances between the first and the second most highly ranked objects \( c_1 \) and \( c_2 \) increases as a linear function of \( n \) (see Fig. 4.3(b) for some examples). Based on this observation and given the fact that as \( N \) increases \( n \) will also increase, we examine how the population of the generated region clusters relates with \( error_{cl-obj} \) and \( n \).
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4.3.3 Intuitive analysis

The purpose of this section is to help the reader derive some intuitive conclusions about the impact of the dataset size and the error introduced by the visual analysis algorithms $error_{cl-obj}$, on the success probability of our approach. In order to do this we examine clustering from the perspective of how much a possible solution deviates from the perfect case. This allows us to approximate $error_{cl-obj}$ with a measurable quantity and derive an analytical form of the association between the visual analysis error, the size of the dataset and an indicator of the success probability of our approach.

Given an image set $S^{c_1}$ that emphasizes on object $c_1$ the goal of region clustering is to group together regions representing the same object. If perfect grouping is accomplished in a semantic sense, the distribution of clusters’ population based on their population rank coincides with the distribution of objects’ #appearances based on their frequency rank. In this case, the most populated cluster contains all regions depicting the most frequently appearing object. However, as the visual analysis techniques are expected to introduce error, we are interested on the connection between the $error_{cl-obj}$ and the population of the resulting clusters. Since there is no way to explicitly measure the $error_{cl-obj}$, we use the notation of Table 4.2 to approximate its effect on the population of the generated clusters.

<table>
<thead>
<tr>
<th>Table 4.2: Notations for Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
</tr>
<tr>
<td>Pop$_{j}$</td>
</tr>
<tr>
<td>FP$_{1,j}$</td>
</tr>
<tr>
<td>FN$_{i,j}$</td>
</tr>
<tr>
<td>DR$_{i,j}$ =</td>
</tr>
<tr>
<td>FP$<em>{1,j}$ - FN$</em>{i,j}$</td>
</tr>
</tbody>
</table>

Without loss of generality we work under the assumption that due to the $error_{cl-obj}$, it is more likely for the cluster corresponding to the second most frequently appearing object to become more populated than the cluster corresponding to the first most frequently appearing object, than any other cluster. A cluster that corresponds to an object $c_i$ is considered to be the cluster that exhibits the highest F-measure ($F_1$) score, with respect to that object, among all generated clusters. Thus, the cluster
4.3 Theoretical grounding & intuitive analysis

corresponding to object \( c_i \) is found using function \( Z \), which is defined as:

\[
Z(c_i, R) = r_\kappa, \quad \kappa = \arg\max_j (F_1(c_i, r_j)) \tag{4.10}
\]

where \( F_1 \) is the harmonic mean of precision (prec) and recall (rec) and is calculated using the following equation:

\[
F_1(c_i, r_j) = \frac{2 \text{prec}_{i,j} \text{rec}_{i,j}}{\text{prec}_{i,j} + \text{rec}_{i,j}} \quad \text{with}
\]

\[
\text{rec}_{i,j} = \frac{TC_i - FN_{i,j}}{TC_i}, \quad \text{prec}_{i,j} = \frac{TC_i - FN_{i,j}}{Pop_j} \tag{4.11}
\]

Then, given that \( r_\kappa \) has been decided to be the corresponding cluster of \( c_i \), the population \( Pop_\kappa \) of the cluster \( r_\kappa \) is equal to the number of regions \( TC_i \) depicting \( c_i \), adding the number of false positives \( FP_{i,\kappa} \) and removing the number of false negatives \( FN_{i,\kappa} \) that have been generated from the error \( cl_{-obj} \). Thus, we have:

\[
Pop_\kappa = TC_i + FP_{i,\kappa} - FN_{i,\kappa} \Rightarrow
\]

\[
Pop_\kappa = TC_i + DR_{i,\kappa} \tag{4.12}
\]

\( DR_{i,\kappa} \) is defined to be the displacement of \( r_k \) with respect to \( c_i \) and is an indicator of how much the content of \( r_k \) deviates from the perfect solution. \( DR_{i,\kappa} \) shows how the \( Pop_\kappa \) of cluster \( r_\kappa \) is modified according to the error \( cl_{-obj} \) introduced by the visual analysis algorithms. Positive values of \( DR_{i,\kappa} \) indicate inflows in \( r_\kappa \) population, while negative values indicate leakages. In the typical case where the clustering result does not exhibit high values for \( FP_{i,\kappa} \) and \( FN_{i,\kappa} \) simultaneously (see Section 4.4.2), \( DR_{i,\kappa} \) is also an indicator of result’s quality since it shows how much the content of a cluster has been changed with respect to the perfect case. Let us denote \( r_\alpha = Z(c_1, R) \) and \( r_\beta = Z(c_2, R) \) the clusters corresponding to \( c_1 \) (i.e. the most frequently appearing object in \( S^{c_1} \)) and \( c_2 \) (i.e. the second most frequently appearing object in \( S^{c_1} \)), respectively. We are interested in the relation connecting \( Pop_\alpha \) and \( Pop_\beta \) given \( DR_{1,\alpha}, DR_{2,\beta} \). Thus we have:

\[
Pop_\alpha - Pop_\beta = TC_1 + DR_{1,\alpha} - TC_2 - DR_{2,\beta} \Rightarrow
\]

\[
Pop_\alpha - Pop_\beta = (TC_1 - TC_2) + (DR_{1,\alpha} - DR_{2,\beta}) \tag{4.13}
\]

We know about the first parenthesis on the right hand side of the equation that since \( S^{c_1} \) emphasizes on \( c_1 \) this object will appear more frequently than any other object in
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$S^{c_1}$, thus $TC_1 - TC_2 > 0$. In the case where the second parenthesis on the right hand side of the equation is also positive (i.e. $DR_{1,a} - DR_{2,\beta} > 0$), the value $Pop_\alpha - Pop_\beta$ will be greater than zero since it is the sum of two positive numbers. This indicates that despite the \textit{error}_{c-obj}, cluster $r_\alpha$ remains the most populated of the generated clusters and continues to be the most appropriate (i.e. in terms of the maximum $F_1$ criterion) cluster for training a model detecting object $c_1$. When $DR_{1,a} - DR_{2,\beta} > 0$ we can distinguish between the three qualitative cases for clustering that are described in Table 4.3. The superscripts are used to indicate the sign (i.e. positive or negative) of the corresponding displacement in each case.

<table>
<thead>
<tr>
<th>$DR_{1,a} - DR_{2,\beta} &gt; 0$</th>
<th>$DR^+<em>{1,a} &gt; DR^+</em>{2,\beta}$</th>
<th>Both $r_\alpha$ and $r_\beta$ increase their population but the inflows of $r_\alpha$ are greater than the inflows of $r_\beta$.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$DR^+<em>{1,a} &lt; DR^+</em>{2,\beta}$</td>
<td>$r_\alpha$ increases its population while $r_\beta$ reduces its own.</td>
</tr>
<tr>
<td></td>
<td>$DR^-<em>{1,a} &gt; DR^-</em>{2,\beta}$</td>
<td>Both $r_\alpha$ and $r_\beta$ reduce their population but the leakages of $r_\alpha$ are lesser than the leakages of $r_\beta$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$DR_{1,a} - DR_{2,\beta} &lt; 0$</th>
<th>$DR^+<em>{1,a} &lt; DR^+</em>{2,\beta}$</th>
<th>Both $r_\alpha$ and $r_\beta$ increase their population but the inflows of $r_\alpha$ are lesser than the inflows of $r_\beta$.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$DR^-<em>{1,a} &lt; DR^-</em>{2,\beta}$</td>
<td>$r_\alpha$ reduces its population while $r_\beta$ increases its own.</td>
</tr>
<tr>
<td></td>
<td>$DR^-<em>{1,a} &lt; DR^-</em>{2,\beta}$</td>
<td>Both $r_\alpha$ and $r_\beta$ reduce their population but the leakages of $r_\alpha$ are greater than the leakages of $r_\beta$.</td>
</tr>
</tbody>
</table>

*the superscripts indicate the sign (i.e. positive or negative) of the corresponding displacement

If $DR_{1,a} - DR_{2,\beta} < 0$, the two parentheses of the right hand side of the eq. (4.13) have different signs and the sign of the value $Pop_\alpha - Pop_\beta$ depends on the difference between the absolute values of $|TC_1 - TC_2|$ and $|DR_{1,a} - DR_{2,\beta}|$. In this case one of the
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factors controlling whether the most populated cluster $r_\alpha$ will be the most appropriate cluster for training a model detecting $c_1$, is the absolute difference between $TC_1$ and $TC_2$, which according to our analysis in Section 4.3.2 depends largely on the number of images $n$ in $S^{c_1}$. The three qualitative cases for clustering that we can identify when $DR_{1,\alpha} - DR_{2,\beta} < 0$ are shown in Table 4.3.

In order to get an intuitive view of the relation between $n$ and the probability of selecting the most appropriate cluster when $DR_{1,\alpha} - DR_{2,\beta} < 0$, we approximate the effect of $error_{cl-obj}$ on the distribution of the generated clusters’ population by measuring how much a certain clustering solution deviates from the perfect solution. In order to do this, we view clustering as a recursive process with starting point the perfect solution. Then, the deviation of some clustering solution $t + 1$ from the perfect solution depends on the deviation of the previous solution $t$ from the perfect solution. Respectively, the population of a cluster in solution $t + 1$ is equal to the population of this cluster in the previous solution $t$, adding the number of false positives and removing the number of false negatives that have been generated from the transition $t \rightarrow t + 1$. This can be expressed using the following recursive equation:

$$Pop^{t+1}_k = Pop^{t}_k + FP^{t \rightarrow t+1}_{i,k} - FN^{t \rightarrow t+1}_{i,k} \Rightarrow$$

$$Pop^{t+1}_k = Pop^{t}_k + DR^{t \rightarrow t+1}_{i,k}$$ \hspace{1cm} (4.14)

If we take as starting point the perfect solution, we have $Pop^0_k = TC_i$. If we also consider $DR^{dt}_{i,k}$ to be constant for all transitions, we can find a closed-form solution for the recursive equation:

$$Pop^{t+q}_k = TC_i + qDR^{dt}_{i,k}$$ \hspace{1cm} (4.15)

Where $q$ is the number of transitions that have taken place and provides an intuitive measure of how much distance there is between current clustering solution and the perfect solution. However, $TC_i$ is the number of times the object $c_i$ appears in $S^c$ ($\#appearances$) and according to eq. (4.9) we have $TC_i = \gamma np_{ci}$. By substituting $TC_i$ in eq. (4.15) we have:

$$Pop^{t+q}_k = \gamma np_{ci} + qDR^{dt}_{i,k}$$ \hspace{1cm} (4.16)
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Given that $DR_{1,\alpha} - DR_{2,\beta} < 0$, the population of cluster $r_\alpha$ is increasing/decreasing with a rate lower/higher from the rate that $r_\beta$ increases/decreases. So, we are interested in the number of transitions that are needed for causing the population of $r_\alpha$ to become equal or less than the population of $r_\beta$. The equality corresponds to the minimum number of transitions.

$$Pop^{t+q}_\alpha - Pop^{t+q}_\beta \leq 0$$

$$\gamma np_{c_1} + q DR^{dt}_{1,\alpha} - \gamma np_{c_2} - q DR^{dt}_{2,\beta} \leq 0$$

(4.17)

In order to derive some conclusions from this equation we need to make the following remarks. Given our basic assumption we have $p_{c_1} > p_{c_2}$. Moreover, given that $DR_{1,\alpha} - DR_{2,\beta} < 0$ we can also accept that $DR^{dt}_{1,\alpha} - DR^{dt}_{2,\beta} < 0$. Thus, all terms on the right hand side of eq. (4.17) are positive. Then, it is clear from eq. (4.17) that the number of transitions $q$ required for causing $r_\alpha$ not to be the most populated of the generated clusters, increases proportionally to the dataset size $n$ and the difference of probabilities $(p_{c_1} - p_{c_2})$. It is important to note that $q$ does not correspond to any physical value since clustering is not a recursive process, it is just an elegant way to help us derive the intuitive conclusion that as $n$ increases, there is higher probability in $r_\alpha$ being the most appropriate cluster for learning $c_1$, due to the increased amount of deviation from the perfect solution that can be tolerated.

4.4 Experimental study

The goal of our study is to use real social data for experimentally validating our expectations on the size of the processed dataset and the error introduced by the visual analysis algorithms. We examine the conditions under which the most populated visual- and tag-“term” converge into the same object and evaluate the efficiency of the object detection models generated by our framework. To this end, in Section 4.4.1 we experimentally verify that the absolute difference between the first and second most frequently appearing objects in a dataset constructed to emphasize on the former, increases as the size of the dataset grows. Section 4.4.2 provides an experimental insight.
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on the $error_{cl-obj}$ introduced by the visual analysis algorithms and examines whether our expectation on the most populated cluster holds. In Section 4.4.3 we compare the quality of object models trained using flickr images leveraged by the proposed framework, against the models trained using manually provided, strongly annotated samples. Moreover, we also examine how the volume of the initial dataset affects the efficiency of the resulting models. In addition to the above, in Section 4.4.4 we examine the ability of our framework to scale in various types of objects. We close our experimental study in Section 4.4.5 where we compare our work with other existing methods in the literature.

To carry out our experiments we have relied on three different types of datasets. The first type includes the strongly annotated datasets constructed by asking people to provide region detail annotations of images pre-segmented with the automatic segmentation algorithm of Section 4.2.2.2. For this case we have used a collection of 536 images $S^B$ from the Seaside domain annotated in our lab\(^1\) and the publicly available MSRC dataset\(^2\) $S^M$ consisting of 591 images. The second type refers to the roughly-annotated datasets like the ones obtained from flickr groups. In order to create a dataset of this type $S^G$, for each object of interest, we have downloaded 500 member images from a flickr group that is titled with a name related to the name of the object, resulting in 25 groups of 500 images each (12500 images in total). The third type refers to the weakly annotated datasets like the ones that can be collected freely from collaborative tagging environments. For this case, we have crawled 3000 and 10000 images from flickr which will be referred to as $S^{F3K}$ and $S^{F10K}$ respectively, in order to investigate the impact of the dataset size on the efficiency of the generated models. Depending on the annotation type we use the tag-based selection approaches presented in Section 4.2.2.1 to construct the necessary image sets $S^c$. Table 4.4 summarizes the information of the datasets used in our experimental study. Note that since our approach is working on the level of regions rather than the level of images, the number of media objects handled by our framework (i.e. feature extraction, clustering, SVM-learning) is much larger than the number of images depicted in Table 4.4, approximately multiplied by 7.

\(^1\)http://mklab.iti.gr/project/scef
\(^2\)http://research.microsoft.com/vision/cambridge/recognition
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Source</th>
<th>Annotation Type</th>
<th>No. of Images</th>
<th>objects</th>
<th>Selection approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^H$</td>
<td>internal dataset</td>
<td>strongly annotated</td>
<td>536</td>
<td>sky, sea, vegetation, person, sand, rock, boat</td>
<td>keyword based</td>
</tr>
<tr>
<td>$S^M$</td>
<td>MSRC</td>
<td>strongly annotated</td>
<td>591</td>
<td>aeroplane, bicycle, bird, boat, body, book, cat, chair, cow, dog, face, flower, road, sheep, sing, water, car, grass, tree, building, sky</td>
<td>keyword based</td>
</tr>
<tr>
<td>$S^G$</td>
<td>flickr groups</td>
<td>roughly-annotated</td>
<td>12500 (500 for each object)</td>
<td>sky, sea, vegetation, person and the 21 MSRC objects</td>
<td>flickr groups</td>
</tr>
<tr>
<td>$S^{F3K}$</td>
<td>flickr</td>
<td>weakly annotated</td>
<td>3000</td>
<td>cityscape, seaside, mountain, roadside, landscape, sport-side</td>
<td>SEMSOC</td>
</tr>
<tr>
<td>$S^{F10K}$</td>
<td>flickr</td>
<td>weakly annotated</td>
<td>10000</td>
<td>jaguar, turkey, apple, bush, sea, city, vegetation, roadside, rock, tennis</td>
<td>SEMSOC</td>
</tr>
</tbody>
</table>

4.4.1 Objects’ distribution based on the size of the image set

As claimed in Section 4.3.2, we expect the absolute difference between the number of appearances ($\#\text{appearances}$) of the first ($C_1$) and second ($C_2$) most highly ranked objects within an image set $S^{C_1}$, to increase as the volume of the dataset increases. This is evident in the case of keyword-based selection since, due to the fact that the annotations are strong, the probability that the selected image depicts the intended object is equal to 1, much greater than the probability of depicting the second most
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frequently appearing object. Similarly, in the case of *flickr groups*, since a user has decided to assign an image to the *flickr group* titled with the name of the object, the probability of this image depicting the intended object should be close to 1. On the contrary, for the case of SEMSOC that operates on ambiguous and misleading tags this claim is not evident. For this reason and in order to verify our claim experimentally, we plot the distribution of objects’ #appearances in four image sets that were constructed to emphasize on objects *sky*, *sea*, *vegetation* and *person*, respectively. These image sets were generated from both $S^F_{3K}$ and $S^F_{10K}$ using SEMSOC. Each of the bar diagrams depicted in Figs. 4.4 and 4.4 describes the distribution of objects’ #appearances inside an image set $S^c$, as evaluated by humans. This annotation effort was carried out in our lab and its goal was to provide weak but noise-free annotations in the form of labels for the content of the images included in both $S^F_{3K}$ and $S^F_{10K}$. It is clear that as we move from $S^F_{3K}$ to $S^F_{10K}$ the difference, in absolute terms, between the number of images depicting $c_1$ and $c_2$ increases in all four cases, advocating our claim about the impact of the dataset size on the distribution of objects’ #appearances when using SEMSOC.

4.4.2 Clustering assessment

The purpose of this experiment is to provide insight on the validity of our approach in selecting the most populated cluster in order to train a model recognizing the most frequently appearing object. In order to do so we evaluate the content of each of the formulated clusters using the strongly annotated datasets $S^B$ and $S^M$. More specifically, $\forall c_i$ depicted in $S^B$ or $S^M$ we obtain $S^{c_i} \subset S^B$ or $S^{c_i} \subset S^M$ using keyword based search and apply clustering on the extracted regions. Then, for each $S^{c_i}$ we calculate the values $TC_1$, $DR_{1,\alpha}$ and $Pop_\alpha$ for the most frequently appearing object $c_1$ and its corresponding cluster $r_\alpha$; and $TC_2$, $DR_{2,\beta}$ and $Pop_\beta$ for the second most frequently appearing object $c_2$ and its corresponding cluster $r_\beta$. Both $r_\alpha$ and $r_\beta$ are determined based on eq. (4.10) of Section 4.3.3. Subsequently, we examine whether $r_\alpha$ is the most populated among all the clusters generated by the clustering algorithm, not only among $r_\alpha$ and $r_\beta$ (i.e. we examine if $Pop_\alpha = \max(\{Pop_i\}$ for all generated clusters). If this is the case we consider that our framework has succeeded in selecting the most appropriate cluster for training a model to recognize $c_1$ (a √ is inserted in the corresponding
Figure 4.4: Distribution of objects’ #appearance for objects *sky* and *vegetation* in an image set $S^c$, generated from $S^{F3K}$ (upper line) and $S^{F10K}$ (bottom line) using SEMSOC entry of the *Suc* column of Table 4.5). If $r_\alpha$ is not the most populated cluster, we consider that our framework has failed in selecting the appropriate cluster (a $X$ is inserted in the corresponding entry of the *Suc.* column). Table 4.5 summarizes the results for the 7 objects of $S^B$ and the 19 objects of $S^M$ (the objects bicycle and cat were omitted since there was only one cluster generated). We notice that the appropriate cluster is selected in 21 out of 26 cases advocating our expectation that the error $cl_{-obj}$ introduced by the visual analysis process is usually limited and allows our framework to work efficiently. By examining the figures of Table 4.5 more thoroughly we realize that $DR_{1,\alpha} - DR_{2,\beta} > 0$ for all success cases, with the only exception of object *sky* for $S^B$. This is in accordance with our analysis in Section 4.3.3 which showed that if
the relative inflow from $r_\alpha$ to $r_\beta$ is positive our framework will succeed in selecting the appropriate cluster. In the case of object sky our analysis does not hold due to the excessive level of over-segmentation. Indeed, by examining the content of the images belonging to the image set $S^{sky} \subset S^B$ we realize that despite the fact that sky is the most frequently appearing object in the image set, after segmenting all images in $S^{sky}$ and manually annotating the extracted regions, the number of regions depicting sky $TC_1 = 470$ is less than the number of regions depicting sea $TC_2 = 663$. This is a clear indication that the effect of over-segmentation has inverted the objects’ distribution making sea the most frequently appearing object in $S^{sky}$. In accordance with our analysis are also the fail cases where the relative inflow from $r_\alpha$ to $r_\beta$ is negative (i.e.
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Figure 4.6: a) Diagram showing (FP,FN) scatter plot for $r_\alpha$ and $r_\beta$ clusters of all objects. It is evident that the (FP,FN) pairs produced by the clustering algorithm lay close to the diagonal ($FP = FN$) only when they are close to (0,0). b) Diagram showing the F-Measure scores exhibited for the $r_\alpha$ cluster of each object, against the observed $|DR_{i,j}|$ value of this cluster normalized with the total number of true positives $TC_i$. The qualitative aspect of $|DR_{i,j}|$ is advocated by the observation that the F-measure tends to decrease as the ratio $|DR_{i,j}|/TC_i$ increases.

$DR_{1,\alpha} - DR_{2,\beta} < 0$). In none of these 5 cases the difference between $(TC_1 - TC_2)$ was high enough to compensate for the error introduced by the visual analysis process.

Additionally, we have used the experimental observations of Table 4.5 in order to verify the qualitative aspect of $|DR_{i,j}|$ mentioned in Section 4.3.3. More specifically, by producing the (FP,FN) scatter plot for the $r_\alpha$ and $r_\beta$ clusters of the 7 Seaside and 19 MSRC objects (Fig. 4.6(a)), we verify that no (FP,FN) pairs lay close to the diagonal ($FP = FN$) unless they are close to (0,0). Thus, given that $DR_{i,j} = FP_{i,j} - FN_{i,j}$, there are no cases exhibiting high values for both FP and FN and low values for $|DR_{i,j}|$. This renders $|DR_{i,j}|$ a valid indicator for the quality of the result since a poor quality cluster exhibiting high values for either FP or FN, exhibit also high values for $|DR_{i,j}|$. This qualitative aspect of $|DR_{i,j}|$ is also verified by the diagram of Fig. 4.6(b). In this diagram we plot the F-measure scores for the $r_\alpha$ cluster of each object (see Section 5.3), against the observed $|DR_{i,j}|$ value of this cluster normalized by the total number of true positives $TC_i$. It is evident from the diagram that the F-Measure tends to decrease as the ratio $|DR_{i,j}|/TC_i$ increases, showing a clear connection between the $|DR_{i,j}|$ quantity used in our analysis and the quality of the result.
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### Table 4.5: Clustering Output Insights

<table>
<thead>
<tr>
<th>Sc</th>
<th>n</th>
<th>c₁</th>
<th>TC₁</th>
<th>DR₁,α</th>
<th>Pop₁</th>
<th>c₂</th>
<th>TC₂</th>
<th>DR₂,β</th>
<th>Pop₂</th>
<th>Suc.</th>
<th>sign(DR₁,α)</th>
<th>sign(DR₂,β)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea</td>
<td>*</td>
<td>395</td>
<td>sea</td>
<td>732</td>
<td>-404</td>
<td>328</td>
<td>sky</td>
<td>395</td>
<td>-212</td>
<td>183</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Sand</td>
<td></td>
<td>350</td>
<td>sand</td>
<td>422</td>
<td>136</td>
<td>558</td>
<td>sky</td>
<td>337</td>
<td>-103</td>
<td>234</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Rock</td>
<td></td>
<td>53</td>
<td>rock</td>
<td>155</td>
<td>95</td>
<td>250</td>
<td>sea</td>
<td>86</td>
<td>47</td>
<td>133</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Boat</td>
<td></td>
<td>68</td>
<td>boat</td>
<td>96</td>
<td>120</td>
<td>216</td>
<td>sky</td>
<td>69</td>
<td>-57</td>
<td>12</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Person</td>
<td></td>
<td>215</td>
<td>person</td>
<td>435</td>
<td>-238</td>
<td>198</td>
<td>sea</td>
<td>406</td>
<td>-99</td>
<td>307</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Vegetation</td>
<td>80</td>
<td>vegetation</td>
<td>157</td>
<td>140</td>
<td>297</td>
<td>sea</td>
<td>114</td>
<td>59</td>
<td>173</td>
<td>√</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Sky</td>
<td></td>
<td>418</td>
<td>sky</td>
<td>470</td>
<td>-246</td>
<td>224</td>
<td>sea</td>
<td>663</td>
<td>-324</td>
<td>339</td>
<td>X</td>
<td>+</td>
</tr>
</tbody>
</table>

**Sⁿ (Seaside)**

<table>
<thead>
<tr>
<th>Sc</th>
<th>n</th>
<th>c₁</th>
<th>TC₁</th>
<th>DR₁,α</th>
<th>Pop₁</th>
<th>c₂</th>
<th>TC₂</th>
<th>DR₂,β</th>
<th>Pop₂</th>
<th>Suc.</th>
<th>sign(DR₁,α)</th>
<th>sign(DR₂,β)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sign</td>
<td></td>
<td>27</td>
<td>sign</td>
<td>65</td>
<td>101</td>
<td>166</td>
<td>building</td>
<td>19</td>
<td>-10</td>
<td>9</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Sky</td>
<td></td>
<td>129</td>
<td>sky</td>
<td>139</td>
<td>-89</td>
<td>50</td>
<td>building</td>
<td>115</td>
<td>119</td>
<td>234</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Building</td>
<td>88</td>
<td>building</td>
<td>209</td>
<td>304</td>
<td>513</td>
<td>sky</td>
<td>52</td>
<td>-17</td>
<td>35</td>
<td>√</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Car</td>
<td></td>
<td>6</td>
<td>car</td>
<td>6</td>
<td>37</td>
<td>43</td>
<td>road</td>
<td>7</td>
<td>-3</td>
<td>4</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Road</td>
<td></td>
<td>74</td>
<td>road</td>
<td>94</td>
<td>269</td>
<td>363</td>
<td>sky</td>
<td>32</td>
<td>93</td>
<td>125</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Tree</td>
<td></td>
<td>100</td>
<td>tree</td>
<td>226</td>
<td>258</td>
<td>484</td>
<td>sky</td>
<td>45</td>
<td>124</td>
<td>169</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Body</td>
<td></td>
<td>32</td>
<td>body</td>
<td>54</td>
<td>195</td>
<td>249</td>
<td>face</td>
<td>19</td>
<td>4</td>
<td>23</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Face</td>
<td></td>
<td>21</td>
<td>face</td>
<td>35</td>
<td>121</td>
<td>156</td>
<td>body</td>
<td>17</td>
<td>10</td>
<td>27</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Grass</td>
<td>154</td>
<td>grass</td>
<td>221</td>
<td>367</td>
<td>588</td>
<td>sky</td>
<td>48</td>
<td>133</td>
<td>181</td>
<td>√</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Bird</td>
<td></td>
<td>29</td>
<td>bird</td>
<td>58</td>
<td>71</td>
<td>129</td>
<td>grass</td>
<td>15</td>
<td>-6</td>
<td>9</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Dog</td>
<td></td>
<td>27</td>
<td>dog</td>
<td>56</td>
<td>84</td>
<td>140</td>
<td>road</td>
<td>11</td>
<td>21</td>
<td>32</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Water</td>
<td>62</td>
<td>water</td>
<td>113</td>
<td>182</td>
<td>295</td>
<td>sky</td>
<td>19</td>
<td>7</td>
<td>26</td>
<td>√</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Cow</td>
<td></td>
<td>43</td>
<td>cow</td>
<td>109</td>
<td>114</td>
<td>223</td>
<td>grass</td>
<td>57</td>
<td>-51</td>
<td>6</td>
<td>√</td>
<td>+</td>
</tr>
<tr>
<td>Sheep</td>
<td>5</td>
<td>sheep</td>
<td>13</td>
<td>15</td>
<td>28</td>
<td>grass</td>
<td>13</td>
<td>-11</td>
<td>2</td>
<td>√</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Flower</td>
<td>28</td>
<td>flower</td>
<td>60</td>
<td>182</td>
<td>295</td>
<td>sky</td>
<td>19</td>
<td>7</td>
<td>26</td>
<td>√</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Book</td>
<td></td>
<td>33</td>
<td>book</td>
<td>149</td>
<td>-55</td>
<td>94</td>
<td>face</td>
<td>5</td>
<td>153</td>
<td>158</td>
<td>X</td>
<td>-</td>
</tr>
<tr>
<td>Chair</td>
<td>19</td>
<td>chair</td>
<td>39</td>
<td>95</td>
<td>134</td>
<td>road</td>
<td>9</td>
<td>-3</td>
<td>6</td>
<td>√</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Aeroplane</td>
<td>18</td>
<td>aeroplane</td>
<td>42</td>
<td>50</td>
<td>68</td>
<td>sky</td>
<td>12</td>
<td>-8</td>
<td>4</td>
<td>√</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Boat</td>
<td></td>
<td>15</td>
<td>boat</td>
<td>25</td>
<td>45</td>
<td>70</td>
<td>water</td>
<td>25</td>
<td>-7</td>
<td>18</td>
<td>√</td>
<td>+</td>
</tr>
</tbody>
</table>

* Although $\text{Pop}_α > \text{Pop}_β$ in this case, the population $\text{Pop}_γ$ of the cluster corresponding to the third most frequently appearing object was found to be the highest, which is why we consider this case as a failure.*
4. SCALABLE OBJECT DETECTION BY LEVERAGING SOCIAL MEDIA

Figure 4.7: Performance comparison between four object recognition models that are learned using images of different annotation quality (i.e. strongly, roughly and weakly)

4.4.3 Comparing object detection models

In order to compare the efficiency of the models generated using training samples of different annotation type (i.e. strongly, roughly, weakly), we need a set of objects that are common in all three types of datasets. For this reason after examining the contents of $S^B$, reviewing the availability of groups in flickr and applying SEMSOC on $S^{F3K}$ and $S^{F10K}$, we determined 4 object categories $C_{bench} = \{\text{sky, sea, vegetation, person}\}$. These objects exhibited significant presence in all different datasets and served as benchmarks for comparing the quality of the different models. For each object $c_i \in C_{bench}$ one model was trained using the strong annotations of $S^B$, one model was trained using the roughly-annotated images contained in $S^G$ and two models were trained using the weak annotations of $S^{F3K}$ and $S^{F10K}$, respectively. In order to evaluate the performance of these models, we test them using a subset (i.e. 268 images) of the strongly annotated dataset $S_{test}^B \subset S^B$, not used during training. The $F_1$ metric was used for measuring the efficiency of the models.

By looking at the bar diagram of Fig. 4.7, we derive the following conclusions: a) Model parameters are estimated more efficiently when trained with strongly annotated samples, since in 3 out of 4 cases they outperform the other models and sometimes by a significant amount (e.g. sky, person). b) Flickr groups can serve as a less costly
alternative for learning the model parameters, since using the roughly-annotated samples we get comparable and sometimes even better (e.g. vegetation) performance than manually trained models, while requiring considerable less effort to obtain the training samples. c) The models learned from weakly annotated samples are usually inferior from the other cases, especially in cases where the proposed approach for leveraging the data has failed in selecting the appropriate cluster (e.g. sea and sky for the $S^{F3K}$ dataset). However, the efficiency of the models trained using weakly annotated samples improves when the size of the dataset increases. From the bar diagram of Fig. 4.7, it is clear that when using $S^{F10K}$ the incorporation of a larger number of positive samples into the training set improves the generalization ability of the generated models in all four cases. Moreover, in the case of object sea we note also a drastic improvement of the model’s efficiency. This is attributed to the fact that the increment of the dataset size compensates, as explained in Section 4.3, for the error$_{cl-obj}$ and allows the proposed method to select the appropriate cluster. On the other hand, in the case of object sky it seems that the correct cluster is still missed despite the use of a larger dataset. The correct cluster is also missed for the object sky when the weakly annotated samples are obtained from flickr groups. This shows that error$_{cl-obj}$ is considerably high for this object and does not allow our framework to select the correct cluster.

4.4.4 Scaling in various types of objects

In order to test the ability of our approach in scaling to various types of objects we have performed experiments using the MSRC dataset. MSRC ($S^M$) is a publicly available dataset that has been widely used to evaluate the performance of many object detection methods. The reason for choosing MSRC over other publicly available benchmarking datasets, such as the the PASCAL VOC challenge [168], was its widespread adoption by many works in the literature allowing us to compare our work with state of the art methods (see Section 4.4.5). MSRC consists of 591 hand-segmented images annotated at region detail for 23 objects. Due to their particularly small number of samples horse and mountain objects were ignored in our study. In order to test our approach for these objects we have relied on flickr groups to obtain 21 image groups, with 500 members each, suitable for training models for the 21 objects of $S^M$. All images of $S^M$ were segmented by the segmentation algorithm described in Section 4.2.2.2 and the ground truth label of each segment was taken to be the label of the hand-labeled region that
overlapped with the segment by more than the 2/3 of the segment’s area. In any other case the segment was labeled as void. The $S^M$ was split randomly in 295 training $S^M_{\text{train}}$ and 296 testing $S^M_{\text{test}}$ images, ensuring approximately proportional presence of each object in both sets.

In an attempt not only to evaluate the efficiency of the developed models but also to discover whether the root cause for learning a bad model is the selection of an inappropriate set of training samples, or the deficiency of the employed visual feature space to discriminate the examined object, we perform the following. Since we don’t have strong annotations for the images obtained from flickr groups and it is impossible to assess the quality of the generated clusters as performed in Section 4.4.2, we train as many models as the number of generated clusters (not only using the most populated) and test them using $S^M_{\text{test}}$. Our aim is to assess the quality of the generated clusters indirectly, by looking at the recognition rates of the models trained with the member regions of each cluster. The bar diagrams of Fig. 4.8 show the object recognition rates (measured using the $F_1$ metric) for the models trained using as positive samples the members of each of the nine most populated (in descending order) clusters. The last bar in each diagram corresponds to the performance of the model trained using the strong annotations of $S^M_{\text{train}}$ and tested using $S^M_{\text{test}}$. Moreover, in order to visually inspect the content of the generated clusters we have implemented a viewer that is able to read the clustering output and simultaneously display all regions included in the same cluster. By having an overall view of the regions classified in each cluster we can better understand the distribution of clusters to objects and derive some conclusions on the reasons that make the proposed approach to succeed or fail. By looking at the bar diagrams of Fig. 4.8 we can distinguish between four cases.

In the first case we classify the objects bird, boat, cat, dog and face that are too diversiform with respect to the employed visual feature space and as a consequence, none of the developed models (not even the one trained using the manual annotations) manage to achieve good recognition rates. In addition to that, the particular small number of relevant regions in the testing set renders most of these objects inappropriate for deriving useful conclusions.

In the second case we classify the objects bicycle, body, chair, flower and sign that although they seem to be adequately discriminated in the visual feature space (i.e. the model trained using the manually annotated samples performs relatively well), none
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Figure 4.8: Experiments on the 21 objects of MSRC dataset. In each bar diagram the nine first bars (colored in black) show the object recognition rates (measured using $F_1$ metric) for the models trained using as positive samples the members of each of the nine most populated (in descending order) clusters. The last bar (colored in gray) in each diagram correspond to the performance of the model trained using strongly annotated samples.
of the models trained using the formulated clusters manages to deliver significantly better recognition rates from the other clusters. Thus, none of the generated clusters contains good training samples which indicates that the images included in the selected *flickr group* are not representative of the examined object, as perceived by the MSRC annotators.

*Aeroplane, book, car, grass, sky, sheep* are classified in the third case including the objects that are effectively discriminated in the visual feature space (i.e. the model trained using the manually annotated samples performs relatively well) and there is at least one cluster that delivers performance comparable with the manually trained model. However, the increased \( \text{error}_{cl-obj} \) has prevented this cluster from being the most populated, since the regions representing the examined object are split in two or more clusters. Indeed, if we take for instance the object *sky* and use the viewer to visually inspect the content of the formulated clusters, we realize that clustering has generated many different clusters containing regions depicting sky. As a result the cluster containing the regions of textured objects has become the most populated. Fig. 4.9 shows indicative images for some of the generated clusters for object *sky*. The clusters’ rank (\#) refers to their population. We can see that the clusters ranked \#2, \#3, \#6 and \#7 contain *sky* regions while the most populated cluster \#1 contains the regions primarily depicting statues and buildings. Consistently, we can see in Fig. 4.8 that the performance of the models trained using clusters \#2, \#3 is much better than the performance of the model trained using cluster \#1.

Finally, in the last case we classify the objects *cow, road, water, tree, building*, where our proposed approach succeeds in selecting the appropriate cluster and allows the classifier to learn an efficient model. Fig. 4.10 presents some indicative regions for 6 out of the 9 clusters, generated by applying the proposed approach for the object *tree*. For each cluster we present five indicative images in order to show the tendency, in a semantic sense, of the regions aggregated in each cluster. It is interesting to see that most of the formulated clusters tend to include regions of a certain semantic object such as *tree* (\#1), *grass* (\#2), *sky* (\#5), *water* (\#9) or noise regions. In these cases where the \( \text{error}_{cl-obj} \) is limited, it is clear that the regions of the object that appears more frequently in the dataset (*tree* in this case) are gathered in the most populated cluster.
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Figure 4.9: Indicative regions from the clusters generated by applying our approach for the object sky. The regions that are not covered in red are the ones that have been assigned to the corresponding cluster.
4. SCALABLE OBJECT DETECTION BY LEVERAGING SOCIAL MEDIA

Figure 4.10: Indicative regions from the clusters generated by applying our approach for the object tree. The regions that are not covered in red are the ones that have been assigned to the corresponding cluster.
4.4.5 Comparison with existing methods

Our goal in the previous experiments was to highlight the potential of social media to serve as the source of training samples for object recognition models. Thus, we have focused on the relative loss in performance that results from the use of leveraged rather than manually annotated training samples, and not on the absolute performance values of the developed models. However, in order to provide an indicative measure of the loss in performance that we suffer when compared with other existing works in the literature, we calculate the classification rate (i.e. number of correctly classified cases divided by the total number of correct cases) of our framework for the 21 objects of MSRC. Then, we compare the results with two methods [96, 95] that are known to deliver state of the art performance on this dataset. Textonboost [96] uses conditional random fields to obtain accurate image segmentation and is based on textons, which jointly model shape and texture. The combination of Markov Random Fields (MRF) and aspect models is the approach followed in [95] in order to produce aspect-based spatial field models for object detection. Note that the reported classification rates are not directly comparable since the methods are not relying on the same set of visual features, the training/test split is likely to be different and the results are reported at different level (in [96] at pixel level, in [95] at the level of 20x20 image patches, and in our case at the level of arbitrary shaped segments which are extracted by an automatic segmentation algorithm). However, the comparison of these methods allows us to make some useful conclusions about the trade-off between the annotation cost for training and the efficiency of the developed models. Table 4.6 summarizes the classification rates per object for each method.

On average, the accuracy obtained from our approach (45%) is inferior to the one obtained from PLSA-MRF/I (50%) which is again inferior to the accuracy obtained from Textonboost (58%). It is interesting to see that the performance scores obtained by the three methods are ranked proportionally to the amount of annotation effort required to train their models. Indeed, Textonboost [96] requires strongly annotated images that can only be produced manually, the PLSA-MRF/I algorithmic version of [95], requires weakly but noise-free annotated images the generation of which typically involves light human effort, and our framework operates on weakly but noisy annotated images that can be automatically collected from social sites at no cost.
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<table>
<thead>
<tr>
<th>Building</th>
<th>Grass</th>
<th>Tree</th>
<th>Cow</th>
<th>Sheep</th>
<th>Sky</th>
<th>Aeroplane</th>
<th>Water</th>
<th>Face</th>
<th>Car</th>
<th>Bicycle</th>
<th>Flower</th>
<th>Sign</th>
<th>Bird</th>
<th>Book</th>
<th>Chair</th>
<th>Road</th>
<th>Cat</th>
<th>Dog</th>
<th>Body</th>
<th>Boat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prop. Framework</td>
<td>87</td>
<td>9</td>
<td>65</td>
<td>45</td>
<td>14</td>
<td>29</td>
<td>53</td>
<td>56</td>
<td>12</td>
<td>75</td>
<td>53</td>
<td>27</td>
<td>30</td>
<td>25</td>
<td>50</td>
<td>44</td>
<td>59</td>
<td>71</td>
<td>29</td>
<td>41</td>
</tr>
<tr>
<td>PLSA-MRF/I [95]</td>
<td>45</td>
<td>64</td>
<td>71</td>
<td>75</td>
<td>74</td>
<td>86</td>
<td>81</td>
<td>47</td>
<td>1</td>
<td>73</td>
<td>55</td>
<td>88</td>
<td>6</td>
<td>6</td>
<td>63</td>
<td>18</td>
<td>80</td>
<td>27</td>
<td>26</td>
<td>55</td>
</tr>
<tr>
<td>Prop.Fram./M-F/W</td>
<td>83</td>
<td>72</td>
<td>69</td>
<td>91</td>
<td>70</td>
<td>1</td>
<td>87</td>
<td>53</td>
<td>33</td>
<td>12</td>
<td>87</td>
<td>100</td>
<td>47</td>
<td>79</td>
<td>55</td>
<td>33</td>
<td>67</td>
<td>11</td>
<td>6</td>
<td>57</td>
</tr>
<tr>
<td>Textonboost [96]</td>
<td>62</td>
<td>98</td>
<td>86</td>
<td>58</td>
<td>50</td>
<td>83</td>
<td>60</td>
<td>53</td>
<td>74</td>
<td>63</td>
<td>75</td>
<td>63</td>
<td>35</td>
<td>19</td>
<td>92</td>
<td>15</td>
<td>86</td>
<td>54</td>
<td>19</td>
<td>62</td>
</tr>
<tr>
<td>Prop.Fram./M-F/S</td>
<td>63</td>
<td>67</td>
<td>76</td>
<td>73</td>
<td>70</td>
<td>51</td>
<td>27</td>
<td>47</td>
<td>67</td>
<td>17</td>
<td>94</td>
<td>100</td>
<td>53</td>
<td>47</td>
<td>59</td>
<td>47</td>
<td>68</td>
<td>92</td>
<td>73</td>
<td>59</td>
</tr>
</tbody>
</table>

Table 4.6: Comparing with existing methods in object detection. The reported scores are the classification rates (i.e. number of correctly classified cases divided by the total number of correct cases) per object for each method.

The costless nature of our approach motivated the execution of two additional experiments that are essentially variations of our original approach, mixing manually labeled data from MSRC and noisy data from flickr. More specifically, the first variation Prop.Fram./M-F/W mixes MSRC and flickr data at the level of images. Initially, the strong region-to-label associations provided by MSRC are relaxed to become weak associations of the form image-to-label(s). Then, these weakly annotated MSRC images are mixed with images from flickr and the proposed framework is applied on the mixed set of images. Finally, the samples used for training the object recognition models consist of the regions belonging to the most populated of the clusters generated from the mixed set. The Prop.Fram./M-F/W variation is directly compared with PLSA-MRF/I [95] since they use the MSRC annotations in the same way. The second variation Prop.Fram./M-F/S mixes MSRC and flickr data at the level of regions. The samples used for training the object recognition models consist of the strongly annotated regions from MSRC plus the regions belonging to the most populated of the clusters generated from flickr data. The Prop.Fram./M-F/S variation is directly compared with Textonboost [96] since they use the MSRC annotations in the same way. Table 4.6 shows that both variations of our approach, mixing MSRC and flickr data, outperform their directly comparable state-of-the art approaches. In the case of Prop.Fram./M-F/W the obtained average accuracy (57%) outperforms PLSA-MRF/I by 7%, while in the case of Prop.Fram./M-F/S the obtained average accuracy (62%) outperforms Textonboost by 4%.
4.5 Discussion of our experimental findings

In this chapter we have shown that the collective knowledge collected in social media can be successfully used to remove the need for close human supervision when training object detectors. The experimental results have demonstrated that although the performance of the detectors trained using leveraged social media is inferior to the one achieved by manually trained detectors, there are cases where the gain in effort compensates for the small loss in performance. In addition, we have seen that by increasing the number of utilized images we manage to improve the performance of the generated detectors, advocating the potential of social media to facilitate the creation of reliable and effective object detectors. The value of social media was also advocated by the experiments showing that when mixing manually labeled and effortlessly obtained flickr data, we manage to outperform the state-of-the-art approaches relying solely on manually labeled samples. Finally, despite the fact that there will always be a strong dependence between the discriminative power of the employed feature space and the efficiency of the proposed approach in selecting the appropriate set of training samples, our analysis has shown that we can maximize the probability of success by using large volumes of user contributed content.
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Tagged image indexing using cross-modal dependencies

In this chapter we present our approach for the efficient indexing of tagged images. Tagged images are a common resource of social networks and occupy a large portion of the social media stream. Their basic characteristic is the co-existence of two heterogeneous information modalities i.e. visual and tag, which refer to the same abstract meaning. This multi-modal nature of tagged images makes their efficient indexing a challenging task that apart from dealing with the heterogeneity of modalities, it needs to also exploit their complementary information capacity [169].

5.1 Description of the proposed approach

The need to obtain a joint, unique representation of tagged images calls for techniques that will manage to handle the very different characteristics exhibited by the visual and tag information. This is true both in terms of the raw features’ nature, i.e. sparse, high-dimensional tag co-occurrence vectors extracted from tag descriptions, compared to usually dense and low-dimensional descriptors extracted from visual content, as well as in terms of their semantic capacity, i.e. while abstract concepts like “freedom” are more easily described with text, ambiguous concepts like “rock” are more easily grounded using visual information. Based on the above, one can pursue a solution to the multi-modal indexing problem by defining a joint feature space where the projection of uni-modal features will yield a homogeneous and semantically enriched image.
The most trivial approach in this direction is to define a joint feature space by concatenating the individual uni-modal features extracted from both modalities, also known as early fusion. However, by indiscriminately placing features extracted from different modalities into a common feature vector, the resulting space is likely to be dominated by one of the combined modalities or lose its semantic consistency. This was the reason that researchers turned into the statistical characteristics of the data to overcome these problems. For instance, [120] uses information theory and a maximum entropy model in order to integrate heterogeneous data into a unique feature space, [170] finds statistical independent modalities from raw features and applies super-kernel fusion to determine their optimal combination, while [122] presents several cross-modal association approaches under the linear correlation model.

The most recent approaches rely on the use of probabilistic Latent Semantic Analysis (pLSA) to facilitate the combination of heterogeneous modalities. The pLSA-based aspect or topic model is a method originally proposed in [171] that allows to map a high-dimensional word distribution vector to a lower-dimensional topic vector (also called aspect vector). This model assumes that the content depicted by every image can be expressed as a mixture of multiple topics and that the occurrences of words in this content is a result of the topic mixture. Thus, the latent layer of topics that is introduced between the image and the tag or visual words appearing in its content, acts as a feature space where both types of words can be combined meaningfully. Moreover, given that the goal of pLSA is to learn a set of latent topics that will act as bottleneck variables when predicting words, apart from handling the heterogeneity of multimodal sources, pLSA is also encouraged for discovering the hidden relations between images. Examples of pLSA-based approaches include [172] where pLSA is used to infer which visual patterns describe each concept, as well as [173] where Latent Dirichlet Allocation (LDA) [73] is used to model each image as the mixture of topics/object parts depicted in the image.

However, even if the space of latent topics can be considered to satisfy the requirement of combining the words extracted from heterogeneous modalities without introducing any bias or rendering them meaningless, it still neglects the fact that, being different expressions of the same abstract meaning, there is a certain amount of dependance between the tag and visual words that appear together very frequently.
This additional requirement motivates the employment of methods that will allow the cross-word dependencies to influence the nature of the extracted latent topics. In this context we examine the use of high order pLSA to improve the semantic capacity of the derived latent topics. High order pLSA is essentially the application of pLSA to more than two observable variables allowing the incorporation of different word types into the analysis process. We treat images, visual content and tags as the three observable variables of an aspect model and we manage to extract a set of latent topics that incorporate the semantics of both the visual and tag information space. Moreover, we integrate the cross-word dependencies into the update rules of high order pLSA in order to devise a feature extraction scheme where the co-existence of two words that are known from experience to appear together rather frequently is more important in defining the latent topics, than the co-existence of two words that rarely appear together and are likely to be the result of noise. In the following we formulate image retrieval as a problem of defining a semantics sensitive feature space and describe different approaches for using the information carried by tagged images to define such a space. Moreover, we present our approach on how to apply high order pLSA using cross-word dependencies and present a distributed calculation model for tackling the high computational and memory requirements of this method. Finally, we present our experimental findings for the tasks of image retrieval and clustering.

5.2 Problem formulation

In order to index tagged images based on their semantic meaning we need to define a feature space where the distance between two images is proportional to their semantic affinity. To put this formally, given an image \(d\), the set of concepts depicted by this image \(C_d = \{c_1, c_2, \ldots, c_{|C|}\}\), a representation \(F^d_S = \{f_{s_1}, f_{s_2}, \ldots, f_{s_{|S|}}\}\) of the image in feature space \(S\), the distance \(\text{dist}(F^d_S, F^{d'}_S) \geq 0\) between the representations of two images in \(S\) and a set of \(D\) images indexed based on their representations; we need to define the feature space \(S\) where \(\forall d \in D\) the typical image retrieval process \(Q(d_q, D) = \text{rank}_r(\text{dist}(F^{d_q}_S, F^{d_r}_S))\) returns a ranked list of all images in \(D\) such that when \(\text{dist}(F^{d_q}_S, F^{d_l}_S) \leq \text{dist}(F^{d_q}_S, F^{d_j}_S)\) it also stands that \(|C_{d_q} \cap C_{d_l}| \geq |C_{d_q} \cap C_{d_j}|\). Thus, image retrieval is essentially a problem of defining a semantics sensitive feature
space. In the following we describe different techniques for defining a feature space suitable for indexing tagged images.

5.3 Building a semantics sensitive space for tagged images

5.3.1 Codebook-based representation

One of the most popular approaches for image representation is based on defining a set of representative “words” (i.e. a Codebook $W = \{w_1, w_2, \ldots, w_{|W|}\}$), that are able to span a sufficiently large portion of the information space that they are used to describe. Then, based on this Codebook each image can be represented as an occurrence count histogram of the representative “words” in its content. The critical factor in this process is to define a highly expressive Codebook, so as to cover every potential instantiation of the image content. In the following we describe how the Codebook representation approach can be applied in the case of visual content and tags, as well as how to mix different Codebooks for obtaining a multi-modal image representation.

5.3.1.1 Visual codebook

In order to represent the visual information carried by an image using the aforementioned Codebook-based approach, we need to define the set of visual words that will act as the representative “words” of our information space. For the purposes of our work we have used the scheme adopted in [174] that consists of the following 3 steps: a) the Difference of Gaussian filter is applied on the gray scale version of an image to detect a set of key-points and scales respectively, b) the Scale Invariant Feature Transformation (SIFT) [166] is computed over the local region defined by the key-point and scale, and c) a Visual Word Vocabulary (i.e. Codebook $V = \{v_1, v_2, \ldots, v_{|V|}\}$) [147] is created by applying the k-means algorithm to cluster in 500 clusters, the total amount of SIFT descriptors that have been extracted from all images. Then, using the Codebook $V$ we vector quantize the SIFT descriptor of each interest point against the set of representative visual words. This is done by mapping the SIFT descriptor to its closest visual word and increasing the corresponding word count. By doing this for all key-points found in an image, the resulting 500-dimensional image representation is the occurrence count histogram of the visual “words” in its content, $F^d_V = \{f_{v_1}, f_{v_2}, \ldots, f_{v_{|V|}}\}$. 
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5.3.1.2 Tag codebook

A similar approach has been adopted for representing the tag information that accompanies an image using a tag Codebook. As in the previous case, we need to define the set of representative tag “words” that will manage to span a sufficiently large portion of the tag information space. However, in this case there is no need to employ clustering for determining which words should be included in the Tag Word Vocabulary (i.e. Codebook $T = \{t_1, t_2, \ldots, t_{|T|}\}$). Instead, from a large volume of utilized tags we need to select the ones with minimum level of noise and maximum usage by the users. For the purposes of our work we have used the Codebook constructed in [174] using the following steps. 269,648 images were downloaded from flickr along with their accompanying tags. Among the total set of 425,059 unique tags that have been used by the users, there are 9,325 tags that appear more than 100 times. Many of these unique tags arise from spelling errors, while some of them are names etc, which are meaningless for general image annotation. Thus, all these 9,325 unique tags were checked against the WordNet Lexical Database [132] and after removing the non-existing ones, a list with 5,018 tags was determined. For the purposes of our work, out of the 5,018 tags the first 1,000 that have been used more frequently were selected to form the tag Codebook. Eventually, we use this Codebook to obtain for each image a 1000-dimensional occurrence count histogram of the tag “words” in its content, $F^d_T = \{f_{t_1}, f_{t_2}, \ldots, f_{t_{|T|}}\}$.

5.3.1.3 Combining visual and tag codebooks

The most straightforward approach to produce a multi-modal image representation is to consider a combined Codebook composed by simply extending the list of representative visual-“words” with the list of representative tag-“words” (i.e. $VT = \{v_1, v_2, \ldots, v_{|V|}, t_1, t_2, \ldots, t_{|T|}\}$). In this case the generated image representation is essentially the concatenation of visual- and tag-based representations, which results in a 1500-dimensional occurrence count histogram, $F^d_{VT} = \{f_{vt_1}, f_{vt_2}, \ldots, f_{vt_{|V|+|T|}}\}$.

The major drawback of the codebook combination approach is that concatenation is performed between heterogeneous quantities. This results in an non-uniform feature space that is unable to exploit the complementary effect of different modalities. Motivated by this fact, pLSA has been proposed to create a uniform space for the combination of different modalities.
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5.3.2 Mixture of latent topics

pLSA aims at introducing a latent (i.e. unobservable) topic layer between two observable variables (i.e. images and “words” in our case). Let us denote \( D = \{d_1, \ldots, d_{|D|}\} \) the set of images and \( W = \{w_1, \ldots, w_{|W|}\} \) the set of “words”. The key idea is to map high-dimensional word occurrence count vectors, as the ones described in Section 5.3.1, to a lower dimensional representation in a so-called latent semantic space [171]. pLSA is based on a statistical model which has been called aspect model [69]. The aspect model is a latent variable model for co-occurrence data \( n(d, w) \) (see Fig 5.1(a) for an example), which associates an unobserved class variable \( z \in Z = \{z_1, \ldots, z_{|Z|}\} \) with each observation as shown in Fig. 5.1(b). Then, given that \( P(w|d) \) is the conditional probability of “words” given images, its value can be obtained by performing row-wise normalization of \( n(d, w) \). Then, using the asymmetric model for pLSA a joint probability model over the set of images \( D \) and the set of words \( W \) is defined by the mixture:

\[
P(d, w) = P(d)P(w|d), \quad P(w|d) = \sum_{z \in Z} P(w|z)P(z|d) \tag{5.1}
\]

where \( P(d) \) denotes the probability of an image to be picked, \( P(z|d) \) the probability of a topic given the current image, and \( P(w|z) \) the probability of a word given a topic. In this case, if we introduce \( R(z, w, d) \) to indicate which hidden topic \( z \) is selected to generate \( w \) in \( d \) such that \( \sum_z R(z, w, d) = 1 \), the complete likelihood for this model can be formulated as:

---

Figure 5.1: a) co-occurrence data table \( n(d, w) \) for images and words, b) the standard pLSA model.
\[ L = \sum_D \sum_W P(d, w) \sum_Z R(z, w, t)[\log P(d) + \log P(w|z) + \log P(z|d)] \] (5.2)

The function that we need to maximize is:

\[ E[L] = \sum_D \sum_W P(d, w) \sum_Z P(z|d, w)[\log P(d) + \log P(w|z) + \log P(z|d)] \] (5.3)

Thus, using Expectation Maximization (EM) [97] the latent topics can be learned by randomly initializing \( P(w|z) \), \( P(z|d) \) and iterating through the following steps:

**E-step:**

\[ P(z|w, d) = \frac{P(w|z)P(z|d)}{\sum_Z P(w|z)P(z|d)} \] (5.4)

**M-step:**

\[ P(d) = \frac{\sum_W \sum_Z P(d, w)P(z|w, d)}{\sum_D \sum_W \sum_Z P(d, w)P(z|w, d)} \]
\[ P(w|z) = \frac{\sum_D P(d, w)P(z|w, d)}{\sum_D \sum_W P(d, w)P(z|w, d)} \]
\[ P(z|d) = \frac{\sum_W P(d, w)P(z|w, d)}{\sum_Z \sum_W P(d, w)P(z|w, d)} \] (5.5)

whereas for indexing a new image \( I_q \) we just need to repeat the above steps but without updating \( P(d) \) and \( P(w|z) \) that have been obtained from the learning stage. Once a topic mixture \( P(z|d) \) is derived for an image \( d \), we have a high-level representation of this image with less dimensions from the initial representation that is based on the co-occurrence of “words”. This is because we commonly choose the number of topics \( |Z| \) to be much smaller than the number of words so as to act as bottleneck variables in predicting words. The resulting \( |Z| \)-dimensional topic vectors can be used directly in an image retrieval or a clustering setting, if we take the distance (e.g. \( L_1 \), Euclidean, cosine) between the topic vectors of two images to express their similarity.
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5.3.2.1 Visual-based latent topics

In the visual information space, pLSA can be applied by considering the representative visual “words” of the visual codebook to constitute the second observable variable. Then, using the co-occurrence vectors between images and visual words \( n(d, v) \), each image of \( D \) can be represented in the visual-based latent space \( ZV \) using the following joint probability model:

\[
P(d, v) = P(d)P(v|d), \quad P(v|d) = \sum_{z\in ZV} P(w|z)vP(zv|d) \tag{5.6}
\]

In the visual-based latent space \( P(zv|d) \), the vector elements of each image representation denote the degree to which an image can be expressed using the corresponding visual based latent topics, \( F^d_{ZV} = \{f_{zv1}, f_{zv2}, \ldots, f_{zv|ZV|}\} \).

5.3.2.2 Tag-based latent topics

Similarly, in the tag information space pLSA can be applied by considering the representative tag “words” of the tag codebook to constitute the second observable variable. Then, using the tag-word co-occurrence vectors between images and tag words \( n(d, t) \), each image of \( D \) can be represented in the tag-based latent space \( ZT \) using the following joint probability model:

\[
P(d, t) = P(d)P(t|d), \quad P(t|d) = \sum_{z\in ZT} P(w|zt)P(zt|d) \tag{5.7}
\]

In the tag-based latent space \( P(zt|d) \), the vector elements of each image representation denote the degree to which an image can be expressed using the corresponding tag-based latent topics, \( F^d_{ZT} = \{f_{zt1}, f_{zt2}, \ldots, f_{zt|ZT|}\} \).

5.3.2.3 Combining visual and tag based latent space

Motivated by the fact that both topic vectors refer to the so-called latent semantic space and express probabilities (i.e. the degree to which a certain topic exists in the image), we assume that the topics obtained from both modalities are homogeneous and can be indiscriminately considered as the representative “words” of a combined codebook. Based on this assumption, an image representation that combines information from both modalities can be constructed by concatenating into a common multi-modal image
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Figure 5.2: Graphical representation of the highOrder-plsa model

representation, the two image representations of visual and tag based latent space, $F^d_Z = \{f_{zv_1}, f_{zv_2}, \ldots, f_{zv_{|ZV|}}, f_{zt_1}, f_{zt_2}, \ldots, f_{zt_{|ZT|}}\}$.

However, even if the concatenation is performed between values of similar nature (i.e. latent topics obtained through the application of pLSA), the simple combination of visual and tag based topics completely neglects the dependencies that may exist between the original visual- and tag-“words”. Thus, even if we know by experience that the visual word $v_i$ has low dependency with the tag word $t_j$, there is no way for the aforementioned approach to exploit this knowledge. This shortcoming was our basic motivation for applying high order pLSA as detailed subsequently.

5.3.3 High order pLSA

High order pLSA is the extension of pLSA to more than two observable variables. Using high order pLSA our goal is to apply the previously described aspect model for our three observable variables namely images, visual words and tag words. Using the asymmetric approach for pLSA, the generative model for our three observable variables is graphically represented in Fig 5.2 and can be expressed as follows:

$$P(d, v, t) = P(d) \sum_z P(v|z)P(t|z)P(z|d)$$ (5.8)

Then, in direct analogy with Section 5.3.2, if we introduce $R(z, v, t, d)$ to indicate which hidden topic $z$ is selected to generate $v$ and $t$ in $d$ such that $\sum_z R(z, v, t, d) = 1$, the complete likelihood can be formulated as:
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\[ L = \sum_D \sum_V \sum_T \sum_Z P(d, v, t) \sum_Z R(z, d, v, t) \]
\[ \log P(d) + \log P(v|z) + \log P(t|z) + \log P(z|d) \]  

(5.9)

and the function that we need to maximize is:

\[ E[L] = \sum_D \sum_V \sum_T \sum_Z P(d, v, t) \sum_Z P(z|d, v, t) \]
\[ \log P(d) + \log P(v|z) + \log P(t|z) + \log P(z|d) \]  

(5.10)

Thus, using Expectation Maximization (EM) [97] the latent topics can be learned by randomly initializing \( P(v|z), P(t|z) \) and \( P(z|d) \) and iterating through the following steps:

E-step:

\[ P(z|d, v, t) = \frac{P(v|z)P(t|z)P(z|d)}{\sum_Z P(v|z)P(t|z)P(z|d)} \]  

(5.11)

M-step:

\[ P(d) = \frac{\sum_V \sum_T \sum_Z P(d, v, t)P(z|v, t, d)}{\sum_D \sum_V \sum_T \sum_Z P(d, v, t)P(z|v, t, d)} \]

\[ P(v|z) = \frac{\sum_D \sum_T P(d, v, t)P(z|v, t, d)}{\sum_D \sum_T \sum_V P(d, v, t)P(z|v, t, d)} \]

\[ P(t|z) = \frac{\sum_D \sum_V P(d, v, t)P(z|v, t, d)}{\sum_D \sum_T \sum_V P(d, v, t)P(z|v, t, d)} \]

\[ P(z|d) = \frac{\sum_V \sum_T P(d, v, t)P(z|v, t, d)}{\sum_Z \sum_V \sum_T P(d, v, t)P(z|v, t, d)} \]  

(5.12)
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whereas for indexing a new image $I_q$ we just need to repeat the above steps but without updating $P(d)$, $P(v|z)$ and $P(t|z)$ that have been obtained from the learning stage. The iterations stop when the value of eq.(5.10) converge to its maximum (either local or global). In order to guarantee this, we rely on the relative change of $E[L]$ between consecutive iterations, as shown in eq.(5.13). If this relative change is below a predefined threshold the process is terminated, otherwise the EM steps are repeated.

$$\frac{E_{current}[L] - E_{previous}[L]}{\text{abs}(E_{previous}[L])}$$ (5.13)

In eqs.(5.9-5.12) we have used the joint probability distribution $P(d, v, t)$ of the observable variables (i.e. documents, visual words and tag words), in order to formulate high order pLSA. Due to the normalizing denominators, instead of $P(d, v, t)$ any un-normalized approximation to it can be used. The classical pLSA formulations use the frequency of occurrence $n(d, v, t)$, which is the number of times a visual word $v_i$ appears together with a tag word $t_j$ in a given image $d_k$. However, in our effort to incorporate prior knowledge into the generation process of the latent topics, we have followed an approach where $P(d, v, t)$ is approximated using the cross-word dependencies. More specifically, we accept that there is a certain degree of dependence on how visual words appear together with tag words, and that this dependence can be learned from data. In order to estimate these dependencies we introduce the concept of word-profiles. The word-profile is a $|D|$-dimensional binary vector that models the occurrence distribution of a word in a set of $|D|$ images, having 1’s in the places corresponding to the images where the word appears at least once and 0 in all other places. In other words, the word-profiles are the column vectors of $n(d, t)$ and $n(d, v)$ after thresholding them with 1. Using the occurrence distribution of each word in a corpus of images, we have a natural way to estimate the dependency between words of different type (i.e. visual and tag), by measuring their vector distance. For the purposes of our work, given that the values of word-profiles cannot be negative, we have used the complement of cosine similarity to calculate the dependency between two words $v$ and $t$, as shown below:

$$J(v, t) = 1 - \frac{v \ast t}{\|v\| \|t\|}$$ (5.14)
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Then, \( \forall v \in V \) and \( \forall t \in T \) we calculate \( J(v, t) \) in order to measure the dependency degree of every possible combination between the visual and tag words. Finally, we incorporate this information during the approximation of \( P(d, v, t) \) as follows:

\[
P(d, v, t) = \overline{n}(d, v) * \overline{n}(d, t) * J(v, t) \tag{5.15}
\]

where \( \overline{n}(d, v) \) and \( \overline{n}(d, t) \) are the matrices \( n(d, v) \), \( n(d, t) \) after thresholding. The rationale behind using eq.(5.15) to approximate \( P(d, v, t) \) is to penalize or favor the contribution of some pair \((v, t)\) to the sum of eq.(5.12), based on the prior knowledge that we have about the dependency of \( v \) with \( t \). In this way, the co-existence of a pair \((v, t)\) with high cross-word dependency is more important in defining the mixture of latent topics, than the co-existence of a pair with low cross-word dependency, which can be the result of noise.

5.4 A distributed model for calculating high-order pLSA

Although flexible for incorporating two or more random variables in a single latent space, high-order pLSA comes at the price of particularly high computational and memory requirements. As illustrated in eqs.(5.11-5.12) the algorithmic implementation of high order pLSA will have to store in memory and traverse one 4-dimensional array for executing the update steps of EM. Given that the dimensionality of the codebook-based representation in both tag and visual space can range from a few hundreds to a few thousands, it is obvious that the resulting 4-dimensional matrix will become difficult to handle when the number of considered images becomes high. Although data sparseness can be used to alleviate this burden, still the high dimensionality of the matrices that need to be processed renders the proposed approach intractable for very large datasets.

Motivated by this fact, we propose a distributed calculation model for high-order pLSA that could benefit from the multi-core facilities offered by modern processors. Drawing from the literature in distributed clustering [175] and in analogy with the approach presented in [176] for distributed pLSA, we divide the full set of images into equally sized nodes. Each of these nodes is able to apply the algorithm locally and periodically communicate with a central super-node in order to synchronize with
the other nodes. More specifically, using the notation of Section 5.3.3, the algorithm proceeds as follows:

1. Initially, the normalized, term-document co-occurrence matrices $P(d, v)$ and $P(d, t)$ are split along the images dimension into equally sized chunks $P^i(d, v)$ and $P^i(d, t)$. Every chunk is then transmitted to one of the $K$ nodes so that each node carries the information for $|D|/K$ images, except the last node that may have less.

2. The super-node initializes with random values the matrices $P(v|z)$, $P(t|z)$, $P(z|d)$ and with equal priors the matrix $P(d)$. A copy of the matrices $P(v|z)$ and $P(t|z)$ is transmitted in all $K$ nodes, while the matrices $P(d)$ and $P(z|d)$ are split along the images dimension into equally sized chunks $P^i(d)$ and $P^i(z|d)$, in order to be transmitted to each of the $K$ nodes.

3. Each node calculates the local joint probability distribution $P^i(z|d, v, t)$ according to eq.(5.11) and estimates the local value $E^i[L]$ according to eq.(5.10). Then, the super-node sums the $E^i[L]$ values collected from all nodes in order to calculate the central $E[L]$ value for this iteration.

4. Each node locally calculates $P^i(d, v, t)$ based on eq.(5.15), by using $P^i(d, v)$ and $P^i(d, t)$, as well as the cross-words dependencies $J(v, t)$ that are common for all nodes.

5. After calculating $P^i(d, v, t)$ each node locally proceeds to the maximization step and produces the local matrices $P^i(d)$, $P^i(v|z)$, $P^i(t|z)$ and $P^i(z|d)$. The only difference from eq.(5.12) is that all 4 matrices are un-normalized (i.e. all denominators in eq.(5.12) are set to 1).

6. The local matrices $P^i(v|z)$ and $P^i(t|z)$ are collected from all nodes. The super-node performs element wise summation across $i$ and normalizes the resulting matrices so that each column sum to 1. In this way the super-node updates the values of the global matrices $P(v|z)$ and $P(t|z)$, which are once again transmitted to all nodes.

7. Using the updated global matrices $P(v|z)$ and $P(t|z)$ and the corresponding $P^i(d)$ and $P^i(z|d)$ each node re-calculates the new local joint probability distribution
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\( \hat{P}(z|d, v, t) \) according to eq.(5.11) and estimates the new local value of \( \hat{E}(L) \) according to eq.(5.10). As in step 4, the super node sums the \( \hat{E}(L) \) values collected from all nodes in order to calculate the new central \( \hat{E}(L) \) value.

8. Using \( \hat{E}(L) \) and \( E(L) \) the super-node checks whether the convergence criterion of eq. (5.13) is satisfied. If yes, the local matrices \( P(i)(z|d) \) from all nodes are collected and concatenated in order to re-assemble the global matrix \( P(z|d) \). If not, the process continues with Step 4.

By adopting this model for the distributed calculation of high order pLSA the benefit is twofold. Firstly, the fact that there is no need for communication or concurrent memory access between the nodes, allows them to run in parallel and synchronize only when they need to communicate with the super node. This parallel computation allow us to expect a reduction of the total computational time by a factor that approximates the number of cores offered by the utilized processor. Secondly, the proposed distributed model provides an elegant way for regulating the memory requirements of the algorithm independently of the dataset size. Indeed, given that in a non-parallel mode the minimum amount of data that should be loaded into RAM is bounded by \( P(i)(z|d, v, t) \) instead of \( P(z|d, v, t) \), allow us to implement a version of the model that fits the memory specifications of the utilized computer. This can be done by using more nodes with smaller size or vice versa. In section 5.5.3.4 of our experimental study we measure the gain in computational cost of the distributed calculation model and show how we can regulate our algorithm to process a significantly large set of images.

Finally, we should mention that apart from dealing with computational and memory limitations, the distributed calculation model is also suggested for applications where data sources are distributed over a network and collecting all data at a central location is not a viable option. These applications include privacy-preserving environments where each node is only allowed to share a sub-set or an encoded representation of the local data, as well as sensor networks where each node collects a set of observations and needs to design local processing rules that perform at least as well as global ones, which rely on all observations being centrally available.
5.5 Experimental Study

Our experimental evaluation is primarily focused on comparing the performance achieved by the different feature spaces described in Section 5.3, in an image retrieval setting. Our aim is to verify that by exploiting the multi-modal nature of tagged images and introducing the cross-word dependencies when performing the modality fusion, we succeed in defining a feature space that is more sensitive to semantics. We also verify the efficiency of our approach in handling tasks of varying requirements by evaluating its performance in image clustering. Moreover, we experimentally measure the gain in computational cost achieved by the distributed calculation model and show how we can significantly reduce the memory requirements of our algorithm and run high order pLSA on a significantly large set of images. Finally, we compare our work with two state-of-the-art approaches that are also oriented towards exploiting the multi-modal nature of tagged images for improving the performance of an image retrieval system.

5.5.1 Data set

To carry out our evaluation we have used the NUS-WIDE dataset\(^1\) that was created by the NUS’s Lab for Media Search \([174]\). The dataset contains 269,648 images that have been downloaded from flickr together with their tags. For all images the authors released 500-dimensional co-occurrence vectors for visual words (as described in Section 5.3.1.1), as well as 1000-dimensional co-occurrence vectors for tag-words (as described in Section 5.3.1.2). Moreover, the ground-truth for all images with respect to 81 concepts has been provided to facilitate evaluation. The full set of 269,648 images has been split by the authors to 161,789 train and 107,859 test images. For the purposes of our work we have used a sub-sample of 5,000 (\(I^{train}\)) images for training and 5,000 (\(I^{test}\)) images for testing. The selection was random, however in order to remove the effects of incomplete tagging and noisy annotation, we have used an additional restriction so as to select images with at least one concept present in their annotation info and at least one tag present in their tag-based representation.

\(^1\)http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
5.5.2 Evaluation protocol

The adopted evaluation protocol for image retrieval is implemented as follows. Initially a set of training images is utilized to learn all necessary parameters that require training, such as the latent topics of simple and high order pLSA, as well as to calculate the cross-words dependencies between the visual and tag words. Subsequently, using the learned parameters the training images are indexed. Finally, an independent set of testing images is used to query the index and evaluate the system’s performance based on the relevance between the query and the retrieved images.

For assessing the relevance between the query and the retrieved images we have used the Average Precision (AP) metric. AP favors the algorithms that are able not only to retrieve the correct images, but to retrieve them as early as possible in a ranked list of results. This is a crucial attribute for an image retrieval systems since users rarely take the time to browse through the results beyond the first pages. Average precision is expressed by the following equation.

\[
AP = \frac{\sum_{r=1}^{N} Pr(r) \cdot rel(r)}{\# \text{ relevant images}}
\]  

(5.16)

where \( r \) is the current rank, \( N \) is the number of retrieved images, \( rel() \) is a binary function that determines the relevance of the image at the given rank with the query image. \( rel() \) outputs 1 if the image in the given rank is annotated with at least one concept in common with the query image and 0 otherwise. \( Pr(r) \) is the precision at rank \( r \) and is calculated by:

\[
Pr(r) = \frac{\# \text{ relevant retrieved images of rank } r \text{ or less}}{r}
\]  

(5.17)

AP measures the retrieval performance of the method using one image as query. Finally, in order to facilitate fast image matching the images were indexed using a kd-tree multidimensional indexing structure [177] that supports k-NN (Nearest Neighbor) queries.

Apart from the AP and in order to evaluate the efficiency of our algorithm in a task different from image retrieval, we have also implemented the Normalized Mutual Information (NMI) measure for clustering comparison. NMI belongs to the class of information theoretic based measures that rely on the mutual information shared between two random variables. The mutual information measures how much knowing one
of these variables reduces the uncertainty about the other, which makes it appropriate for measuring the similarity between two clustering solutions. The NMI measure that we have used in our work is a normalized version of the Mutual Information defined as:

\[
NMI(U, V) = \frac{I(U, V)}{\sqrt{H(U)H(V)}}
\]

(5.18)

where \( I(\cdot) \) calculates the Mutual Information between the clustering solutions \( U \) and \( V \) and \( H(\cdot) \) calculates the information entropy of each solution. NMI takes the value of 1 when the two clustering solutions are identical and 0 when they are independent. More information about NMI and how this measure can be applied to compare two clustering solutions can be found in [178].

5.5.3 Results

5.5.3.1 Retrieval performance

In order to obtain one global performance score for all query images we employed the Mean Average Precision (MAP) score, which is the mean of AP scores over the full set of query images. In our experiments we have set the value of \( N \) to be equal with the total number of indexed images. As baseline we have used the performance scores obtained using the 6 different feature spaces described in Section 5.3 namely visual-words, tag-words, visualtag-words, plsavisual-words, plsatag-words and plsavisual_plsatag-words. The performance score for the proposed approach appears under highOrder-plsa. The number of topics in all cases involving aspect models was selected to be 30, except from the plsavisual_plsatag-words case where the concatenation of the uni-modal plsa models resulted in a dimensionality of 60 topics. Moreover, in order to counterbalance the effect of initial randomization all experiments involving aspect models were repeated 5 times to obtain an average performance value.

Table 5.1 shows the MAP scores for all evaluated feature spaces. We notice that visual-words being a more dense representation of the image content performs better than tag-words, which are typically very sparse. As expected, the straightforward combination of both modalities by simply concatenating their word count vectors visualtag-words, fails to combine them efficiently and performs slightly better than the best of the uni-modal cases. When moving to the space of pLSA-based latent topics we can see an increase of the retrieval performance for both uni-modal cases, which verifies the
Table 5.1: Performance scores for image retrieval

<table>
<thead>
<tr>
<th>Feature Space</th>
<th>#dims</th>
<th>MAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tag-words</td>
<td>1000</td>
<td>29.45</td>
</tr>
<tr>
<td>visual-words</td>
<td>500</td>
<td>31.07</td>
</tr>
<tr>
<td>visualtag-words</td>
<td>1500</td>
<td>31.08</td>
</tr>
<tr>
<td>plsatag-words</td>
<td>30</td>
<td>35.67</td>
</tr>
<tr>
<td>plsavisual-words</td>
<td>30</td>
<td>31.72</td>
</tr>
<tr>
<td>plsavisual_plsatag-words</td>
<td>60</td>
<td>35.90</td>
</tr>
<tr>
<td>highOrder-plsa</td>
<td>30</td>
<td>37.75</td>
</tr>
</tbody>
</table>

efficiency of aspect models to discover semantic relations between the images. Moreover, it is interesting to note that the relative improvement achieved by \textit{plsatag-words} is considerably higher than the relative improvement of \textit{plsavisual-words}. This can be attributed to the ability of pLSA in more efficiently handling sparse data, since the co-occurrence table of tag-words is much more sparse than the corresponding table of visual words. Additionally, the performance achieved by \textit{plsavisual\_plsatag-words} introduces some improvement over the uni-modal cases, in contrast to the behavior of \textit{visualtag-words}. This verifies the ability of the latent space to more efficiently combine the heterogeneous modalities of tagged images, compared to the original space of word counts. Finally, the performance achieved by the proposed method verifies the usefulness of cross-word dependencies in creating a semantics sensitive feature space. Indeed, we can see that \textit{highOrder-plsa} outperforms all other cases that neglect this kind of dependencies, introducing an improvement of approximately 1.8% units over the best performing baseline.

In order to gain more insight into the retrieval performance of our system we have calculated the MAP on a concept basis. In order to do this, for each concept, we have used only the images depicting this concept to query the index. Then, the MAP score of this concept is calculated by averaging the AP scores obtained for each of the issued queries. Fig. 5.3 depicts the MAP scores achieved by the \textit{plsavisual\_plsatag-words} and \textit{highOrder-plsa} approaches for the 30 concepts that appear more frequently in the NUS\_WIDE dataset. We can see that the proposed \textit{highOrder-plsa} approach outperforms the best performing baseline in 21 out of the 30 considered concepts.
5.5 Experimental Study

5.5.3.2 Clustering Performance

In order to also evaluate the performance of the proposed approach on a different setting, we have designed an experiment where the task was to mine the conceptual categories characterizing the images included in the NUS-WIDE dataset. More specifically, the authors of [174] provide a concept list where each of the 81 annotation concepts is classified to one of six categories namely Event/Activities, Program, Scene/Location, People, Objects and Graphics. The task was to automatically identify these categories by performing clustering on the images included in our test set $I^{test}$. In each case one of the aforementioned feature spaces was used for calculating the distance similarity matrix. Then, NMI was employed to compare each of the obtained clustering solutions against the solution derived from the ground truth information. The L1-norm metric was used to calculate the similarity distance between images and the k-means algorithm was employed to perform clustering. In all cases, the number of requested clusters was set to be equal with the number of categories and 100 repetitions were imposed on the clustering process in order to alleviate the sensitivity of k-means to the

Figure 5.3: Performance scores on a concept-basis
initial conditions. The obtained results are depicted in Table 5.2.

It is evident from the NMI scores that the tag information space is more efficient in identifying the existing categories. Indeed, the clustering solutions obtained using tag-words and plsatag-words are much closer to the optimal solution than using visual-words and plsavisual-words, respectively. The poor performance of the visual information space is also observed in the cases of visualtag-words and plsvisual_plsatag-words, where the inclusion of visual-words in a joint space with tags has a negative effect on the clustering efficiency of the resulting space. Nevertheless, the use of cross-word dependencies by highOrder-plsa allows the resulting space to filter out the misleading information of visual words and obtain a clustering solution that is closer to the optimal case than all other baselines.

5.5.3.3 Latent space dimensionality and convergence threshold

In this experiment we investigate the impact of the employed latent space dimensionality on the retrieval performance of the pLSA-based methods. Our interest is on roughly estimating the number of dimensions where a performance peak is exhibited by each of the examined cases. Fig. 5.4 plots the MAP scores achieved by each method against the dimensionality of the latent space. We can see that the performance peak for highOrder-plsa appears between the range of 15 – 30 dimensions. A similar kind of behavior is also exhibited by the uni-modal aspect models (i.e. plsatag-words and plsvisual-words) where the performance peak is located around the 30 dimensions. However, this is not the case for plsvisual_plsatag-words where the number of latent
topics will have to reach 60 before achieving the peak of its performance. Thus, the fact
that our approach reaches its performance peak using considerably fewer dimensions
than the best performing baseline constitutes an additional argument in its favor. This
is because the efficiency of the indexing mechanisms, which are typically employed in
image retrieval systems, benefit substantially from the low dimensionality of the utilized
feature space.

Another interesting aspect of the proposed algorithm is the relation between the con-
vergence threshold employed during the EM procedure and the retrieval performance
of the resulting feature space. As already mentioned in Section 5.3.3 the iterations of
the EM algorithm stop when the value of eq. (5.10) becomes lower than a predefined
threshold. In all experiments so far this threshold was set to $10^{-3}$. Here, we evaluate
the retrieval performance of the proposed approach using as convergence threshold the
values $10^{-4}$, $10^{-5}$ and $10^{-6}$. Fig. 5.5 shows the MAP scores for each of the aforemen-
tioned values. It is evident that by making the convergence criterion more strict the
retrieval performance of the resulting latent space increases. However, for values that
are very close to zero (e.g. $10^{-5}$ and $10^{-6}$) the improvement is only marginal and does
not compensate for the increased computational overhead.

Figure 5.4: Impact of the latent space dimensionality on the retrieval performance
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Figure 5.5: Impact of the convergence threshold on the retrieval performance

5.5.3.4 Distributed calculation model

In order to estimate the gain in computational cost achieved by the proposed distributed calculation model we have measured the time required by our algorithm to complete on an i7-950 processor with 4 physical cores and 12GBs of RAM, using the centralized and the distributed calculation model respectively. Moreover, for the distributed case we have considered two different configurations. In the first configuration we consider that the memory facilities of the utilized computer are adequate to load in RAM the 4-dimensional $P(z|d,v,t)$ array that derives from the processed dataset, while in the second case we consider that the memory required to load the $P(z|d,v,t)$ array exceeds the available resources. In this case the hard disk is used by each node to store and load the corresponding chunk $P^i(z|d,v,t)$ in every iteration. Table 5.3 demonstrates our experimental findings. We can see that the time required by our algorithm to complete reduces by a factor of $\approx 4$ when employing the distributed calculation model, which is a reasonable outcome given that the whole process has been parallelized in 4 physical cores. On the other hand, when employing the configuration of the algorithm using the hard disk, the computational overhead introduced by read/write operations doubles the execution time but still remains considerably lower than the centralized version.

Finally, by exploiting the ability of the distributed calculation model to regulate its memory requirements, we have managed to apply the proposed high order pLSA algo-
Table 5.3: Execution time for different calculation models

<table>
<thead>
<tr>
<th>Calculation model</th>
<th>Elapsed Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
</tr>
<tr>
<td>Centralized</td>
<td>12288</td>
</tr>
<tr>
<td>Distributed (Memory)</td>
<td>3563</td>
</tr>
<tr>
<td>Distributed (Disk)</td>
<td>6687</td>
</tr>
</tbody>
</table>

Table 5.4: Performance scores for image retrieval - Full NUS_WIDE Dataset

<table>
<thead>
<tr>
<th>Feature Space</th>
<th>#dims</th>
<th>MAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tag-words</td>
<td>1000</td>
<td>29.90</td>
</tr>
<tr>
<td>visual-words</td>
<td>500</td>
<td>30.470</td>
</tr>
<tr>
<td>visual-tag-words</td>
<td>1500</td>
<td>30.476</td>
</tr>
<tr>
<td>plsa-tag-words</td>
<td>30</td>
<td>35.512</td>
</tr>
<tr>
<td>plsa-visual-words</td>
<td>30</td>
<td>31.128</td>
</tr>
<tr>
<td>plsa-visual-plsa-tag-words</td>
<td>60</td>
<td>35.686</td>
</tr>
<tr>
<td>highOrder-plsa</td>
<td>30</td>
<td>38.50</td>
</tr>
</tbody>
</table>

We have applied high order pLSA on 121,920 train and 81,589 test images, which is the set that constitutes the full NUS_WIDE dataset after removing the images that did not satisfy the restrictions described in Section 5.5.1. Table 5.4 shows the obtained MAP scores. It is interesting to note that the improvements observed when moving from one feature space to another are equivalent to those observed in Table 5.1, showing that the conclusions we have drawn from our previous experiments can be considered valid.

5.5.4 Comparison with existing methods

In order to compare our work with state-of-the-art methods in multi-modal indexing we have generated two additional feature spaces by implementing the methods proposed in [1] and [71]. More specifically, we have implemented one of the variations presented in [1] that treats the visual and tag-based latent topics obtained from the application of the uni-modal pLSA, as the observed words for learning a second level pLSA model. This model (ml-plsa [1]) allows the image to be represented as a vector of meta-topics.
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<table>
<thead>
<tr>
<th>Feature Space</th>
<th>#dims</th>
<th>MAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ml-plsa [1]</td>
<td>30</td>
<td>35.956</td>
</tr>
<tr>
<td>mm-plsa [71]</td>
<td>30</td>
<td>34.162</td>
</tr>
<tr>
<td>highOrder-plsa</td>
<td>30</td>
<td>37.75</td>
</tr>
</tbody>
</table>

as illustrated in Fig. 5.6. Similarly, we have also implemented the multi-modal pLSA scheme (mm-plsa) presented in [71]. In this work the authors’ goal is to exploit the interactions between the different modes when defining the latent space. However, in order to simplify their model, they assume that the pair of random variables representing the visual and tag words are conditional independent, given the respective image $d_i$. Given this assumption, we have $P(v|t, d) = P(v|d)$ and the joint probability model of text words, visual words and images can be written as:

$$P(d, v, t) = P(d)P(t|d)P(v|t, d) \Rightarrow P(d, v, t) = P(d)P(t|d)P(v|d)$$ (5.19)

Given eq. 5.19 we have used the EM-steps of Section 5.3.3 to generate a feature space for the mm-plsa model. Table 5.5 compares the performance of the three methods obtained using $I^{train}$ and $I^{test}$.

![Graphical representation of the ml-plsa model [1]](image)

Figure 5.6: Graphical representation of the ml-plsa model [1]

The fact that the performance of mm-plsa model is lower than two of the baselines presented in Section 5.5.3.1 shows that there is important information neglected under the cross words independence assumption. In addition, the approximation of $P(d, v, t)$
without using the cross-words dependencies is misleading in the generation of a semantics sensitive latent space. On the other hand, the ml-plsa model manages to introduce some improvement over the best performing baseline of Section 5.5.3.1. However, the improvement is marginal showing the the second level pLSA has little to offer when applied on dense data (i.e. such as the data produced by the application of the first level of pLSA). Finally, the fact that highOrder-plsa outperforms all other methods shows that the use of cross-word dependencies is beneficial for combining the semantics of both visual and tag information space in a semantics sensitive latent space.

5.6 Discussion of our experimental findings

In discussing our results, we should stress the great potential of exploiting the information carried by the different modalities of tagged images when designing a semantics sensitive feature space. We have seen that almost all methods incorporating information from both modalities outperform their uni-modal counterparts. Moreover, the use of aspect models has proven to be an efficient solution for overcoming the heterogeneity of sources and even discover the hidden relations between images, as demonstrated in Sections 5.5.3.1, 5.5.3.2 and 5.5.3.4. Furthermore, the superior performance of highOrder-pLSA in all different settings has proven that, being different representations of the same abstract meaning, the visual and tag words appearing in the image content exhibit some cross-word dependencies that can be used to improve the effectiveness of the resulting feature space. In addition, the execution times observed in Section 5.5.3.4 advocate the development of distributed calculation models for high computational and memory demanding algorithms, since the multi-core facilities offered by modern processors are able to speed-up significantly the whole process. Finally, we should note that although the approach presented in this chapter performs fusion between the modalities of visual content and tags, a similar methodology can be used to incorporate additional modalities of social media such as geo-located or user-related information.
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Chapter 6

Conclusions and Future Work

6.1 Discussion and Conclusions

In concluding this thesis we would like to provide a kind of walk-through to our motivations, the key choices that we have made in designing the proposed approaches and the conclusions we have reached. The starting point of our work was to tackle the inherent limitations of the example-based learning paradigm by proposing ways to smoothly incorporate into the learning process, knowledge that was provided explicitly in a human understandable format. In this effort BNs seemed like a natural choice due to their ability to incorporate explicit restrictions through their network structure and at the same time accommodate for the evidence that was extracted from the content itself. Two of our major problems were how to integrate the human expressed knowledge into the inference process and how to turn into evidence the support received from the low-level stimuli of multimedia content. Based on the approaches presented in Sections 3.1 and 3.2 we have managed to tackle those problems and develop a multimedia analysis framework based on evidence driven probabilistic inference. However, our experimental observations on the limited benefit of complex domain knowledge and the apparent requirement for plentiful annotated samples, was basically the motive for shifting our interest to social networks and their potential to serve as a rich source of low-cost, annotated samples.

Driven by the abundant availability of user tagged images in social networks, our expectation was that we would be able to obtain the desired annotated samples if we could exploit the noise reduction properties stemming from the collaborative nature of
their creation. Relying on a totally un-supervised method like clustering was favored for fulfilling the objective for low-cost annotated samples. Moreover, the solution that was dictated by our intuition was to associate the prevailing tendencies in both tag and visual information space, expecting to converge into the same object. Our theoretical and experimental study has indeed proven that this kind of convergence is possible especially when processing large volumes of data. However, it was clear from our experiments that although there were many cases where the gain in effort did actually compensate for the small loss in performance, the performance of the detectors trained using leveraged social media was inferior to the one achieved by manually trained detectors. This was one of our motives for seeking more efficient ways to exploit the tag information spaces in the multimedia analysis process.

The heterogeneous nature of visual features and tags was the main reason for putting aspect models at the core of our research efforts. However, the currently used aspect models like pLSA were unable to handle more than two observable variables, preventing us from incorporating the semantics of both visual and tag information space into a joint learning process. Thus, extending the currently used models to higher order became the obvious focus of our research, keeping also in mind to find the appropriate place in the analysis process where aggregated training information could be injected. By proposing high order pLSA and integrating the cross-modal dependencies into the update rules of EM execution, we have succeeded in increasing the semantic capacity of the resulting feature space.

Thus, recalling that the goal of our thesis was to verify that high levels of learning efficiency can only be achieved if explicit and implicit knowledge are combined efficiently, we may rightfully claim that the aforementioned statement has become evident from the approaches presented in Chapters 3, 4 and 5. In all cases the ability to incorporate more knowledge into the learning process has resulted in significant performance improvements. Indeed, in Chapter 3 we have seen the proposed BNs modeling approach to improve the performance of a set of baseline concept classifiers by using their output as evidence. Similarly, in Chapter 4 we have shown how the collective knowledge encoded in social media can be successfully used to boost the scalability of current object detection schemes, by removing the need for close human supervision. Finally, Chapter 5 has verified that the knowledge encoded in the cross modal dependencies of multi-modal data is particularly useful when designing a semantics sensitive
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feature space. However, during the development of the proposed approaches we were faced with a series of tradeoffs that we discuss below.

The first trade-off that we encountered is between the advantages of using ontologies and the effort required to encode the relations between all different domain concepts. It is true that in order to generate a valid ontological representation of the examined domain, substantial effort will have to be allocated by domain experts. Similarly, in order to obtain realistic priors for the BN a sufficiently large amount of samples will have to be manually annotated, as verified by the experiment of Section 3.3.3.4. Thus, there is a trade-off between the time required to obtain a deep modeling of the domain and the efficiency of the resulting analysis framework. In searching the best option to balance this trade-off it is interesting to note that in the experiment of Section 3.3.3.2 we have seen that the incorporation of semantic constraints into the inference process was able to help only under certain circumstances. On the other hand the hierarchical information of the ontology was proven useful in all cases, as it became particularly obvious from the experiments of Section 3.4.2.2. Based on the above one general conclusion that we can draw is that expert’s provided knowledge, even at a shallow depth, is complementary to the knowledge that can be mined from training samples. Thus, in designing semantic multimedia analysis systems, there should be a clear preference towards spending the available resources towards acquiring simple logic-based rules, rather than spending the resources to obtain more training samples. On the other hand, complex logic-based rules and deep modeling of the domain should only be employed in cases where the additional effort is justified by the added value in the application.

The second trade-off that we came across during the preparation of this thesis is between the available computational resources for handling large amounts of data and the amount of human intervention that can be exploited to drastically improve the visual analysis error. In our effort to crowdsource annotated samples by leveraging social media, we have seen that in order to ensure high probability of success for our approach the size of the processed dataset would have to grow particularly high. On the other hand, we have also observed that the aforementioned probability of success was very sensitive to the amount of error introduced by the visual analysis algorithms, which was roughly related with an invert proportional manner to the dataset size. This observation, although mostly intuitive, can be a very powerful tool in balancing
between the computational and human resources that are needed to achieve optimal performance. For instance, if instead of the mostly un-supervised process that was employed in Chapter 4 we have the luxury to include a human annotator in the analysis loop, we may as well achieve comparable results with a significantly smaller dataset [179]. On the other hand, if human intervention is completely out of the question, more computational resources can be committed to ensure the successful completion of the undertaken task.

Finally, the trade-off that we encountered in the last of the approaches presented in this thesis is also between the availability of computational and memory requirements against the gain in performance efficiency. By incorporating more than two observable variables into the analysis process, although beneficial from the perspective of incorporating the cross modal dependencies into the resulting latent space, we significantly raised the computational and memory requirements of our method. This is a problem that is usually encountered by methods that try to incorporate many sources of information into a joint learning process and becomes a serious obstacle when the complexity increases exponentially for every additional source, as in the case of Chapter 5. Typical solutions to this problem aim at exploiting the sparseness that is likely to characterize the processed data, or at designing distributed calculation models to exploit the multi-core facilities offered by modern systems, as in our case (cf. Section 5.4). However, when dealing with large scale problems like the ones that are usually addressed in social media, special attention will have to be paid on avoiding situations where the scale of the analysis that is necessary for extracting meaningful results, is so large that it renders the application of some methods intractable. Thus, in developing methods that are intended to work in the space of social media, there should be a clear design preference on algorithms with low complexity and even more on solutions that are able to trade computational complexity with small losses in performance. This can be done either by using rough approximations instead of accurate values, or by re-designing the algorithms to rely on pre-computed information that can be calculated once and in an off-line mode.
6.2 Plans for future extensions

Our plans for future research are motivated by the fact that social media are commonly described by a high diversity of features. For instance, an image in flickr is associated with the tags that have been assigned to it, the users that seem to like it and mark it as favorite, the visual features that describe the visual content of the image, and possibly the information that denotes the spatial and temporal context of this image. Even though all these facets of information are not combined naturally with each other, still they carry complementary knowledge about the resource since each facet is essentially the representation of the resource in a different feature space. We consider the efficient exploitation of such information to be an important advancement from traditional multimedia analysis methods, since managing the diversity of all available features and successfully exploiting their complementary information capacity poses new requirements and challenges. Based on the above our plans for future work include the extension of the approach presented in Chapter 5 to further exploit the intrinsic multi-modal nature of social media.

More specifically, given that the proposed high order pLSA method can in principal extend to an arbitrary high number of observable variables, we plan to research and develop a social media analysis framework that will be flexible in handling any combination of the aforementioned information facets. Important problems related to the heterogeneity of information, the computational and memory requirements, as well as the mechanism for correlating the different modalities will have to be addressed for achieving the necessary levels of efficiency. In addition, we plan to experiment further with the amount of information that can be extracted from legacy data and examine whether the incorporation of feature kernels into the update rules of high order pLSA will actually lead to a joined feature space of increased semantic capacity.
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