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ABSTRACT

Aims. In previous simulations of collisionless 2D magnetic rewagtion it was consistently found that the term in the gdissa
Ohm’s law that breaks the frozen-in condition is the divergeof the electron pressure tensor’s non-gyrotropic corapts. The
motivation for this study is to investigate th&ext of the variation of the guide-field on the reconnectiortiag@ism in simulations
of X-point collapse, and the related changes in reconnectinardics.

Methods. A fully relativistic particle-in-cell (PIC) code was useal thodelX-point collapse with a guide-field in two and three spatial
dimensions.

Results. We show that in a 2DX-point collapse with a guide-field close to the strength efitikplane field, the increased induced
shear flows along the flusion region lead to a new reconnection regime in which eadhertial terms play a dominant role at the
X-point. This transition is marked by the emergence of a miégistand — and hence a second reconnection site — as wedatsam
flow vortices moving along the current sheet. The reconardatiectric field at theX-point is shown to exceed all lower guide-field
cases for a brief period, indicating a strong burst in reegtion. By extending the simulation to three spatial din@msit is shown
that the locations of vortices along the current sheet &lised by theilQ-value) vary in the out-of-plane direction, producingetit
vortex tubes. The vortex tubes on opposite sides of tfiesion region are tilted in opposite directions, similadybifurcated current
sheets in oblique tearing-mode reconnection. The tiltengf vortex tubes were compared to a theoretical estimatidiwere found
to be a good match. Particle velocity distribution functidar different guide-field runs, for 2.5D and 3D simulations, are yaeal
and compared.

astro-ph.SR] 3 Aug 2016

—1. Introduction by Petshek|(Petschek 1964), reconnection set-ups of gsheare
magnetic fields relying on the tearing-mode became the dom-
i Magnetic reconnection is an important process in the stddyipant set-up in computational studies of magnetic reconnec
solar plasma physics; it allows energy stored in magnefiddfie tion. As established in Tsiklauri & Haruki (2007, 2008) pele-
to be converted into kinetic energy of super-thermal plediand in-cell (PIC) simulations of X-point collapse in the coibs-
O) heat. Following Dungey'’s original model of the open magnettess regime exhibit many of the established features oirtgar
sphere, where magnetic reconnection facilitates thedotean mode magnetic reconnection, e.g. the formation of a current
of the Sun’s magnetic field and the Earth (Dungey 1953), numsheet, magnetic Hall field generation, and independencgsef s
’'ous models have been devised that use magnetic reconnedgom size. However, simulations of-point collapse have also
to explain solar eruptions (Shibata & Magara 2011; Chen/p0ltincovered several new features, such as initial oscilfater
coronal heating (Cranmer 2009; De Moortel & Browning 2015f0nnection and vortex formation in the high guide-field regi
and other energetic processes within the heliosphere. aWVHiGraf von der Pahlen & Tsiklauri 2014a) and a distinct octupo
no model of magnetic reconnection has currently been demdtar-out-of-plane magnetic field (Graf von der Pahlen & Tsikla
- = 'strated to comprehensively describe energetic phenorsena, 2014b, 2015), which makes this set-up a useful device for the
.~ eral observational studies have found evidence for magneti ongoing study of magnetic reconnection. In this study we okt
connection, such as great energy conversions in the hakoiep the results of_Graf von der Pahlen & Tsiklauri (2014a) where
« ‘current-sheet, corresponding with fast reconnection msodeollisionlessX-point collapse with a magnetic guide-field was
(O (Gosling et all 2007), and signatures of Hall-reconnedticdhe investigated in a 2.5 PIC simulation. In particular, thisdst
geo-magnetic tail of the Earth (Eastwood et al. 2007). Farrth analyses the reconnection mechanism (i.e. the term brgéhén
more, a recent study using magnetohydrodynamic modellifigzen-in condition) and relevant plasma dynamics foréasr
driven by solar magnetograms_(Jiang et al. 2016) have fouind guide-fields.
substantial new results regarding the transition fromepueptive The reconnection rate in a 2D reconnection set-up can be
to eruptive states in a magnetic flux-emerging region. ATIr0 joina as the out-of-plane electric field where magnetiarsep
case thus eX|sts.for the importance of magnetic reconertio - meet, i.e. at th¥-point. The movement of magnetic field-
solar Processes, a thorqu?h ur;}de;star?dmg gf the "&agm?clihes (representative of flux-tubes in 3D) in the xy-planereo
gonneqUon p;qcer?s rlf I‘."ta go the further understandinef o045 to changes in the z-component of the magnetic vector
ynamics within the heliosphere. potential, A;, for a set gauge. Integrating out the in-plane mag-
Dungey’s original analysis of magnetic energy conversiaretic field componentBy andBy over a given area allows values
in the Earth’s magnetosphere describes a reconnectionImafed; to be determined. The equipotential lines on a contour plot
now known as X-point collapse. Following reconnection moa{ A, represent the in-plane magnetic field-lines, as for example
els proposed by Sweet and Parker (Parker 1957) and latepanels a) to c) of Fid.]l1. When the magnetic field is frozen
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Fig. 1: Reconnection at a¥-point in a 3D domain, showing the motion of two sets of maigniéld-lines. The perspectives on
the simulation domain are indicated for each row. In panehb)direction of the reconnection electric field inducedhasfteld-
lines pass the&-point is indicated. Thin arrows on panels c¢) and f) indidhe direction of the electron current generated by the
reconnection electric field. As shown, the shape of the fieles guides the accelerated particles such that therelisa-$low in

the xy-plane.

into the plasma then can be derived from the relativistic Vlasov equation andisig
by
dA; _ V-P, mgdu Me
& = VBl M E=-gxB- e T T vy, @)
€

whereV represents the plasma velocity aBds the magnetic whereP = fdue((ueue/y)f — Ne{Ue/y){Ue)) andUe = Ve,
field. Thus, changes in the magnetic field are facilitateidtegt wherey is the Lorentz factor and the electron velocity dis-
by advection rather thanfiision. In the case of magnetic recontribution function at theX-point. The reconnection mechanism
nection, the frozen-in condition is broken and change&;iby in tearing-mode reconnection set-ups has been invedtigate
definition result in the generation of an electric field, adimg many computational studies (Hesse et al. 1999; Horiuchi& Sa

to 1997; | Hesse et al. 2004; Pritchett 2001; Swisdak et al. |2005)
and was consistently found to be the divergence of the elec-
E, = _% ) tron pressure tensor. A recent exception to this trend isdou
z dt inMelzani et al.|(2014); the authors show that for tearingce

reconnection in relativistic conditions (i.e. where infloaag-

Since the topology of field-lines in 2D must change for recofetic energy exceeds plasma rest mass energy), convewive i
nection to occur, field-lines must pass through a null-pdints  tia can make an approximately equal contribution to themeco
making the out-of-plane electric field at thepoint a reliable nection electric field as the pressure tensor divergencerthdr
measure of the reconnection rate. This process is showmin paxception is found ih Hesse & Zenitahi (2007), where a shieare
els a) to c) in Figuréll, where panel b) shows the electric fielagnetic field set-up was modelled with a relativistic etewt
generated as field-lines break and change topology. positron plasma, and contributions from the time derieat

In the collisionless regime, theftlision region is dominated the electron bulk inertia were observéd. Swisdak et al. 200
by electron dynamics. Therefore, a means of identifyingéie and Hesse et al. (2002) show that for increasing values degui
connection mechanism in collisionless 2.5D simulation$ois field in a tearing-mode set-up, the convective inertial {igpa
identify the terms in the generalised electron Ohm'’s lawsha- derivative) terms start to make an increasingly large doution

tain the out-of-plane electric field at thepoint, i.e. to the out-of-plane electric field adjacent to the currergesh
However, the contribution to the reconnection electriaifadithe
_ V-Pe mMed(Ve) Me X-point remained the divergence of the electron pressusmten
E=—(Ve)xB - ne e at ?«Ve} FV)(Ve), ) 1nthis study it is shown that similar results emerge in anmepe

boundaryX-point collapse set-up, with the notableffdrence
where the terms on the right-hand side are, from left to rigite  that for high enough guide fields the convective inertiamer
advection term, the divergence of the electron pressutencan become asymmetric across the current sheet and shi# to t
the time derivative of the electron bulk inertia, and thevaative  X-point, becoming the dominant contribution to the reconnec
inertia (i.e. spatial derivative) term, and wherg) represents tion electric field.
the mean electron particle velocity at thepoint. As shown by A 3D representation of reconnection at drpoint with an
Hesse & Zenitanil (2007) a relativistic version of this edguat out-of-plane magnetic guide-field is shown in panels d), e),
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and f) in Figurdll. As shown, reconnecting magnetic fielédin[Hunt et al. [(1988), in “eddy zones” more than abof4 8f the
now carry a vertical magnetic field component. As explaingd larea has Q-values greater than 1. In this study the Q-value is
Schindler et al.| (1988); Priest et &l. (2003), flux-tubeshd® used to show that vortical flows in 2.5D simulations corregpo
not necessarily have to pass throughXapointX-line in order to 3D vortex tubes with structures that are not apparent trem
to undergo reconnection. In 2.5D simulations however, &l r2.5D simulations.
connecting field-lines must meet at tiepoint, making this a An additional possible feature, unique to 3D reconnection
representative model of the relevant dynamics. As theoadrtiwith a guide-field, is the generation of oblique modes as demo
components of the magnetic field are carried into Xapoint, strated in Liu et al!(2013); Baalrud et al. (2012) and Akcbale
shown in panels d), e) and f) in Figurk 1, the out-of-plane-ele(2016). In 2.5D simulations of magnetic reconnection, reco
tric field at theX-point is now partially parallel to the magneticnection must occur at a magnetic X-point where it is possible
field (see panel b)) and thus accelerated electrons areédiuidfor field-lines to change in topology. In a symmetric set-iinis
along the field-lines. Panels c) and f) of Figlite 1 show theltes means reconnection occurs at the centre of tifeigion region
ing electron current. As shown in panel c) this electronentrr (here along the x0 line). However, in 3D reconnection with
represents a shear flow in thg-plane [ Kleva et al (1995) dis- a guide-field, a more generic requirement for reconnectppn a
cuss this ffect and the resulting density asymmetry along th#ies: reconnection occurs on surfaces wheseB = 0, where
across the current sheet. k represents the wave vector of a perturbation associatéd wi
An alternative possible modification to a 2D tearing-modeconnection and B the magnetic field. In the case of a sheared
reconnection set-up is the addition of a shear flow parall@agnetic field with a guide-field, extended over a 3D domain,
or anti-parallel to the in-plane magnetic field. This receemn this implies that reconnection sites may exist adjacemtdartid-
tion set-up has been studied by several authors (Mitchelb& Kplane of the diusion region, generating current sheets at oblique
1978; Cassak & Otto 2011; Nakamura et al. 2008; Chacon etahgles, relative to the z-direction, of
2003) and is considered representative of reconnectionamnd
tex formation in the magneto-sheath (Otto & Fairfield_2000§.= = arctank;/ky) = + arctanBy/B). (6)

For shear flows where the shear velocity is below the Alfve e angled does thus correspond to the inclination of the out-
speed, the reconnection rate is shown to be to be inhibited 9 P

greater shear flows (Mitchell & Kan 1978; Cassak & Otto 2011?{-plane magnetic field. In a sheared magnetic field reconnec
However, for shear speeds greater than the Alfvén speed it an Slet-up,ftpe (%trrer.]gth (BV Increases W':]h distance fr(_)m the
been shown that the reconnection dynamics can be altered gHﬁ? a?eo the usion rheglcl)nl, meaning that reclpnnectlon sites
the reconnection rate increased. Two-dimensional sifoalae- U'er from the centre s ould lead to greater obliquend/ssle
sults by Nakamura et al. (2008) show that for large enougarsh € generatlon_of oblique current sheet_s and fllux-tubesdems b
flows, tearing-mode reconnection can be coupled with varex emonstrated in 3D PIC simulations with tearing-mode get-u

connection, and in Chacon et al. (2003) the parameterssmt;es(l‘iu et all[2013] Akcay et al. 2016), this study similarly dem

for the mixing of these two reconnection modes are mathemal &tes the oblique nature of vortex dynamics in 3D recotirec
cally established. in an alternative reconnection set-up, i.e. X-point callap

In this study, for an open-boundaXpoint collapse set-
up with a guide-field close to the strength of the in-plang gjmulation model
field, we show that electron shear flows are generated that are
strong enough to change the reconnection dynamics and afdr Stressed X-point collapse reconnection model

the term that breaks the frozen-in condition. It has presiipu As_in previous studies (see_Graf von der Pahlen & Tsiklauri
been demonstrated that a large enough guide-field can Iea20.143 Graf von der Pahlen & Tsiklauri 5014b and

vortical electron flows and island formation in both tearings - ¢\ S~ dar Pahlen & Tsiklali 2015) the set-up of the in-

mode reconnection (Fermo et al. 2012) andKipoint collapse 7, - L ; .
s : : ane magnetic field used in this study in known »agpoint
(Graf von der Pahlen & Tsiklauri 2014a). Here we demonstrag e : . ,
how these results can be enabled by the shear flow and gapse and itis mathematically described by the expoassi

resulting convectional inertia contribution to the receation Bo Bo ,

electric field, generated through guide-field reconnectieur- Bx = Ty’ By = Y X, )
thermore, by exploring the same reconnection set-up egténd

into the third dimension, we investigate how electron andevo WhereBy is the characteristic magnetic field intensityjs the
dynamics proceed in 3D. While there is no generally acceptédpracteristic length-scale of reconnection, ant the stress
method of identifying vortices in a fluid_(Cai etlal. 2015)y foparameter (see e.g. chapter 2.1 in Birn & Priest 2007). Isi thi
this particular type of investigation we promote the usehaf t S€t-up,Bx andBj lie in the xy-plane, while a uniform currer,
Q-value. The Q-value represents a Galilean-transformatio IS imposed satisfying Ampere’s law, i.e.

variant measure of vortical flow (Haller 2005; Chakrabottgle

2005; Hunt et al. 1988), defined as the second invariant of the g,

velocity gradient tensoRv, given by Jjz= H(a -1). (8)

- 2 _ 2
Q=(tr(W)" ~tr(Vv))/2 In this scenario, for an initial stress parameter greatean th

_ Owdvy dvy dvy N dv; dvy unity, the magnetic field leads to &x B force that pushes
dx dz  dx dy dz dy the field-lines inwards along th¥-direction. This serves to in-
dvy dvy  dvedv,  dvydv, crease the initial magnetic stress, which leads to an isereg,,

————————— . (5) which in turn increases the inwards force. Owing to the freze
in condition, this leads to a build up of plasma nearXapoint.
When positive at a given point in a domain it indicates thespreGiven that conditions for magnetic reconnection are megy-ma
ence of a vortical flow at that location or, as originally sthin netic pressure does not counter the inwards force but diesip
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through reconnection and the field collapses. This is aceemparticles per cell were used which was shown to be a suitable
nied by the formation of a current sheet. number in convergence tests. When extended into 3D, thétheig
As an additional modification, a uniform out-of-plane magef the simulation box was set to half the simulation widtk, i.
netic guide-field is imposed at the beginning of the simatati L, = 0.5L. The size of grid cells was set to 2 Debye lengths, i.e.
The strengths of the guide-field are chosen to be fractiofiseof Ax = Ay = Az = 21p, making up a grid of 208 200x 100 cells
maximum field amplitude within the planBp, i.e. using 200 particles per species per cell. While this is less-c
putationally reliable than the 2.5D simulation runs, it i©own
in this study that a strong correspondence exists betweemih
Bxo = (n/10)By V1 + a2 = (n/10)Bp, (9) set-ups.

wheren is an integer ranging from 1 to 6. When extended into ] ] o ]
the third dimension, this configuration was not altered, the In order to avoid energy losses or gains due to the finite grid

initial values of current, density, and magnetic field dovanty instability (Okuda 1972; Langdon 1970), the 2D and 3D simu-
with z. lation runs both adhere to the established condition treasite

of grid cells,Ax, is of the order of the Debye lengthy. Also
using EPOCH, 2.5D simulation runs with a similar configura-

2.2. PIC simulation set-up tion and closed boundary conditions, with grid cells\of= 1p

Following Graf von der Pahlen & Tsiklauri (2014a) ar;d Ax = 21p, were con(;uct_?r(]j and it was ffougd tthflit the to-t

Graf von der Pahlen & Tsiklauri (2014b), anc%tta energy was conserved within an error o1 about 1 per cen
* or the same simulation period (Graf von der Pahlen & Tsikilau

Graf von der Pahlen & Tsiklauri [ (20015), this study conting~-4 : . ; :
ues the investigation of X-point collapse using a relativis 2015). As with all PIC codes, particles are not subject te dis

and fully electromagnetic PIC code. While in previous i cretisation and momentum is conserved to machine precision
the simulation runs were limited to 2.5D, in this study rﬁulaII simulation runs the simulation time step is predeteetiby

Ap

were extended into 3D. The PIC code was developed by ¢ Simulation code ast = =5, wherec is the speed of light
EPOCH collaboration_(Arber etlgl. 2015) and is based on thevacuum. This is sflicient to resolve the propagation of both
original PSC code by Hartmut Rufi (Rlihl 2006), employing thight and Langmuir waves, i.€At < Ax andwpeAt < 2.
Villasenor and Buneman scheme (Villasenor & Buneman [1992)
to update simulation parameters. It is a kinetic and rakiio/
code and all the relevant physical quantities are repredent
allowing for the calculation of all the terms in the genesetl 2.3. Boundary conditions
Ohm’s law (see Eq]4). As with all PIC codes, a simulation
domain is initiated with a set of pseudo particles, représgn
multiple physical particles of a specified temperature anthe choice of boundary conditions in a puXepoint collapse
momentum. Furthermore, electric and magnetic fields aremetconfiguration is not trivial. Unlike in tearing-mode-typecon-
over a discrete grid of cells. After initialisation the cockaries nection, it is not possible to apply periodic boundary ctinds,
out a leap-frog algorithm where in turn fields on grid cells arsince field-lines at opposite boundaries are not equidineakt
updated by the particle motion and particle motion is updiaten [Graf von der Pahlen & Tsiklalifi (2014a) two types of bound-
by fields defined on grid cells. ary conditions, open and closed, were used and compared. In
The parameters in the simulation were chosen such that tafe closed case, particles are reflected and field-lines epe k
perature, particle densities, and magnetic fields corredpdto fixed at the boundary. The latter is ensured by imposing zero-
observed values for coronal flaring loops (Shibata & Yokogtangradient boundary conditions on both the electric and miagne
1999 Aschwanden 2005). Observational studies have foand ﬂfields' forcing the tangential component of electric fieldzéwo
ing temperatures to be in the range®®0to 10°K, number and keeping the normal component of the magnetic field con-
densities of electrons @3 to 10"’m™3, and magnetic field stant. This ensures that no particle energy is lost and that n
strengths of the order of 0.01 Tesla. While the correspandiflux can escape through the boundary. In open boundary con-
length-scales of flaring processes range frofimi® 1°m, PIC  ditions, particles reaching the boundary are removed frioen t
simulations using today’s technology do not have the capacsystem. Fields at the boundary are allowed to evolve fresly,
to simulate plasma over such vast scales and a reduced arggit®ut in((Rufll 2006) chapter 2.4 (see radiating boundanglieo
considered, focussed on the reconnection processes. tions), allowing electromagnetic waves to escape. The etagn
Accordingly in the simulatiome = n, = 10®*m2, Te = field perpendicular to the boundary is kept fixed here. This co
Tp = 6.0x 10’K, and the characteristic electron Alfvén speed assponds to the initial simulation domain being embeddeal in
Vaeo = Bo/ y/toNeMe = 0.1c¢, fixing the magnetic field parameterarger X-point collapse set-up. In the open case it was demon-
asBp = 0.03207 T, and satisfyingre = Vaen, Wherevre is the strated that the system allowed for greater reconnectitas ra
electron thermal velocity. In order to computationalfjoad to and for a smoother system evolution when guide-fields were ap
run simulations with such particle densities, the massofiqms plied. Furthermore, in the open case, for guide-field stiteng
was set as 100 times the electron masshige= 100m, to speed close to the in-plane field, the reconnection dynamics 8igni
up the code. The initial stress parameter is set asl.2, corre- cantly changed. Magnetic islands and electron flow vortitasg
sponding to a small initial compression of Zrpoint magnetic to emerge. For these reasons the open boundary case was chose
field. In the 2.5D case, lengths of grid cells were set as thg/BPe for this study. Also, while closed boundaries are more @ahéeto
length, i.e.AX = Ay = Ap = Vke/wpe, Over a grid of 400< 400 laboratory reconnection experiments, open boundariesiare
cells, amounting to a system length of approximately four iaelevantto reconnection events in nature, e.g. recororeictihe
inertial lengths, i.e. &/ wp. While the system size does not exgeomagnetic tail. When extending the 2D simulation into 3D,
tend to characteristic coronal lengths scales, it is largrugh the previously ignorable direction (z) now requires wedfided
to capture both particle species dynamics. Five hundredduse boundaries. These were set as periodic.
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This can be understood in terms of the increased shear flow: As
the electron flow speed along the current sheet increasss, el

B,=0.0B L >

0.25E BzfoQB: trons that normally would have been undergoing meandering
Fg 0.4B, motion in the dffusion region (i.e. adding to the pressure tensor

0.20F  B.=0.68, contribution) are now accelerated outwards and thus durigi

E./ (VoBo)
o
o
T

to the convective inertial term instead. This is in line wikie
theoretical prediction stated in Eqn. 4.in Taneka (2001).
In the case of a guide-field of&Bp, a shift in the previously

0.10F observed dynamics occurs. After the formation of a magietic
0056 s land, and thus_ a seconda)_(ypo_int, a significant contributiqn to
m an“ the reconnection electric field is made up by the conveatige i
0.00 Ll L w w tia term. As shown in the final panel of F[g. 3, both the pressur
0 100 200 300 400 tensor and convective inertia contributions to the eleditid are
Wpet now highly asymmetric across the current sheet along therlow

X-point (interestingly, this asymmetry is reversed at thparX-
Fig. 2: Reconnection electric field at tepoint for 2.5D simu- point). This change in dynamics is coupled with the emergenc
lation runs, with guide-field strengths as indicated. of an electron flow vortex in the proximity of theé-point. Fig.
[4 shows the time evolution of the relevant quantities dutimg
shift of dynamics. Closer analysis shows that the convedtiv
ertial contribution to the reconnection electric field a ¥point

is mainly provided by the componevg(d:—f. Panels d), e), and f)
of Fig.[4 show the evolution of this term superimposed onihe i
Reconnection set-ups for guide-field strengths of BBPwere plane magnetic field. As shown in panel d), which corresponds
run until 50Qupe. InlGraf von der Pahlen & Tsiklauri (2014a) itto a time shortly before the reconnection peak, this couticin
was shown that peak reconnection was reached for all guigigitially plays a role only adjacent to the current sheenikir to
field cases within this time. Figuid 2 shows the out-of-planie contributions of the convective inertia in panels a)aby c)
electric field €;) at the X-point for 2.5D runs with dferent in Fig.[3. However, as shown in panel e) of Hij). 4, this conirib
values of guide-field, representing the reconnection re¢era- tion shifts to the location of th¥-point and also to the location
ing to Eq. [2). As discussed in the previous work, a greatghere the secondary-point is formed, thus playing a role at
guide-field leads to increasingly delayed onsets of recctiote  both reconnection sites.
Graf von der Pahlen & Tsiklauri (2014a) also addresses the in  Panels a), b), and ¢) in Figl 4 show the evolution of the out-
tial periods of intense high-frequency oscillations, &dkio 0s- of-plane electron current density,) and the in-plane magnetic
cillatory reconnection. In the.8Bp guide-field case, a magneticfield. After the formation of the magnetic island, a strong-cu
island and thus a secondaypoint emerge. Rather than plottingrent starts to develop at its centre. This can be attribuietie
both reconnection rateg, from theX-point with the greater re- compression of the magnetic field, and thus increased ctikeof
connection rate is used. As shown, the reconnection rateein inagnetic field, owing to the continued reconnection at the tw
0.6Bp briefly exceeds the reconnection rate in all other casespoints, as explained by Huang ef al. (2013). Panels g) ), a
This occurred shortly after the emergence of the see6pdint. i) of Fig.[d show the electron motion at the same time steps, as
It should be noted that the locations of tepoint here were contour plot of theQ-value. This value represents a Galilean-
tracked andE, was sampled at those locations, whereas in Figtdinsformation invariant measure of vortical fldw (Hall&0%;
of Graf von der Pahlen & Tsiklauri (2014&), was simply sam- [Chakraborty et al. 2005; Hunt et al. 1988), defined as therskco
pled at the centre of the simulation domain. Since XAgoint invariant of the velocity gradient tensdty, given by equation
starts to move foB, = 0.6Bp, tracking of theX-point location [§. When greater than zero, tig@@value indicates the existence
becomes necessary to accurately measure the reconnetton bf a vortex. In panel g) there is only a shear flow, as predicted
Changes in the shape of the current sheet and reconnechigrthe nature of guide-field reconnection, while in panelte) i
region with increasing guide-field iX-point collapse are dis- can be clearly seen that a vortical flow emerges in the vicinit
cussed by Graf von der Pahlen & Tsiklauri (2014a). However,af the X-point. The vortex visible in the velocity field and the
was not investigated how these changfsaed the reconnec- Q-value show good correspondence. Thus, panels b), e), and h)
tion mechanism, which is one of the goals of the present studgmonstrate that in this reconnection simulation, an esed
Similarly tolSwisdak et all (2005), cuts were made through theconnection rate and the emergence of a secorXiagint are
widths of the current sheet at thépoint to showE; at loca- brought on by a convective inertial contribution to the meoec-
tions along the reconnection region. The terms in the géineda tion electric field, which is coupled to the emergence of @€l
Ohm’s law contributing tde, were calculated. Since for greatetron flow vortex. This strongly suggests that the vortex nee-
guide field cases, electron speeds in the simulation reaochedtion mode (described in Nakamura el al. 2008 and Chacén et al.
creasingly relativistic speeds (see SEtt. 5), the modifiech® [2003) rather than onl¥X-point collapse facilitates the reconnec-
law (see Eq.[{#)) was used. For each guide-field case, cuts wian process. As shown by the arrows on the panels, electron
taken when peak reconnection was reached, as shown inl Figl®v speeds exceed the electron Alfvén speed ( 0.1c), as is re-
This progression of plots shows that, for greater guideldighe quired for an increase in reconnection rate due to vortexaat
convective inertial contributions become increasinglynasiet- tion to occur|(Mitchell & Kan 1978; Cassak & Otto 2011). Pan-
rically distributed relative to th&¥-point. This can be interpretedels f) and i) show the state of the convective inertia contrin
as shear-flows tilting the flow across thédsion region but not and electron motion shortly after peak reconnection. Aswsho
quite forming a vortex. The pressure tensor terms remain tmeltiple vortices have formed spreading in a somewhat éhaot
dominant contribution at thi-point up to guide-field strengthsfashion along the current sheet. The 3D equivalent of this ou
of 0.4Bp, but their area of influence gets increasingly narrowome is investigated in sectibh 4.

3. Reconnection mechanism and dynamics for
varying strengths of guide-field in 2.5D
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0.3¢ | ] 0.3F ¢ 1 divergence of the pressure tensor, dash-dotted
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ﬂj’n I represents the sum of the contributing terms.
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4. Reconnection dynamics in 3D However, in panel c) the current sheet starts to fragmeattev

ally leading to a tubular structure as shown in panel e). |&igi

As described in the previous section, the reconnectionmynapo the 2D case, the locations of elevated current densityeeor
ics of a standar@-point collapse simulation are significantly alspond to the centre of the flux-tubes, which have been shown
tered by the inclusion of an out-of-plane guide-field of @sgth to be the 3D equivalent of magnetic islants (Karimabadilet al
close to the in-plane field, i.8, = 0.6Bp. The formation of a [1999) where magnetic fields are compressed and currents-are i
vortex and magnetic island occurred in a straightforwastlifan creased (Huang etlal. 2013). Interestingly, while theahftiag-
when the system reached peak reconnection rate, but shbrtlymentation in panel c) appears to be random, the final isasirfa
ter the system developed into a chaotic state. To see whes thehows a distinct tubular structure. Furthermore, rathan tron-
dynamics may correspond to in a real reconnection event, Hgting back on itself, as would be the 3D equivalent of pahel
ignorable direction z was extended out-of-plane to make a $PFig.[5, the current density is tilted along thexis, similarly to
reconnection set-up. While an analysis of the term breatiag studies of 3D reconnection with a guide-field in a tearingdmo
frozen-in condition was not possible here, because no tsallg  set-upl(Liu et al. 2013).
agreed definition of 3D reconnection rate exists, findinglaim  Another diference in the 3D results can be seen in the evolu-
dynamics to the 2.5D case would represent strong evide@ate §hn of theQ-value, as shown in Fi§l 5, panels b), d), and f). Each
a similar shift fromX-point collapse to vortex induced reconnecspapshot shows two isosurfaces whereQhealue exceeds zero.
tion occurred. Yellow shows the isosurfaces for positi@value on the right-

Fig.[3 shows the time progression of electron current dgnskiand side of the dliusion region (i.e. right of the>0 line), while
and theQ-value representing electron flow vortices. The snafiie blue isosurfaces correspond to positx@alues on the left-
shots for the panels in Figl 5 were taken to show the prognesshand side of the diusion region. This distinct colour scheme
of island and vortex formation, which occurred slightly lear was chosen to represent the arrangement of vortical flowaslgle
than in the 2.5D case. The electron current density is repted throughout the simulation domain. Panel b) representsitiali
by an isosurface (i.e. a surface where the current dens#tyahdnstance of vorticity and, as for the current density, theiteally
constant value); the chosen isosurface values are appaitedyn appears to be no distinct structure. However, as seen il f)ane
two-thirds of the maximum current density at each snapgkst. eventually two sets of distinct vortex tubes emerge on e#leh s
shown in panel a), at first the current density has the shape af the difusion region, tilted in opposite directions. Again, this
standard current sheet, as would be the case for zero geide-firepresents a structure that could not be adequately repegse
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Fig. 4: From top to bottom: Time progressions of the curremisity; the dominant component of the convective inev@a"t‘—f; and

the Q-value. Superimposed on all plots is the in-plane magnedid,fand panels g), h), and i) also show electron velocisesell
as coloured areas where the Q-value is greater than zercaiimg) the existence of a vortex. The lengths of the arroex to the

plots represent the greatest speeds reached, in each panaximately 0.22c, i.e. 2\2,. The simulation times, indicated at the

top of each panel, were chosen around the occurrence oflialzehvortex formation.



Fig. 5: In the vertical direction, panels a),
c), and e) show the time evolution of the
3D out-of-plane current densityj£) att =
337wpe, t = 362wpe, andt = 387wpe. Current
density is represented as an isosurface/8f 2
the maximum current density at the respective
time. Again, in the vertical direction, panels
b), d), and f) show isosurfaces of tigvalue
(see Eq.[(b)) at the same times in the simula-
tion. For clarity, isosurfaces left of the current
sheet are shown in blue and isosurfaces right
of the current sheet are in yellow. In all pan-
els, in-plane magnetic field-lines are super-
imposed on flux-tubes, showing the magnetic
field at several horizontal slices through the
simulation box. The simulation times shown
were chosen around the time of islavaitex
formation, which occurred slightly earlier in
the 3D case.

in a 2.5D simulation, and only the 3D simulation reveals the cof the centre of the domain. By taking the mean value of the
derly, realistic dynamics. This gives new insight into paijie strengths of the sheared magnetic fighj, and the magnetic
of Fig.[, as this apparently disordered arrangement ofoadrt guide-field,B,, at these locations, a prediction for the angle of
flows actually corresponds to a well-defined structure inBfiz  the oblique modes, according to Efh. 6, is found t® be+16°.
motion of the vortex tubes in the plane appears to be in the-opPanel b) of Figlb shows vortex tubes as they appear in the yz-
site direction of the in-plane shear flow along the curresesh plane. Here, dashed lines on the plot are inclined at thaicalc
which seems to contradict basic theoretical consideratbthe lated value of9, effectively representing the inclination of the
motions of vortex tubes in shear flows (Kuo 1969). Howevés, thout-of-plane magnetic field. As shown, there is a clear eorre
is in fact a misconception as the vortex tubes move downwardpondence between the tilt of the vortex tubes @ndnlike in
along with the bulk electron current flow. Owing to theiriingl- |Baalrud et al.[(2012); Liu et al. (2013) and Akcay et al. (2016
tion relative to the z-axis, the illusion of motion in thg-plane where a tearing-mode set-up is used, it is not possible fioint
is created. collapse to relate the locations of oblique structures ttiain
Following the analysis of tilted (oblique) current sheets isimulation parameters sin¢époint collpase is inherently time
[Baalrud et al.[(2012), panel a) of Fig. 6 shows vortex tubes ¥&iant and the width and shape of thefasion region is not
they appear in the xz-plane. Dashed lines on plots signify tfixed by the set-up. Furthermore, as there is no asymptotig ma
locations of vortex tubes, which are shown to be left andtrighetic field, there is no limit on the angle of obliqueness. How
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Fig. 6: As in Fig.[5 panel f), showing vorti-
cal flows in 3D simulation runs with a guide-
field of 0.6Bp according to the Q-value at

t = 387wpe. Panels use perspectives as indi-
cated by axes. In panel a), the dashed lines sig-
nify the distance of vortex tubes from the cen-
tre of the domain and thus from the centre of
the difusion region. Dashed lines in panel b)
are inclined at the calculated valuetybased

on Eq.[6, and show a strong correspondence
with the inclination of vortex tubes.
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ever, by taking theé, profile across the #usion region during high guide-fields, peak current was reached sooner in the 3D
vortex formation to be of the fornBx/1, where is the half case than in the 2.5D case, which is consistent with the ear-
width of the dffusion region, and noting th&, across the dif- lier onset of vortex formation. Although timescales of peses
fusion region is approximately constant, whilg ~ B, at the were dfected, the resulting distribution functions are notably
diffusion region edge, we arrive at a distance relation similar $imilar, including features such as the bump-on-tail digtion
Baalrud et al.[(2012) given bys = Atan@). This gives the dis- in the out-of-plane electron velocity in the high guidediebse.
tance of the oblique vortex tubes from the centre of the domsi While different dynamical features can emerge in the 3D case,
Xs = £0.34. In physical distance, this equates to approximatetlgis result shows that a high degree of correspondencesémist
Xs = £0.03m, based on the measured width of th&wulion re- the bulk particle acceleration.
gion, and is a good match as is shown in panel a) of{Fig. 6. There are some flerences in the plots, although they appear
to be the result of a mismatch in the simulation times of snap-
. o ] . shots considered. For exampig, in the low guide-field case
5. Particle distribution function dynamics andve in the high guide-field case seem to vary only in the in-
termediate distribution function, while the initial anddidistri-
butions mostly take on the same shape. They thus show the same

cases. Electrons and ions initially have opposite velegit the progression shifted in time. Fogy in the high guide-field case

z direction and are oppositely accelerated by the recorarectf’O distinct bumps appear in the final snapshot of the 2.5D sim
electric field. In each case, the three lines on the plot shew ylation, while in the 3D case they have already thermalised b

locity distributions at the start of the simulation, at peakon- 1€ time of the final snapshot, again showing that reconnecti

nection, and at the end of the simulation. proceeds slightly faster in 3D.
It can be seen that for greater guide-field cases, increased
out-of-plane electron acceleration is observed. In tt888 ¢ ~;nclusions
guide-field case a bump-on-tail distribution ¥, emerged at
peak reconnection, stretching into the relativistic regiirand By studyingX-point collapse with open boundary conditions and
subsequently flattened out again. A similéliieet was observed an out-of-plane guide-field close to the strength of thelane
in simulations in_Tsiklauri & Haruki (2008), Fig. 6, when ami field, new insights have been gained into the specifics ofrreco
creased stress parameteraof= 2.24 was used in a 2.5D sim-nection dynamics. Using 2.5D simulations it was shown that r
ulation of closed boundany-point collapse. This indicates thatconnection dynamics were significantly altered by the iaseel
there is an equivalence to using greater initial guide-$ieldd induced shear flow. It was shown that, while the increasedigui
greater initial stress in the in-plane magnetic field. field initially suppressed the reconnection rate, latehim gim-
While electrons in the zero guide-field case experience ladation a brief period of peak reconnection was attainedreshe
acceleration in the z-direction, the acceleration of iaisifact the reconnection electric field exceeded that of lower gfiield
greater, leading to a slight bumpyn. However, the accelerationcases. The reconnection electric field at this point wastanbs
of ions in the y-direction in the.8Bp guide-field case greatly ex-tially supported by the convective inertia term in the gatised
ceeds that in the zero guide-field case. This implies tha&&@a Ohm’s law rather than the divergence of the pressure tensor
moved out of the dfusion region faster in the ®Bp guide-field (see Fig[B). This stands in stark contrast to previous studi
case and thus experience less out-of-plane acceleratidhebytearing-mode reconnection with a guide-field, where no ghan
reconnection electric field, which explains the reducedkera- in the reconnection mechanism was observed. The shift in re-
tion in the z-direction. connection mechanism during peak reconnection coincidid w
Equivalent results for 3D simulation runs are shown in Fighe formation of a secondai¥-point and with an electron flow
[8. While it was not possible to determine the time of peakmecovortex (see Fid.J4). We conclude that owing to the inducedishe
nection in this case, intermediate time steps for the distion flow along the current sheet, vortex-induced reconnectikag
function were chosen to be the points when the reconneatien eeffect, which allows for the change in reconnection dynamics.
rent reached a peak value, which was shown to approximately While particle velocity distribution functions show thatlk
correspond to peak reconnection rates in 2.5D simulatidnsparticle acceleration proceeds in a similar fashion in 2a6d
X-point collapse [(Graf von der Pahlen & Tsiklauri 2014a)r FBD simulations (see Secti@m 5), in the high guide-field cd3e 3

Fig.[@ shows the distribution functions for electron paetice-
locities in the 2.5D simulation runs for fiérent guide-field
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Fig. 7: Electron and ion particle velocity distribution fttions for guide-field cases oB3 and Q6B in the 2.5D simulation runs.
Black lines show the distribution functions at the begimgniri the respective simulation. The dark grey lines show te&idution
functions at peak reconnection, ite= 250/ wpe for zero guide-field and 42%,, for the Q6Bp guide-field case. The light grey lines
show distribution functions at the end of the simulatioe, ti.= 500/wpe. The particles included in the plots were chosen from an
area around the flusion region, i.e.42¢/wpe) < X < (2C/wpe) and 8¢/ wpe) <y < (8C/wpe).

structures emerged that are not present in the 2.5 simualaiio guide-fields could lead to large shear flows. We hope to iaspir
later simulation times in the 2.5D simulation the vorticalifs the further investigation of vortical flows in in situ obsations
took on an apparently chaotic shape. However, when the aimub see if there may be correspondence to the 3D structures fou
tion set-up was extended into 3D geometry, vortical flowsewein this study.

Shown to self-assemble into oblique 3D tUbeS, and to tak_e Or/lc%owledgemmts The authors acknowledge the use of the particle-
distinct structure that cannot be represented in a 2.5Dl@Myn.cell code EPOCH and the support by the development team
tion (see panel (f) of Fid.l5). Similarly, magnetic flux-twh@e. (hitpj/ccpforge.cse.rl.ac.yii/projectepoctf). ~ Computational  facilities
magnetic islands in 2D ) and tubular regions of elevated cuyfed are those of the Astronomy Unit, Queen Mary Universftyandon,

; ; : and the STFC-funded UKMHD consortium at St. Andrews and \dew
rent denSIty appeared to be sheared aloncﬁﬂleectlon. It was Upiversities. JGVDP acknowledges support from the STFC Bhldentship.

shown that the tilt angles of the vortex tubes correspond W8 is financially supported by STFC consolidated Grant®8U15461 and The
with predictions for tilts due to oblique modes, as discdsse Leverhulme Trust Research Project Grant RPG-311.
Liu et all (2013) (see Fi@l6). As oblique modes are suppddsse
2.5D simulations, this further shows that the emergentsire
observed is unique to the 3D case.
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