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Abstract

Spectrum scarcity is one of the most important challenges in wireless communications networks due to the sky-rocketing growth of multimedia applications. As the latest member of the multiple access family, non-orthogonal multiple access (NOMA) has been recently proposed for 3GPP Long Term Evolution (LTE) and envisioned to be a key component of the 5th generation (5G) mobile networks for its potential ability on spectrum enhancement. The feature of NOMA is to serve multiple users at the same time/frequency/code, but with different power levels, which yields a significant spectral efficiency gain over conventional orthogonal multiple access (OMA). This thesis provides a systematic treatment of this newly emerging technology, from the basic principles of NOMA, to its combination with simultaneously information and wireless power transfer (SWIPT) technology, to apply in cognitive radio (CR) networks and Heterogeneous networks (HetNets), as well as enhancing the physical layer security and addressing the fairness issue.

First, this thesis examines the application of SWIPT to NOMA networks with spatially randomly located users. A new cooperative SWIPT NOMA protocol is proposed, in which near NOMA users that are close to the source act as energy harvesting relays in the aid of far NOMA users. Three user selection schemes are proposed to investigate the effect of locations on the performance. Besides the closed-form expressions in terms of outage probability and throughput, the diversity gain of the considered networks is determined.

Second, when considering NOMA in CR networks, stochastic geometry tools are used to evaluate the outage performance of the considered network. New closed-form expressions are derived for the outage probability. Diversity order of NOMA users has been analyzed based on the derived outage probability, which reveals important design insights.
regarding the interplay between two power constraints scenarios.

Third, a new promising transmission framework is proposed, in which massive multiple-input multiple-output (MIMO) is employed in macro cells and NOMA is adopted in small cells. For maximizing the biased average received power at mobile users, a massive MIMO and NOMA based user association scheme is developed. Analytical expressions for the spectrum efficiency of each tier are derived using stochastic geometry. It is confirmed that NOMA is capable of enhancing the spectrum efficiency of the network compared to the OMA based HetNets.

Fourth, this thesis investigates the physical layer security of NOMA in large-scale networks with invoking stochastic geometry. Both single-antenna and multiple-antenna aided transmission scenarios are considered, where the base station (BS) communicates with randomly distributed NOMA users. In addition to the derived exact analytical expressions for each scenario, some important insights such as secrecy diversity order and large antenna array property are obtained by carrying the asymptotic analysis.

Fifth and last, the fundamental issues of fairness surrounding the joint power allocation and dynamic user clustering are addressed in MIMO-NOMA systems in this thesis. A two-step optimization approach is proposed to solve the formulated problem. Three efficient suboptimal algorithms are proposed to reduce the computational complexity. To further improve the performance of the worst user in each cluster, power allocation coefficients are optimized by using bi-section search. Important insights are concluded from the generated simulate results.
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Chapter 1

Introduction

1.1 Background

1.1.1 On the way to 5G

As the long-term evolution (LTE) system is reaching maturity and the fourth generation (4G) has commercially deployed, a certain number of researchers have pondered over the ways and means for the coming fifth generation (5G) cellular network. The 5G networks is with high expectation on making substantial breakthrough beyond the previous four generations, especially on the provision of at least 1,000 times higher system capacity, 10 times higher spectrum efficiency and 10 times lower energy efficiency per service than 4G networks [1]. Towards these direction, several key technologies and approaches such as ultra-densification, millimeter wave (mmWave), massive multiple-input multiple-output (MIMO), device-to-device (D2D) and machine-to-machine (M2M) communication, full-duplex (FD) communication, energy harvesting, cloud-based radio access networks (C-RAN), wireless network visualization (WNV), and software defined networks (SDN) were identified by researchers.
1.1.2 Multiple Access Techniques for 5G

Apart from the aforementioned approaches, multiple access (MA) technology is also regarded as one of the most fundamental aspects in physical layer, which have significantly varied in each generation wireless networks and affected the definition of technical feature to a large extent. Looking back on the development of the MA formats, in the first generation (1G), the MA is frequency division multiple access (FDMA), which is an analog frequency modulation based technology. From the secondary generation (2G), the MA began to transform into a digital modulation format—time division multiple access (TDMA) by exploiting time multiplexing. Then the code division multiple access (CDMA), which was proposed by Qualcomm [2], became the dominant MA standard in the third generation (3G) networks. In an effort to overcome the limitations of CDMA which is not capable of supporting high-speed data rates, orthogonal frequency division multiple access (OFDMA) was dominantly adopted in 4G networks [3].

Due to the fact that the unprecedented expansion of new Internet-enabled smart devices, applications and services is expediting the development of the 5G networks, the MA technology is also required to be reconsidered. Non-orthogonal multiple access (NOMA), which has been recently proposed for 3GPP Long Term Evolution (LTE) [4, 5], is expected to have a superior spectral efficiency. It has also been pointed out that NOMA has the potential to be integrated with existing MA paradigms, since it exploits the new dimension of the power domain. The key idea of NOMA is to ensure that multiple users can be served within a given resource slot (e.g., time/frequency/code), by applying successive interference cancellation (SIC), which is fundamentally different from conventional orthogonal MA technologies (e.g., FDMA/TDMA/CDMA/OFDMA). The motivation behind this approach lies in the fact that NOMA can use spectrum more efficiently by opportunistically exploring users’ channel conditions [6] and is capable of serving multiple users with different quality of service (QoS) requirements in the same resource slot.
1.2 Motivation and Contributions

As a promising candidate for future 5G systems, the NOMA transmission mainly exhibits the following main advantages.

- **High spectrum efficiency**: Spectrum efficiency, is one of the well accepted performance metrics in wireless networks. NOMA exhibits a high spectrum efficiency to improve the sum system throughput, which is attributed to the fact that NOMA allows one resource block (RB) (e.g., time/frequency/code) to be occupied by multiple users [7].

- **Fairness-throughput tradeoff**: One key feature of NOMA is to allocate more power to the weak user, which is different from the conventional popular power allocation (PA) policies such as water filling PA\(^1\) [4]. By doing so, NOMA is capable of guaranteeing a good tradeoff between the fairness among users and system throughput.

- **Ultra-high connectivity**: The future 5G systems are envisioned to support the connection of billions of smart devices (e.g., Internet of Things (IoT)). The existence of NOMA offers a promising approach to efficiently solve this non-trivial task by fully exploiting the non-orthogonal characteristic. More specifically, unlike conventional orthogonal multiple access (OMA) which requires equal number of RBs to support these equal number devices, NOMA is able to serve them with occupying much less RBs.

- **Good compatibility**: From the theoretic perspective, NOMA can be an “add-on” technique to any exiting OMA techniques (e.g., TDMA/FDMA/CDMA/OFDMA), due to the fact that it exploits a new power dimension. Also, with the mature development of superposition coding (SC) and SIC technologies both in theory and practice, it is very promising that NOMA is capable of achieving good compatibility.

\(^1\)Note that the advantage of water filling PA strategy is that it can achieve the optimal system throughput but with lower user fairness.
with the existing MA techniques.

- **Open flexibility**: Compared to other existing techniques for MA, such as multi-user shared access (MUSA), pattern division multiple access (PDMA), sparse code multiple access (SCMA) [8], NOMA provides an easy-understanding and low complexity design [4]. In fact, the fundamental principle of the aforementioned MA schemes and NOMA are very similar, which is to allocate multiple users in a single RB. Taking the comparison of NOMA and SCMA as an example, SCMA can be regarded as a developed technologies of NOMA which integrates appropriate sparse coding, modulation and subcarrier allocation.

Motivated by the advantages aforementioned, and along with the recent developments on NOMA, this thesis spans the system design and performance enhancement of NOMA. More particularly, the research of this thesis first investigates novel system designs with integrating NOMA with recent advanced technologies such as simultaneous wireless information and power transfer (SWIPT), cognitive radio (CR), and heterogeneous networks (HetNets) for further performance enhancement. Then it focuses on addressing two important issues of NOMA—physical layer security issue and fairness issue in MIMO-NOMA systems. The specific motivations and contributions of this dissertation are summarized in the following.

### 1.2.1 Cooperative NOMA with Simultaneous Wireless Information and Power Transfer

One important advantage of the NOMA concept is that it can squeeze a user with better channel conditions into a channel that is occupied by a user with worse channel conditions [6]. For example, consider a downlink scenario in which there are two groups of users: 1) near users, which are close to the base station (BS) and often have better channel conditions; and 2) far users, which are close to the edge of the cell controlled by the BS and therefore often have worse channel conditions. While the spectral efficiency
of NOMA is superior compared to that of OMA \cite{5,9}, the fact that the near users co-exist with the far users causes performance degradation to the far users. In order to improve the reliability of the far users, an efficient method was proposed in \cite{10} by applying cooperative transmission to NOMA. The key idea of this cooperative NOMA scheme is that the users that are close to the BS are used as relays to help the far users with poor channel conditions. The advantage of implementing cooperative transmission in NOMA systems is that successive interference cancelation is used at the near users and hence the information of the far users is known by these near users. In this case, it is natural to consider the use of the near users as decode-and-forward (DF) relays to transmit information to the far users.

In Chapter 3 this setting was considered, but with the additional feature that the near users are energy constrained and hence harvest energy from their received radio frequency (RF) signals. To improve the reliability of the far NOMA users without draining the near users’ batteries, the application of SWIPT to NOMA is considered, where SWIPT is performed at the near NOMA users. Therefore, the aforementioned two communication concepts, cooperative NOMA and SWIPT, can be naturally linked together, and a new spectral and energy efficient wireless MA protocol, namely, the cooperative SWIPT NOMA protocol, is proposed in Chapter 3. In order to investigate the impact of the locations of randomly deployed users on the performance of the proposed protocol, tools from stochastic geometry are used. Particularly, users are spatially randomly deployed in two groups via homogeneous Poisson point processes (PPPs). Here, the near users are grouped together and randomly deployed in an area close to the BS. The far users are in the other group and are deployed close to the edge of the cell controlled by the BS.

Since NOMA is co-channel interference limited, it is important to combine NOMA with conventional OMA technologies and realize a new hybrid MA network. For example, first users can be grouped in pairs to perform NOMA, and then conventional time/frequency/code division MA is applied to serve the different user pairs. Note that
this hybrid MA scheme can effectively reduce the system complexity since fewer users are grouped together for the implementation of NOMA. Based on the proposed protocol and the considered stochastic geometric model, a natural question arises: which near NOMA user should help which far NOMA user? To investigate the performance of one pair of selected NOMA users, three opportunistic user selection schemes are proposed, based on locations of users to perform NOMA in Chapter 3.

1.2.2 NOMA in Large-Scale Underlay Cognitive Radio Networks

Spectrum efficiency is of significant importance and becomes one of the main design targets for future 5G networks. One important approach to improve spectrum efficiency is the paradigm of underlay CR networks, which was proposed in [11] and has rekindled increasing interest in using spectrum more efficiently. The key idea of underlay CR networks is that each secondary user (SU) is allowed to access the spectrum of the primary users (PUs) as long as the SU meets a predetermined interference threshold constraint in the primary network (PN).

Motivated by this, in Chapter 4, the application of NOMA in underlay CR networks is considered, with using additional power control at the secondary base station (BS) to improve the spectral efficiency. Stochastic geometry is used to model a large-scale CR network with a large number of randomly deployed primary transmitters (PTs) and primary receivers (PRs). In order to characterize the performance of the considered network, new closed-form expressions of the outage probability are derived using stochastic-geometry. More importantly, by carrying out the diversity analysis, new insights are obtained under the two scenarios with different power constraints: 1) fixed transmit power of the PTs, and 2) transmit power of the PTs being proportional to that of the secondary base station. A pivotal conclusion is reached that by carefully designing target data rates and power allocation coefficients of users, NOMA can outperform conventional OMA in underlay CR networks.
1.2.3 NOMA in Massive MIMO aided HetNets

HetNets, massive MIMO and millimeter wave (mmWave) as the “big three” technologies [12], laid the fundamental structure for emerging 5G communication systems. It is believed that the novel structure design—by introducing NOMA based small cells in massive MIMO enabled HetNets—can be a new highly rewarding candidate, which will contribute to the design of a more promising 5G system due to the following key advantages: 1) In NOMA based HetNets, with employing higher BS densities, BSs are capable of accessing the served users closer, which can increase the signal to interference and noise ratio (SINR) by intelligently tracking the multi-category interference, such as inter/intra-tier interference and intra-BS interference. 2) With applying NOMA in the single-antenna based small cells, the complex precoding/cluster design for MIMO-NOMA systems can be avoided. 3) NOMA is capable of dealing with the fairness issue by allocating more power to weak users, which is of great significance for HetNets when investigating efficient resource allocation in the sophisticated multi-tier networks.

Motivated by the aforementioned potential benefits, in Chapter 5 a novel hybrid HetNets framework is proposed, with NOMA based small cells and massive MIMO aided macro cells to further enhance the performance of existing HetNets design. For maximizing the biased average received power at mobile users, a massive MIMO and NOMA based user association scheme is developed. In an effort to evaluate the performance of the proposed framework, analytical expressions for the spectrum efficiency of each tier are derived using stochastic geometry. The performance gap of NOMA based and OMA based HetNets is confirmed.

1.2.4 Security Enhancement to NOMA in Large-Scale Networks

It is currently noted that wireless networks are confronted with security issues since the broadcast nature of the wireless medium is susceptible to potential security threats such as eavesdropping and impersonation. The concept of physical layer security (PLS),
which was proposed by Wyner as early as 1975 from an information-theoretical perspective \cite{13}, has sparked of wide-spread recent interest. Compared with convectional networks, the major specialties of PLS in NOMA networks are: NOMA users with weak channel conditions are subject to the interference from the superposed signals while users with strong channel condition are capable of canceling this part of interference. As such, the weak one of NOMA users is more susceptible to security threats.

Motivated to enhance the PLS of NOMA, in Chapter 6 the scenario of large-scale networks where a BS supports randomly roaming NOMA users is considered. An eavesdropper-exclusion zone is introduced around the BS for improving the secrecy performance of the large-scale networks considered in which no eavesdroppers are allowed to roam. Specifically, both a single-antenna scenario and a multiple-antenna scenario at the BS are considered. 1) For the single-antenna scenario, $M$ NOMA users are randomly roaming in a finite disc (user zone) with the quality-order of their channel conditions known at the BS. 2) For the multiple-antenna scenario, beamforming is invoked at the BS for generating artificial noise (AN). New exact expressions of the security outage probability are derived for both single-antenna and multiple-antenna aided scenarios. It is demonstrated that the security performance of the NOMA networks can be improved by invoking the protected zone and by generating artificial noise at the BS.

1.2.5 Fairness of MIMO-NOMA systems

The multiple antenna techniques is of significant importance for each generation of MA systems, since it brings an extra dimension — spatial domain for further performance improvements. However, the distinct characteristics (e.g., channel ordering and power allocation) inevitably necessitate the redesign of the multiple antenna NOMA systems. To solve this problem, a cluster based MIMO-NOMA structure was designed in \cite{14}, but with considering fixed power allocation and the same number of users in each cluster. Also, due to the fact that NOMA is based on SIC technique, users could achieve unequal rates with different power allocation. As such, fairness is an important issue for NOMA
Motivated by this, in Chapter 7, a dynamic user allocation and power optimization problem is investigated by considering the fairness issue in cluster-based MIMO-NOMA systems. In order to solve this optimization problem, three sub-optimal algorithms are proposed to realize different tradeoffs of complexity and throughput of the worst user. In addition, for each given user clustering case, the power allocation coefficients are optimized for the users in each cluster by adopting a bisection search based algorithm. It is worth noting that top-down B algorithm can achieve a good tradeoff between complexity and throughput compared to top-down A and bottom up algorithms.

1.3 Related Works

In this section, the related works of this thesis surrounding NOMA and other emerging technologies are discussed.

1.3.1 Non-orthogonal multiple access

NOMA techniques have received remarkable attention both in the world of academia and industry. In this subsection, the related works of NOMA are introduced from the single antenna NOMA, multiple antenna NOMA and cooperative NOMA.

1.3.1.1 NOMA in Single-Antenna systems

Regarding downlink scenarios, in [7], a two-user NOMA downlink transmission which adopted SIC receivers was proposed. With taking further practical consideration on the key link adaptation functionalities of the LTE, the system-level performance was evaluated in [5] [16]. Ding et al. [9] investigated the performance of the NOMA downlink for randomly roaming users. It was shown that NOMA is indeed capable of achieving
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a better performance than their traditional OMA counter parts. Xu et al. [17] developed a new evaluation criterion to examine the performance gain of NOMA over OMA from the view of information theory. More specifically, considering a simple two-user single-antenna scenarios with Gaussian broadcasting (BC), the comparison of TDMA and NOMA in terms of capacity region and two rate regions was shown in [17]. By considering the user fairness of a NOMA system, a user-power allocation optimization problem was addressed by Timotheou and Krikidis [15]. Regarding uplink NOMA scenarios, an uplink NOMA transmission scheme was proposed in [18], and its performance was evaluated systematically. As an investigating extension of [18], a novel iterative multiuser detection and decoding strategy was designed to further enhance the performance of uplink NOMA transmission in [19]. In an effort to lower the implementation complexity, Chen et al. [20] considered to apply a user-pairing based suboptimal policy for facilitating the uplink NOMA transmission. In [21], Zhang et al. proposed a novel power control strategy for uplink NOMA transmission and theoretically investigated the outage probability and the delay-limited sum rate.

1.3.1.2 NOMA in Multiple-Antenna systems

While the aforementioned NOMA works focus on single-antenna scenarios, to further improve the performance of NOMA systems, multiple antennas were introduced in NOMA. The application of multiple antenna techniques in NOMA has attached substantial interests from both academia [14, 22–31] and industry [7, 22, 32, 33]. For MISO-NOMA scenarios, Choi [24] proposed a two-stage multicast beamforming with SC method for downlink transmission, in which a zero-forcing (ZF) beamforming was employed to avoid inter-group/cluster interference first, and then the optimal beamforming vectors was considered to minimize the total transmitting power within each group/cluster. By exploiting receive beamforming at the side of NOMA users for suppressing the interference, Higuchi and Benjebbour [22] investigated a less restrictive beamforming design at the BS compared with ZF for both the downlink and uplink
transmissions. In [26], Hanif et al. solved the downlink sum rate maximization problem with obtaining the complex precoding vectors, under the vector-based decoding constraints which guaranteed SIC is able to be performed at better users.

For MIMO-NOMA scenarios, Higuchi and Kishiyama [32] proposed a novel scheme which simultaneously applying open loop-type random beamforming and the intra-beam SIC for downlink NOMA transmission. However, the random beamforming may bring uncertainties for the quality of service (QoS) at users’ side, which will degrade the system performance. To overcome this issue, in [14], Ding et al. proposed a precoding and detection matrix design for a cluster-based downlink MIMO-NOMA scenario with fixed power allocation. By adopting this design, the considered MIMO-NOMA systems can be decomposed into several independent single-input single-output (SISO) NOMA channels and such conventional NOMA can be applied. Furthermore, in order to establish a more general framework both considering downlink and uplink MIMO-NOMA transmission and seek larger diversity gain, a more sophisticated approach which combined with signal alignment (SA) was proposed in [25]. Stochastic geometry tools are invoked to model NOMA users and interferers to capture the impact of the locations. Note that the existing works on NOMA design always relied on assuming different channel conditions of users, which is, nevertheless, a strong assumption. Motivated by confronting this challenge and enabling NOMA can be applied in more general scenarios, Ding et al. [28] designed a precoding and detection approach which is capable of establishing significantly different channel gains for users in IoT scenarios. Sun et al. [23] first investigated an power optimization problem for maximizing the ergodic capacity and showed that the proposed MIMO-NOMA schemes is able to achieve significantly better performance than OMA. In an effort to further lower the decoding complexity at users, a layered transmission MIMO-NOMA scheme was proposed by Choi [27] by investigating an optimal power allocation problem. It was demonstrated that with invoking layered transmission scheme, the sum rates still grow linearly with the antenna number, which is similar to the conventional MIMO. In [34], Ding and Poor employed the clustering MIMO-NOMA
design and decomposed the channels of massive-MIMO-NOMA into a number of SISO-NOMA channels. A one-bit feedback scheme for the designed massive-MIMO-NOMA systems was proposed to lower the implementation complexity.

1.3.1.3 NOMA and cooperative transmission

The recent research works associated to NOMA with cooperative relaying systems are based on two common relay protocols, namely, amplify-and-forward (AF) relay protocol and DF relay protocol. For AF relaying, Men and Ge investigated the outage performance of the systems in single antenna AF relay aided NOMA downlink transmission scenarios, while both the BS and the users were equipped with single antenna in [35] and multiple antenna in [36]. It also illustrated the potential gains of NOMA over OMA in both two scenarios. Regarding the DF relaying protocol, apart from the well integration with the cooperative NOMA protocol which is proposed by in [10], a DF based two-stage relaying protocol was proposed in [37].

Apart from extending the transmission coverage of wireless networks, another key aspect of cooperative communication is to generate spatial diversity for combating the deleterious fading. Coordinate multi-point (CoMP) transmission, as an effective approach to mitigate the interference, is particularly capable of improving the performance of the users at the edge of the cell. In [38], Choi first attempted to employe NOMA into CoMP transmission system for spectral efficiency improvement. A new coordinated superposition coding scheme with the aid of Alamouti code was proposed. In an effort to explore more efficient design approach, Tian et al. [39] proposed a novel opportunistic NOMA transmission scheme in CoMP system and showed the effectiveness compared with the convectional joint-transmission NOMA. In [40], Kim and Lee considered a coordinated direct and relay transmission scheme, where the BS communicated with a near user and a relay simultaneously with invoking NOMA technique during the first phase, while communicated with a far user with the aid of the relay. In [41], Vien et al. proposed a NOMA based power allocation for a downlink CRAN scenario, which can be also regarded as a
coordinated transmission scenario where all the BSs are controlled by a cloud.

1.3.2 Other Related Emerging Technologies

In this subsection, the related works of other emerging technologies applied in this thesis are introduced, such as underlay cognitive radio (CR) networks, massive MIMO aided Hetnets, RF wireless power transfer and PLS.

1.3.2.1 Underlay Cognitive Radio Networks

The underlay CR is like an intelligent interference controlling paradigm, in which SUs are permitted to access the spectrum allocated to PUs as long as the interference power constraint is satisfied \[42\]. In \[43\], an underlay CR network taking into account the spatial distribution of the SU relays and PUs was considered and its performance was evaluated by using stochastic geometry tools. In \[6\], a new CR inspired NOMA scheme was proposed and the impact of user pairing was examined, by focusing on a simple scenario with only one PT.

Since point-to-point communications in CR networks is well established in the existing literature, recent research on CR mainly focused on cooperative relaying. In \[44\], a scenario with a single source-destination pair, assisted by a group of cognitive relay nodes, is considered. In \[45\], considering a relay selection criterion, the outage probability of cognitive relay networks is evaluated. Note that the aforementioned works mainly consider single primary transmitter and receiver. For the multiple primary transmitters and receivers case, the outage performance of cognitive relay networks with single antenna and MIMO is investigated in \[46\] and \[47\].
1.3.2.2 Massive MIMO and Hetnets

The massive MIMO regime enable to equip tens of hundreds/thousands antennas at a BS, and hence is capable of offering an unprecedented level of freedom to serve multiple mobile users. The core idea of HetNets is to establish closer BS-user link by densely overlaying small cells. By doing so, the promising benefits such as lower power consumption, higher throughput and enhanced spatial reuse of spectrum can be experienced. Aiming to fully take advantages of both massive MIMO and HetNets, several research contributions have been made [48–50]. In [48], the interference coordination issue of massive MIMO enabled HetNets was addressed by utilizing the spatial blanking of macro cells. In [49], the authors investigated a joint user association and interference management optimization problem in massive MIMO HetNets. By applying stochastic geometry model, the spectrum efficiency of uplink massive MIMO aided HetNets was evaluated in [50].

Regarding NOMA systems related to HetNets, in an effort to intelligently cope with the interference from multi-layers, in [51], Xu et al. proposed a cooperative NOMA scheme in HetNets and minimized the inter-user interference with the aid of dirty paper coding (DPC) precoding. The distinct power disparity between the macro BSs and pico BSs was investigated.

1.3.2.3 RF Wireless Power Transfer

Recently, harvesting energy from ambient RF signals has received increasing attention due to its convenience in providing energy self-sufficiency to a low power communication system [52]. With recent advances in the technology of low power devices both in industry [53] and academia [54, 55], it is expected that harvesting energy from RF signals will provide a practically realizable solution for future applications, especially for networks with low power devices such as wireless sensor network nodes [56, 57].

SWIPT, which was initially proposed in [58], has rekindled the interest of researchers
to explore more energy efficient networks. In [58], it was assumed that both information and energy could be extracted from the same radio frequency signals at the same time, which does not hold in practice. Motivated by this issue, two practical receiver architectures, namely time switching (TS) receiver and power splitting (PS) receiver, were proposed in a MIMO system in [59]. Since point-to-point communication systems with SWIPT are well established in the existing literature, recent research on SWIPT has focused on two common cooperative relaying systems: AF and DF. On one hand, for AF relaying, a TS-based relaying protocol and a PS-based relaying protocol were proposed in [60]. On the other hand, for DF relaying, a new antenna switching SWIPT protocol was proposed in [61] to lower the implementation complexity. Additionally, a novel wireless energy harvesting DF relaying protocol was proposed in [62] for underlay CR networks to enable secondary users can harvest energy from the primary users. In [63], the application of SWIPT to DF cooperative networks with randomly deployed relays was investigated using stochastic geometry in a cooperative scenario with multiple source nodes and a single destination. A scenario in which multiple source-destination pairs are randomly deployed and communicate with each other via a single energy harvesting relay was considered in [64].

Regarding NOMA systems related with SWIPT, in [65], the uplink NOMA transmission considering energy constrained users which can harvest energy from the BS with adopting “harvest-then-transmit” protocol. The results demonstrate that NOMA can provide considerable improvements in terms of system throughput, fairness and energy efficiency.

1.3.2.4 Physical Layer Security

Given the broadcast nature of wireless transmissions, the concept of PLS, which was proposed by Wyner as early as 1975 from an information-theoretical perspective [13], has sparked of wide-spread recent interest. To elaborate, PLS has been considered from a practical perspective in [66] [66-70]. Specifically, robust beamforming transmission
in conjunction with applying AN for mitigating the impact of imperfect channel state information (CSI) in MIMO wiretap channels was proposed by Mukherjee and Swindlehurst [66]. Ding et al. [67] invoked relay-aided cooperative diversity for increasing the capacity of the desired link. More particularly, the impact of eavesdroppers on the diversity and multiplexing gains was investigated both in single-antenna and multiple-antenna scenarios. Additionally, the tradeoffs between secure performance and reliability in the presence of eavesdropping attacks was identified by Zou et al. [69]. The PLS in large-scale networks was investigated in [71], where both the legitimate and the eavesdropping nodes positions were modeled using stochastic geometry. Furthermore, the PLS of D2D communication in large-scale cognitive radio networks was investigated by Liu et al. [70] with invoking a wireless power transfer model, where the positions of the power beacons, the legitimate and the eavesdropping nodes were modeled using stochastic geometry. Liu et al. [68] considered the security enhancement benefits of cognitive relay-aided networks and proposed several relay and jammer selection and techniques.

Recently, various physical layer techniques, such as cooperative jamming [72] and AN [73] aided solutions were proposed for improving the PLS, even if the eavesdroppers have better channel conditions than the legitimate receivers. A popular technique is to generate AN at the transmitter for degrading the eavesdroppers’ reception, which was proposed by Goel and Negi in [73]. In contrast to the traditional view, which regards noise and interference as a detrimental effect, generating AN at the transmitter is capable of improving the security, because it degrades the channel conditions of eavesdroppers without affecting those of the legitimate receivers. An AN-based multi-antenna aided secure transmission scheme affected by colluding eavesdroppers was considered by Zhou and McKay [74] for the scenarios associated both with perfect and imperfect CSI at both the transmitter and receiver. As a further development, the secrecy enhancement achieved in wireless Ad Hoc networks was investigated by Zhang et al. [75], with the aid of both beamforming and sectoring techniques. Regarding NOMA systems related to PLS, Zhang et al. in [76] investigated the PLS of SISO-NOMA networks, in which the
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The secrecy sum rate of the networks were maximized with a predefined QoS requirement. The optimal power allocation was obtained as closed-form expressions.

1.4 Dissertation Organization

The remainder of this thesis is organized as follows. Chapter 2 introduces some fundamental concepts such as basic principles of NOMA, wireless power transfer, cognitive radio, massive MIMO, HetNets, physical layer security, and stochastic geometry. Chapter 3 investigates the application of SWIPT in NOMA networks. Chapter 4 introduces NOMA in underlay large-scale cognitive radio networks. Chapter 5 proposes a novel hybrid HetNets design where NOMA is adopted in small cells and massive MIMO is employed in macro cells. Chapter 6 examines the enhancement of physical layer security in large-scale NOMA networks. Chapter 7 investigates the fairness issue of cluster-based MIMO-NOMA systems. Chapter 8 concludes this thesis and discusses the promising future research directions.
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Chapter 2

Fundamental Concepts

In this chapter, the technical knowledge used in this thesis is provided. The basic principles of NOMA is first introduced, which includes several fundamental background of NOMA, especially the cooperative NOMA and the MIMO-NOMA design, which lays a solid foundation for the technical works in Chapters 3 and 7 respectively. Then the concept of RF wireless power transfer, CR, massive MIMO and HetNets, and PLS are introduced, which provided technical guidelines for the works in in Chapter 3-6 respectively. Last a powerful modeling tool, namely, stochastic geometry is described in an effort to offer a complete understanding for the related technical works in Chapter 3 to Chapter 6.

2.1 Basic principles of NOMA

The fundamental concept of NOMA is to realize the multiple access technologies from the power domain (as shown in Fig. 2.1(a)). Unlike the conventional multiple access technologies, NOMA is capable of bringing a new power dimension to perform multiplexing in the existing time/frequency/code domain. In other words, NOMA can be regarded as an “add-on” technique, which provides the very promising potential to be
well integrated with the existing MA paradigms.

2.1.1 Key Technologies of NOMA

The key enabling technologies for NOMA is based on two principles, namely, SC and SIC. In fact, these two technologies are not new and the roots of them can be found in many existing literature \[77, 91\].

As the two main technologies SC and SIC continue to mature both in theoretical and practical aspects, NOMA is able to be applied in the next generation networks without considering the implementation issues. By invoking SC technique, the BS transmits the combination of superposition coded signals of all users’ messages. Without loss of generality, the channel gains of users are with respect to a particular ordering (e.g., increasing order or decreasing order). In the traditional OMA schemes, one of the popular power allocation policy is water filling policy. However, in NOMA, users with

Figure 2.1: Illustration of NOMA transmission.
poor channel conditions are supposed to allocate more power. By doing so, it can ensure that the users with poor channel condition can decode the message of themselves by treating other users’ messages as noise. For those users which are in good channel conditions, SIC technologies can be applied to enable subtract the interference from other users with poorer channel conditions.

### 2.1.1.1 Superposition Coding

As first proposed by Cover as early as in 1972 [77], the elegant idea of SC is regarded as one of the fundamental building blocks of coding schemes to achieve the capacity on a scalar Gaussian broadcast channel [78]. More particularly, it was theoretically demonstrated that SC is capable of achieving the capacities of Gaussian BC channel capacity by Bergmans [79] and of achieving the capacities of the general degraded broadcast channel capacity by Gallager [92]. The fundamental concept of SC is that it is able to encode a user with poor channel condition at a lower rate and then superimpose the signal of a user with better channel condition on it. Due to the solid foundation laid on the information perspective, researchers begin to apply SC technologies to enormous channels, such as interference channels [80], relay channels [81], multiple access channels [82], and wiretap channels [83]. While the aforementioned contributions sufficiently motivate the use of SC from theoretic perspective, another breakthrough which have been made on SC is to bring this technique from theory to practice [84, 93]. Specifically, Vanka et al. [84] designed an experimental platform using a software-radio system to investigate the performance of SC. The set of achievable rate pairs under a packet-error constraint was determined.

### 2.1.1.2 Successive Interference Cancelation

Aiming to improve the network capacity with efficient managing interference, SIC is regarded as a promising technology for performing interference cancelation in wireless
networks. SIC technique achieves interference cancelation with the following procedure: it enables the user with stronger link to decode the user with weaker link first. Then, it regenerates the signal of weaker user at the stronger user side and subtract the interference. At last the stronger user decodes its information without suffering the interference from the weaker user. It is demonstrated that SIC is capable of reaching the region boundaries of Shannon capacity, both in terms of the broadcast channel and multiple access networks. Additionally, one main advantage of SIC is that it requires low hardware complexity design at the receiver side [85]. As such, SIC has been widely studied and various version was been employed in practical systems such as CDMA [86] and vertical-bell laboratories layered space-time (V-BLAST) [87]. Furthermore, SIC has been exploited in several practical scenarios, such as multi-user MIMO networks [88], multi-hop networks [89], random access systems [90], and stochastic geometry modeled large-scale networks [91]. Another important development on SIC is that it has been implemented in some commercial systems, e.g., IEEE 802.15.4.

### 2.1.2 Investigating NOMA from Information Theorematic Perspective

When realizing the penitential advantages of a new multiple access technology, it is quite significant to investigate the performance gain from the standpoint of information theory perspective (e.g., capacity region). In fact, the concept of NOMA is a special case of the development of SC for the BC channel. Some existing works have laid a solid foundation for identifying the capacity region of the BC channel of NOMA. Particularly, by using SC, the capacity region of a degraded discrete memoryless BS was established by Cover [77]. As an extension of [77], Bergmans found the Gaussian BC capacity region in single-antenna scenarios [94].

Inspired by [77], [94], several researchers began to explore the potential performance gain from the perspective [17] [95] [96]. Xu et al. [17] developed a new evaluation criterion to examine the performance gain of NOMA over OMA from the view of information theory. More specifically, considering a simple two user single-antenna scenarios with
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Gaussian BC, the comparison of TDMA and NOMA in terms of capacity region and two rate regions was shown in [17]. The analytical results show that NOMA can outperform TDMA both in terms of individual rates and sum rates. In [95], Shieh and Huang focused on examining the capacity region of downlink NOMA with being based on systematically designing practical schemes and investigated the promising gains of NOMA over OMA with designing practical encoders and decoders. Furthermore, by proposing to form relaying broadcast channels (RBC) into NOMA for performance enhancement, So and Sung [96] examined the achievable capacity region of RBC with invoking several relaying stratifies, such as DF relaying, compress-and-forward (CF) relaying with/without DPC.

2.1.3 Mathematical demonstration of NOMA

For better illustrating the relationship between NOMA and OMA from the information theoretic aspect, an analytical demonstration is provided with examining the high signal-noise ratio (SNR) performance. Consider a two user case of downlink NOMA transmission, first $h_m$ and $h_n$ are denoted as the channel coefficients of the user $m$ and user $n$, $\rho$ as the transmit SNR at the BS and assume that $|h_m|^2 < |h_n|^2$ without loss of generality. According to the Shannon Capacity theorem, the obtaining throughput in the context of OMA can be expressed as $\frac{1}{2} \log_2 (1 + \rho|h_m|^2)$ and $\frac{1}{2} \log_2 (1 + \rho|h_n|^2)$, respectively. Regarding to NOMA, the obtaining throughput are given by $\log_2 \left(1 + \frac{\rho \alpha_m |h_m|^2}{1 + \rho \alpha_n |h_m|^2}\right)$ and $\log_2 \left(1 + \rho \alpha_n |h_n|^2\right)$, where $\alpha_m$ and $\alpha_n$ are the power allocation coefficients which satisfies $\alpha_m > \alpha_n$ and $\alpha_m + \alpha_n = 1$. At high SNR approximation, the sum throughput of OMA and NOMA are $\frac{1}{2} \log_2 (\rho|h_m|^2) + \frac{1}{2} \log_2 (\rho|h_n|^2) = \log_2 \left(\rho \sqrt{|h_m|^2|h_n|^2}\right)$ and $\log_2 (\rho|h_n|^2)$, respectively. As such, it is noted that in high SNR region, the sum throughput of NOMA significantly outperform OMA, especially for the scenarios when the channel conditions of two users are largely different. On the stand point of mathematically thinking, the performance improvements brought by NOMA is mainly due to the fact that the resource (e.g., time/frequency) splitting factor $\frac{1}{2}$ that outside of the logarithm, is more damaging than the power allocation inside of the logarithm.
2.1.4 Downlink and Uplink NOMA Transmission

Downlink NOMA transmission employs the SC technique at the BS for sending combination signals and the SIC technique at users for interference cancelation. More specifically, as shown in Fig. 2.1(b), at the side of strong user (User n), the interference of the superimposed signal can be cancelled with employing SIC technique. While at the side of weak user (User m), it will decode the message by treating User n as interference. This thesis focuses on the downlink NOMA transmission scenarios (in Chapters 3–8). This is attributes to the fact that a downlink version of NOMA transmission, namely, multiuser superposition transmission (MUST), has been already included in the long-term evolution advanced (LTE-A) standards, which is more promising as a candidate for 5G.

Unlike the downlink NOMA transmission, the uplink NOMA transmission requires that the BS should send controlling signals to multiple users for power allocation first. Then multiple users transmit their own information to the BS in the same orthogonal resource block (RB) resource (as shown in Fig. 2.1(c)). With the aid of SIC technique, the BS decodes all the messages of users following increasing/decreasing decoding order.

2.1.5 Cooperative NOMA Transmission

The core idea of cooperative NOMA is to regard strong NOMA users as several DF relays to help weak NOMA users. Still taking the two user downlink transmission in Fig. 2.1(b) as an example. The cooperative NOMA requires two time slots for transmission. The first slot, namely, direct transmission phase, is the same as the non-cooperative NOMA (as shown in Fig. 2.1(b) with solid line). During the second time slot which is called cooperative phase, User n will forward the decoded message to user m with invoking DF relaying protocol (as shown in Fig. 2.1(b) with dash line). Proposed by Ding et al. [10], this novel concept sparked interests to researchers since the cooperative NOMA fully exploits the penitential benefits of SIC and DF decoding. In this thesis, the design
of Chapter 3 is based on cooperative NOMA

Compared with the conventional NOMA, the key advantages of the cooperative NOMA transmission can be summarized as follows. 1) Technique integration: with applying SIC technology in NOMA, the message of the weak user has already been decoded at the side of strong user. As such, it is natural to consider the use of DF relay protocol; 2) Better fairness: one key feature of cooperative NOMA is that the reliability of the weak user is significantly improved. As a consequence, the fairness of the NOMA transmission can be guarantied; and 3) High diversity gain: cooperative NOMA is capable of achieving higher diversity gain for the weak NOMA user, which is an effective approach to overcome the multi-path fading.

2.1.6 NOMA in Multi-Antenna Systems

Compared to the SISO system, invoking multiple antennas at the BS can be used to improve the SNR with the aid of beamforming or increase the system throughput with the aid of spatial multiplexing. The two well-acceptable multi-antenna NOMA technologies are NOMA with beamforming and NOMA with spatial multiplexing [4], which are introduced in the following.

NOMA with BF provide an effective approach to improve the spectral efficiency by exploiting the power domain and spatial domain. One of the popular multiple antenna NOMA design considering the beamforming is to establish a cluster-based structure. More particularly, all users are considered to be divided into several different clusters. In each cluster, the spatial channels of users are highly correlated. As shown in Fig. 2.2, the NOMA users all associated into $M$ clusters and each cluster is consists of $L_m$ users, where $m \in \{1, 2, ..., M\}$. In this case, appropriate beams for the corresponding clusters can be designed. With applying effective precoding design, it is able to guarantee that the beam associated to the particular cluster is orthogonal to the channels of users in all the other clusters. By doing so, the inter-cluster interference can be efficiently suppressed.
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Then take a deeper look at the users in each cluster, due to the existing differences of channel conditions among users, it becomes the conventional NOMA scenarios. Thus, SIC can be invoked to manage the intra-cluster interference between users in the same cluster. In Chapter 7, this cluster-based MIMO-NOMA structure design is adopted.

NOMA with spatial multiplexing (SM) is capable of increasing the system throughput and spatial multiplexing gain through equipping multiple antennas at both the transmitters and receivers. In other words, unlike NOMA with BF, all the scenarios considered in NOMA with SM should be the MIMO-NOMA scenarios. Essentially, NOMA with SM is a combination of NOMA and MIMO. As such, the scaling property of linearly growing relationship between achievable rate and minimum number of transmitter/receiver (M) should still exist.

2.2 RF Wireless Power Transfer

One of the key objective of future 5G networks is to maximize energy efficiency of wireless networks, especially for the energy-constrained wireless devices. Energy harvesting (EH) is an effective means to prolong the life of a wireless network, and has recently received remarkable attention since it is increasingly contributing to green communication. How-
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(a) Separated Receiver
(b) Time Switching Receiver
(c) Power Splitting Receiver
(d) Antenna Switching Receiver

Figure 2.3: Illustration of the existing SWIPT receivers.

However, the traditional energy harvesting techniques such as water, solar, wind, vibration and thermoelectric effects, depend on the locations, environments, and time. Different from the conventional EH techniques, RF wireless power transfer (WPT) provides a more flexible approach for powering the energy constraint devices. Another motivation behind this approach lies in the fact that most devices are surrounded by RF signals, as a consequence, even harmful signals (e.g., noise and interference) can be regarded as the penitential energy harvesting source. These potential advantages of WPT aforementioned have recently attracted considerable attention by researchers to study this field [59, 60, 70, 97–99].

SWIPT has been developed as a more promising RF WPT techniques for its potential ability to enable information and energy to transmit in the same waveform [59]. Due to the fact that it is not possible to extract information and energy from the same radio frequency signals at the same time. More practical energy and information receiver structures are necessitated. The four well-accepted receiver structure designs are summarized in [100], namely, separated, time switching, power splitting and antenna switching receivers (as shown in Fig. 2.3). Among them, separated and antenna switching receivers exploits separation of information and energy from spacial domain. While time switching
and power splitting receivers separates information and energy from time domain and power domain. In Chapter 3 a power splitting receiver based architecture is applied in a DF relay system.

2.3 Cognitive Radio Networks

The last decade has witnessed the rapid explosion of the wireless devices all over the world, which gives rise to the increasing demand for wireless spectrum resource. As reported by Federal Communications Commission (FCC), there are significant temporal and spatial variations in the allocated spectrum. Given this fact, CR, first coined by Mitola [101], has rekindled the interest to solve the spectrum scarcity problem. The basic concept of CR is that at a certain time or geographic region, the unlicensed users are allowed to access to the licensed spectrum intelligently. With applying different approaches by secondary users (SUs) to access the spectrum of primary users (PUs), CR is mainly categorized into three paradigms, namely, interweave, overlay, and underlay [102], from different standpoints to manage interference: 1) The interweave CR can be regarded as an interference avoiding paradigm, in which SUs are required to sense the temporary voids on space-frequency domain of PUs before they access [103–108]. The concurrent transmission of SUs and PUs is not allowed in interweave paradigm. 2) The overlay paradigm is essentially an interference mitigating technique. With the aid of some encoding techniques (e.g. DPC), overlay CR ensures that cognitive user is capable of transiting simultaneously with non-cognitive user [102]. Additionally, SUs are able to operate as a rely to forward the information of PUs’ to PU receivers. 3) The underlay CR is like an intelligent interference controlling paradigm, in which SUs are permitted to access the spectrum allocated to PUs as long as the interference power constraint is satisfied [102].

In this thesis, the underlay CR scenarios are considered in Chapter 4. Taking a simple example to illustrate the basic concept of underlay CR. As shown in Fig. 2.4.
2.4 Massive MIMO

Massive MIMO is considered as one of the “big three” technologies [12] in 5G systems for its significant ability for improving the received SNR and spectrum efficiencies. It is evidently shown that massive MIMO is capable of increasing the capacity more than 10 times as well as improve energy efficiency radiated 100 times [109]. Compared to the conventional MIMO which is limited by the number of antennas, massive MIMO is able to provide many potential advantages in terms of offering large multiplexing gains, high data rates, more stable link reliability and better tradeoff between spectral and energy efficiency. For example, with applying zero forcing (ZF) transmit precoding (TPC) with equal power allocation, the averaged received power at the served user can be improved.
as

\[ P_r = G_M P_t L / N, \quad (2.1) \]

where \( G_M = M - N + 1 \) is the array gain obtained at users \[110\] \[111\], \( P_t \) is the transmit power of the BS, \( L \) is large-scale path loss.

The potential benefits of massive MIMO sparked the interest of researchers to attempt the massive MIMO transmission into NOMA. In \[34\], Ding and Poor employed the clustering MIMO-NOMA design and decomposed the channels of massive-MIMO-NOMA into a number of SISO-NOMA channel. A one-bit feedback scheme for the designed massive-MIMO-NOMA systems was proposed to lower the implementation complexity.

2.5 Heterogeneous Networks

Dense HetNets, as one of “big three” 5G technologies \[12\], is capable of significantly improving the network capacity. The core idea of HetNets is essentially to move BSs closer to the served users and as such the spectrum across geographical fields can be densely reoccupied. Actually, the multi-layer HetNets layout has been envisaged in the LTE-A by involving the small cells (e.g., picocells, femtocells, relays) underlaying marco cells in the cellular networks, which further determines the dominant role of HetNets in future wireless networks. Fig. 2.5 illustrates a three-tier HetNets which include one marco cell, several pico cells and femto cells. It is noted that each BS has its own coverage.

Due to the sparsity of marco cells and small cells, users will suffer the inter-layer interference as well as the intra-layer interference. As such, it necessitates to intelligently determine users to associate which tier BS. One recent popular user association strategy is based on the maximum average received power of each tier. By doing so, a user is allowed to access any tier BS which can provide the best coverage \[112\]. This is particularly important useful in a hybrid HetNets while adopts different technologies.
in different tier (e.g., massive MIMO in macro cells and single antenna in small cells). In Chapter 5, this average received power based flexible user association approach is employed.

2.6 Physical Layer Security

The broadcast nature of the wireless medium makes that it is susceptible to the security threats of eavesdropping. PLS, which was proposed by Wyner as early as 1975 from an information-theoretical perspective \cite{wyner}, has aroused wide concern as an appealing approach to achieve secure transmission. Different from the traditional approaches which design cryptographic protocols in the upper layer, PLS aims to exploit characteristics of wireless channels in physical layer for transmitting confidential messages. Triggered by the rapid development of wireless networks, the idea of PLS has been considered from a practical perspective in many scenarios \cite{66,69,113}.

A basic wiretap channel is that a transmission sends the secrecy information to a legitimate receiver in the presence of eavesdroppers who intend to maliciously obtain the messages. The key idea of achieving perfect secrecy in wiretap channel is to ensure that the quality of the main channel is better than that of the eavesdropper’s channel. The
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The secrecy capacity is given by

\[ I_s = [I_M - I_E]^+ , \]

where \( I_M \) is the capacity of the main channel, \( I_E \) is the capacity of the eavesdropper’s channel, and \([x]^+ = \max\{x, 0\}\). Due to the characteristic of physical layer security, related research works mainly towards to two directions, increasing the main channel quality (e.g., establish closer link) and decreasing the eavesdropper’s channel quality (e.g., generating friendly jamming signals \cite{72} or artificial noise \cite{73}). More efficient approaches to enhance physical layer security is further discussed in Chapter 6.

2.7 Stochastic Geometry Approaches for Large-Scale Networks

While the aforementioned sections mainly focus on introducing fundamental scenarios, this section presents a powerful mathematical and statistical tool, namely, stochastic geometry for modeling and analyzing wireless networks. Unlike the traditional topology approaches which always ignore the density and mobility of nodes, stochastic geometry is capable of capturing the topological randomness of the networks and hence can provide tractable analytical results for the average network behaviors according to some distributions \cite{115}. This is particularly essential in large-scale networks which consist of a large number of randomly deployed nodes (e.g., BSs, mobile users, etc.) whose channels and locations are with high uncertainty. Fig. 2.6 is an example of stochastic geometry model, which shows the spatial distribution of a wireless powered secure D2D communication scenario \cite{70}.

The stochastic geometry based model is to assume the spatial distribution of networks obeys a certain point process, such as the Binomial point process (BPP), the Poisson cluster process (PCP), the Hard core point process (HCPP) and the Poisson
Figure 2.6: An example of stochastic geometry model considering that a wireless powered secure D2D communication scenarios. A part of a network captures the spatial distributions of the transmitter (Alice), power beacons (pink diamonds), legitimate receiver (empty circles), BSs (blue five-pointed stars), and eavesdroppers (red stars) follow homogeneous PPP.

point process (PPP) \cite{116}. Among them, PPP is a commonly-used process in the existing literature considering large-scale wireless networks. Note that the PPP can be either a homogeneous PPP which has a constant points’ density or a heterogeneous PPP which has a various points’ density. A useful property of PPP is the probability generating functional, which is capable of calculating the products of PPP as \cite{117}

\[
\mathbb{E} \left[ \prod_{x \in \Phi} F(x) \right] = \exp \left[ -\int_{\mathbb{R}^n} (1 - F(x)) \Lambda(dx) \right], \tag{2.3}
\]

where \( \Phi \) represents the point process and \( \Lambda \) is the intensity measure.

In Chapter 3, 4, 5, and 6 stochastic geometry approaches are used to model the considered large-scale networks in different scenarios, all PPPs in this thesis are modeled to follow the independent homogeneous PPPs.
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Cooperative Non-Orthogonal Multiple Access with Simultaneous Wireless Information and Power Transfer

This chapter is organized as follows. The main contributions are first introduced in Section 3.1. In Section 3.2, the network model for studying cooperative SWIPT NOMA is presented. In Section 3.3, new analytical expressions are derived for the outage probability, diversity gain, and throughput when the proposed selection schemes are used. Numerical results are presented in Section 3.4 which is followed by conclusion in Sections 3.5.
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3.1 Introduction

The application of SWIPT is considered in NOMA networks. On the standpoint of joint tackling spectrum efficiency and energy efficiency, an incentive user cooperation NOMA protocol was proposed, by regarding near users as energy harvesting relays for improving reliability of far users. To further investigate the effect of locations of users on performance, three opportunistic user selection schemes are proposed as follows: 1) random near user and random far user (RNRF) selection, where both the near and far users are randomly selected from the two groups; 2) nearest near user and nearest far user (NNNF) selection, where a near user and a far user closest to the BS are selected from the two groups; and 3) nearest near user and farthest far user (NNFF) selection, where a near user which is closest to the BS is selected and a far user which is farthest from the BS is selected. The insights obtained from these opportunistic user selection schemes provide guidance for the design of dynamic user clustering algorithms, a topic beyond the scope of this work. The primary contributions of this chapter are summarized as follows.

- A new SWIPT NOMA protocol to improve the reliability of the far users with the help of the near users without consuming extra energy is proposed. With this in mind, three user selection schemes are proposed by opportunistically taking into account the users’ locations.

- Closed-form expressions for the outage probability at the near and far users are derived, when considering the three proposed user selection schemes. In addition, the delay-sensitive throughput based on the outage probabilities of the near and far users are analyzed.

- The diversity gain of the three proposed selection schemes for the near and far users are derived. It is concluded that all three schemes have the same diversity order. For the far users, it is worth noting that the diversity gain of the proposed cooperative SWIPT NOMA is the same as that of a conventional cooperative network.
without radio frequency energy harvesting.

- Comparing RNRF, NNNF, and NNFF, it is confirmed that NNNF achieves the lowest outage probability and the highest throughput for both the near and far users.

3.2 Network Model

Considering a network with a single source $S$ (i.e., the BS) and two groups of randomly deployed users $\{A_i\}$ and $\{B_i\}$. It is assumed that the users in group $\{B_i\}$ are deployed within disc $D_B$ with radius $R_{D_B}$. The far users $\{A_i\}$ are deployed within ring $D_A$ with radius $R_{D_C}$ and $R_{D_A}$ (assuming $R_{D_C} \gg R_{D_B}$), as shown in Fig. 3.1. Note that the BS is located at the origin of both the disc $D_B$ and the ring $D_A$. The locations of the near and far users are modeled as homogeneous PPPs $\Phi_\kappa \ (\kappa \in \{A,B\})$ with densities $\lambda_{\Phi_\kappa}$. Here the near users are uniformly distributed within the disc and the far users are uniformly distributed within the ring. The number of users in $R_{D_\kappa}$, denoted by $N_\kappa$, follows a Poisson distribution $\Pr (N_\kappa = k) = (\mu_\kappa^k / k!) e^{-\mu_\kappa}$, where $\mu_\kappa$ is the mean number of users, i.e., $\mu_A = \pi \left( R_{D_C}^2 - R_{D_A}^2 \right) \lambda_{\Phi_A}$ and $\mu_B = \pi R_{D_B}^2 \lambda_{\Phi_B}$. All channels are assumed to be quasi-static Rayleigh fading, where the channel coefficients are constant for each transmission block but vary independently between different blocks. In the proposed network, the users in $\{B_i\}$ are considered as energy harvesting relays that harvest energy from the BS and forward the information to $\{A_i\}$ using the harvested energy as their transmit powers. The DF strategy is applied at $\{B_i\}$ and the cooperative NOMA system consists of two phases, detailed in the following. In this work, without loss of generality, it is assumed that the two phases have the same transmission periods, the same as in [60, 63, 64]. It is worth pointing out that dynamic time allocation for the two phases may further improve the performance of the proposed cooperative NOMA scheme, but consideration of this issue is beyond the scope of the chapter.
Figure 3.1: An illustration of a downlink SWIPT NOMA system with a base station $S$ (blue circle). The spatial distributions of the near users (yellow circles) and the far users (green circles) follow homogeneous PPPs. \{B_i\} are within disc $D_B$ with radius $R_{D_B}$. \{A_i\} are within ring $D_A$ with radius $R_{D_C}$ and $R_{D_A}$.

### 3.2.1 Phase 1: Direct Transmission

Prior to transmission, the two users denoted by $A_i$ and $B_i$, are selected to perform NOMA, where the selection criterion will be discussed in the next section. During the first phase, the BS sends two messages $p_{i1}x_{i1} + p_{i2}x_{i2}$ to two selected users $A_i$ and $B_i$ based on NOMA [9], where $p_{i1}$ and $p_{i2}$ are the power allocation coefficients and $x_{i1}$ and $x_{i2}$ are the messages of $A_i$ and $B_i$. The observation at $A_i$ is given by

$$y_{A_i,1} = \sqrt{P_S} \sum_{k\in\{1,2\}} p_{ik}x_{ik} \frac{h_{A_i}}{\sqrt{1 + d_{A_i}^q}} + n_{A_i,1},$$  \hspace{1cm} (3.1)
where $P_S$ is the transmit power at the BS, $h_{A_i}$ models the small-scale Rayleigh fading from the BS to $A_i$ with $h_{A_i} \sim \mathcal{CN}(0,1)$, $n_{A_i,1}$ is additive Gaussian white noise (AWGN) at $A_i$ with variance $\sigma_{A_i}^2$, $d_{A_i}$ is the distance between BS and $A_i$, and $\alpha$ is the path loss exponent.

It is assumed that $|p_{i1}|^2 > |p_{i2}|^2$ with $|p_{i1}|^2 + |p_{i2}|^2 = 1$. The received SINR at $A_i$ to detect $x_{i1}$ is given by

$$\gamma_{S,A_i} \frac{\rho|h_{A_i}|^2|p_{i1}|^2}{\rho|p_{i2}|^2|h_{A_i}|^2 + 1 + d_{A_i}^\alpha}, \quad (3.2)$$

where $\rho = \frac{P_S}{\sigma^2}$ is the transmit SNR (assuming $\sigma_{A_i}^2 = \sigma_{B_i}^2 = \sigma^2$).

Consider that the near users have rechargeable storage ability \[60, 118\] and power splitting (as shown in Fig. 2.3) is applied to perform SWIPT. From the implementation point of view, this rechargeable storage unit can be a supercapacitor or a short-term high-efficiency battery \[61\]. The power splitting approach is applied as explained in the following: the observation at $B_i$ is divided into two parts. One part is used for information decoding by directing the observation flow to the detection circuit and the remaining part is used for energy harvesting to powers $B_i$ for helping $A_i$. Thus, the received signal

$$y_{B_i,1} = \sqrt{P_S} \sum_{k\in\{1,2\}} p_{ik}x_{ik}\frac{\sqrt{1-\beta_i h_{B_i}}}{\sqrt{1 + d_{B_i}^\alpha}} + n_{B_i,1}, \quad (3.3)$$

where $\beta_i$ is the power splitting coefficient, $h_{B_i}$ models the small-scale Rayleigh fading from the BS to $B_i$ with $h_{B_i} \sim \mathcal{CN}(0,1)$, $n_{B_i}$ is AWGN at $n_{B_i,1}$ with variance $\sigma_{B_i}^2$, and $d_{B_i}$ is the distance between the BS and $B_i$. The bounded path loss model is used to ensure that the path loss is always larger than one even for small distances \[63\].

Applying NOMA, SIC \[119\] is carried out at $B_i$. Particularly, $B_i$ first decodes the message of $A_i$, then subtracts this component from the received signal to detect its own
information. Therefore, the received SINR at $B_i$ to detect $x_{i1}$ of $A_i$ is given by

$$\gamma_{x_{i1},B_i} = \frac{\rho |h_{B_i}|^2 |p_{i1}|^2 (1 - \beta_i)}{\rho |h_{B_i}|^2 |p_{i2}|^2 (1 - \beta_i) + 1 + d_{B_i}^\alpha}. \quad (3.4)$$

The received SNR at $B_i$ to detect $x_{i2}$ of $B_i$ is given by

$$\gamma_{x_{i2},B_i} = \frac{\rho |h_{B_i}|^2 |p_{i2}|^2 (1 - \beta_i)}{1 + d_{B_i}^\alpha}. \quad (3.5)$$

The power splitting coefficient $\beta_i$ is used to determine the amount of harvested energy. Based on (3.4), the data rate supported by the channel from the BS to $B_i$ for decoding $x_{i1}$ is given by

$$R_{x_{i1}} = \frac{1}{2} \log \left( 1 + \frac{\rho |h_{B_i}|^2 |p_{i1}|^2 (1 - \beta_i)}{\rho |h_{B_i}|^2 |p_{i2}|^2 (1 - \beta_i) + 1 + d_{B_i}^\alpha} \right). \quad (3.6)$$

It is assumed that the energy required to receive/process information is negligible compared to the energy required for information transmission \cite{60, 70}. In this work, the dynamic power splitting protocol is applied, which means that the power splitting coefficient $\beta_i$ is a variable and opportunistically tuned to support the relay transmission. The aim is to first guarantee the detection of the message of the far NOMA user, $A_i$, at the near NOMA user $B_i$, then $B_i$ can harvest the remaining energy. In this case, based on (3.6), in order to ensure that $B_i$ can successfully decode the information of $A_i$, a rate is assumed as follows, i.e., $R_1 = R_{x_{i1}}$. Therefore, the power splitting coefficient is set as follows:

$$\beta_i = \max \left\{ 0, 1 - \frac{\tau_1 (1 + d_{B_i}^\alpha)}{\rho (|p_{i1}|^2 - \tau_1 |p_{i2}|^2) |h_{B_i}|^2} \right\}, \quad (3.7)$$

where $\tau_1 = 2^{2R_1} - 1$. Here $\beta_i = 0$ means that all the energy is used for information decoding and no energy remains for energy harvesting.
Based on (3.3), the energy harvested at $B_i$ is given by
\[ E_{B_i} = \frac{T \eta P \beta_i |h_{B_i}|^2}{2 \left(1 + d_{B_i}^\alpha\right)}, \]  
(3.8)

where $T$ is the time period for the entire transmission including the direct transmission phase and the cooperative transmission phase, and $\eta$ is the energy harvesting coefficient. It is assumed that the two phases have the same transmission period, and therefore, the transmit power at $B_i$ can be expressed as follows:
\[ P_t = \frac{\eta P \beta_i |h_{B_i}|^2}{1 + d_{B_i}^\alpha}. \]  
(3.9)

### 3.2.2 Phase 2: Cooperative Transmission

During this phase, $B_i$ forwards $x_{i1}$ to $A_i$ by using the harvested energy during the direct transmission phase. In this case, $A_i$ observes
\[ y_{A_i,2} = \frac{\sqrt{P_t} x_{i1} g_i}{\sqrt{1 + d_{C_i}^\alpha}} + n_{A_i,2}, \]  
(3.10)

where $g_i$ models the small-scale Rayleigh fading from $B_i$ to $A_i$ with $g_i \sim CN(0, 1)$, $n_{A_i,2}$ is AWGN at $A_i$ with variance $\sigma^2_{A_i}$, $d_{C_i} = \sqrt{d_{A_i}^2 + d_{B_i}^2 - 2d_{A_i} d_{B_i} \cos(\theta_i)}$ is the distance between $B_i$ and $A_i$, and $\theta_i$ denotes the angle $\angle A_iS_B_i$ (as shown in Fig. 3.1).

Based on (3.9) and (3.10), the received SNR for $A_i$ to detect $x_{i1}$ forwarded from $B_i$ is given by
\[ \gamma_{A_i, B_i}^{x_{i1}} = \frac{P_t |g_i|^2}{\left(1 + d_{C_i}^\alpha\right) \sigma^2} = \frac{\eta \rho \beta_i |h_{B_i}|^2 |g_i|^2}{\left(1 + d_{C_i}^\alpha\right) \left(1 + d_{B_i}^\alpha\right)}. \]  
(3.11)

At the end of this phase, $A_i$ combines the signals from the BS and $B_i$ using maximal-ratio combining (MRC). Combining the SNR of the direct transmission phase (3.2) and the SINR of the cooperative transmission phase (3.11), the received SINR at $A_i$ is
obtained as follows:

$$
\gamma_{i_{MRC}}^{x_{i_1}} = \frac{\rho |h_{A_i}|^2 |p_{i_1}|^2}{\rho |h_{A_i}|^2 |p_{i_2}|^2 + 1 + d_{A_i}^3} + \frac{\eta \rho \beta_i |h_{B_i}|^2 |g_i|^2}{(1 + d_{B_i}^3)(1 + d_{C_i}^3)}. \quad (3.12)
$$

### 3.3 Non-Orthogonal Multiple Access with User Selection

In this section, the performance of three user selection schemes are characterized in the following.

#### 3.3.1 RNRF Selection Scheme

In this scheme, the BS randomly selects a near user $B_i$ and a far user $A_i$. This selection scheme provides a fair opportunity for each user to access the source with the NOMA protocol. The advantage of this user selection scheme is that it does not require the knowledge of instantaneous channel state information (CSI). To make meaningful conclusions, in the rest of the chapter, only the case $\beta_i > 0$ is focused on in this chapter and the number of near users and far users satisfy $N_B \geq 1$ and $N_A \geq 1$, respectively.

#### 3.3.1.1 Outage Probability of the Near Users of RNRF

In the NOMA protocol, an outage of $B_i$ can occur for two reasons. The first is that $B_i$ cannot detect $x_{i_1}$. The second is that $B_i$ can detect $x_{i_1}$ but cannot detect $x_{i_2}$. To guarantee that the NOMA protocol can be implemented, the condition $|p_{i_1}|^2 - |p_{i_2}|^2 \tau_1 > 0$ should be satisfied [9]. Based on this, the outage probability of $B_i$ can be expressed as follows:

$$
P_{B_i} = \Pr \left( \frac{\rho |h_{B_i}|^2 |p_{i_1}|^2}{\rho |h_{B_i}|^2 |p_{i_2}|^2 + 1 + d_{B_i}^3} < \tau_1 \right) + \Pr \left( \frac{\rho |h_{B_i}|^2 |p_{i_1}|^2}{\rho |h_{B_i}|^2 |p_{i_2}|^2 + 1 + d_{B_i}^3} > \tau_1, \gamma_{S_{B_i}}^{x_{i_2}} < \tau_2 \right), \quad (3.13)
$$
where \( \tau_2 = 2^{2R_2} - 1 \) with \( R_2 \) being the target rate at which \( B_i \) can detect \( x_{i2} \).

The following theorem provides the outage probability of the near users in RNRF for an arbitrary choice of \( \alpha \).

**Theorem 1.** Conditioned on the PPPs, the outage probability of the near users \( B_i \) can be approximated as follows:

\[
P_{B_i} \approx \frac{1}{2} \sum_{n=1}^{N} \omega_N \sqrt{1 - \phi_n^2} \left( 1 - e^{-c_n \varepsilon_{A_i}} \right) (\phi_n + 1),
\]

(3.14)

if \( \varepsilon_{A_i} \geq \varepsilon_{B_i} \), otherwise \( P_{B_i} = 1 \), where \( \varepsilon_{A_i} = \frac{\tau_1}{\rho (|p_{i1}|^2 - |p_{i2}|^2) \tau_2} \) and \( \varepsilon_{B_i} = \frac{\tau_2}{\rho |p_{i2}|^2} \), \( N \) is a parameter to ensure a complexity-accuracy tradeoff, \( c_n = 1 + \left( \frac{R_{PB}}{2} (\phi_n + 1) \right)^\alpha \), \( \omega_N = \frac{\pi}{N} \), and \( \phi_n = \cos \left( \frac{2n-1}{2N} \pi \right) \).

**Proof.** Define \( X_i = \frac{|h_{A_i}|^2}{1 + \alpha_{A_i}}, Y_i = \frac{|h_{B_i}|^2}{1 + \alpha_{B_i}}, \) and \( Z_i = \frac{|g_i|^2}{1 + \alpha_{C_i}} \). Substituting (3.14) and (3.15) into (3.13), the outage probability of the near users is given by

\[
P_{B_i} = \Pr (Y_i < \varepsilon_{A_i}) + \Pr (Y_i > \varepsilon_{A_i}, \varepsilon_{A_i} < \varepsilon_{B_i}).
\]

(3.15)

If \( \varepsilon_{A_i} < \varepsilon_{B_i} \), the outage probability at the near users is always one.

For the case \( \varepsilon_{A_i} \geq \varepsilon_{B_i} \), note that the users are deployed in \( D_B \) and \( D_A \) according to homogeneous PPPs. Therefore, the NOMA users are modeled as independently and identically distributed (i.i.d.) points in \( D_B \) and \( D_A \), denoted by \( W_{\kappa_i} (\kappa \in \{A, B\}) \), which contain the location information about \( A_i \) and \( B_i \), respectively. The probability density functions (PDFs) of \( W_{A_i} \) and \( W_{B_i} \) are given by

\[
f_{W_{B_i}} (\omega_{B_i}) = \frac{\lambda_{B_i}}{\mu_{B_i}} = \frac{1}{\pi R_{BB}^2},
\]

(3.16)
Chapter 3. Cooperative Non-Orthogonal Multiple Access with Simultaneous Wireless Information and Power Transfer

and

\[ f_{W_{A_i}}(\omega_{A_i}) = \frac{\lambda_{\Phi_A}}{\mu_A} = \frac{1}{\pi \left( R_{D_A}^2 - R_{D_C}^2 \right)}, \quad (3.17) \]

respectively.

Therefore, for the case \( \varepsilon_{A_i} \geq \varepsilon_{B_i} \), the cumulative distribution function (CDF) of \( Y_i \) is given by

\[ F_{Y_i}(\varepsilon) = \int_{DB} \left( 1 - e^{-\left(1+r_{\alpha}^{B_i}\right)\varepsilon} \right) f_{W_{B_i}}(\omega_{B_i}) d\omega_{B_i} \]

\[ = \frac{2}{R_{DB}^2} \int_0^{R_{DB}} \left( 1 - e^{-(1+r)^\varepsilon} \right) r dr. \quad (3.18) \]

For many communication scenarios \( \alpha > 2 \), and it is challenging to obtain exact closed-form expressions for the above. In this case, Gaussian-Chebyshev quadrature [120] can be applied to find the approximation of (3.18) as follows:

\[ F_{Y_i}(\varepsilon) \approx \frac{1}{2} \sum_{n=1}^{N} \omega_N \sqrt{1 - \phi_n^2} \left( 1 - e^{-c_n \varepsilon} \right) (\phi_n + 1). \quad (3.19) \]

Applying \( \varepsilon_{A_i} \to \varepsilon \) into (3.19), (3.14) is obtained, and the proof of the theorem is completed.

**Corollary 1.** For the special case \( \alpha = 2 \), the outage probability of \( B_i \) can be obtained as follows:

\[ P_{B_i|\alpha=2} = 1 - \frac{e^{-\varepsilon_{A_i}}}{R_{DB}^2 \varepsilon_{A_i}} + \frac{e^{-\left(1+R_{DB}^2\right)\varepsilon_{A_i}}}{R_{DB}^2 \varepsilon_{A_i}}, \quad (3.20) \]

if \( \varepsilon_{A_i} \geq \varepsilon_{B_i} \), otherwise \( P_{B_i|\alpha=2} = 1 \).

**Proof.** Based on (3.18), when \( \alpha = 2 \) and after some manipulations, the following expres-
sion can be easily obtained

\[ F_Y(\varepsilon)|_{\varepsilon=2} = 1 - \frac{e^{-\varepsilon}}{R_{DB}^2} + \frac{e^{-\left(1+R_{DB}^2\right)\varepsilon}}{R_{DB}^2\varepsilon}. \]  

(3.21)

Applying \( \varepsilon_A \to \varepsilon \) into (3.21), (3.20) can be obtained. The proof is complete.

3.3.1.2 Outage Probability of the Far Users of RNRF

With the proposed cooperative SWIPT NOMA protocol, outage experienced by \( A_i \) can occur in two situations. The first is when \( B_i \) can detect \( x_{i1} \) but the overall received SNR at \( A_i \) cannot support the targeted rate. The second is when neither \( A_i \) nor \( B_i \) can detect \( x_{i1} \). Based on this, the outage probability can be expressed as follows:

\[ P_{A_i} = \Pr \left( \gamma_{\lambda_{A_i,\text{MRC}}}^{x_{i1}} < \tau_1, \gamma_{S_i,B_i}^{x_{i1}}|_{\beta_i=0} > \tau_1 \right) + \Pr \left( \gamma_{S_i,A_i}^{x_{i1}} < \tau_1, \gamma_{S_i,B_i}^{x_{i1}}|_{\beta_i=0} < \tau_1 \right). \]  

(3.22)

The following theorem provides the outage probability of the far users in RNRF for an arbitrary choice of \( \alpha \).

**Theorem 2.** Conditioned on the PPPs, and assuming \( R_{DC} \gg R_{DB} \), the outage probability of \( A_i \) can be approximated as follows:

\[ P_{A_i} \approx \zeta_1 \sum_{n=1}^{N} (\phi_n + 1) \sqrt{1 - \phi_n^2} c_n \sum_{k=1}^{K} \sqrt{1 - \psi_k^2}s_k(1 + s_k^\alpha)^2 \times \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2} e^{-\left(1+s_k^\alpha\right)\tau_m} \chi_m \left( \ln \frac{\lambda_m(1 + s_k^\alpha)c_n + 2c_0}{\eta\rho} \right) + a_1 \sum_{n=1}^{N} \sqrt{1 - \phi_n^2} c_n (\phi_n + 1) \sum_{k=1}^{K} \sqrt{1 - \psi_k^2}(1 + s_k^\alpha)s_k, \]  

(3.23)

where \( M \) and \( K \) are parameters to ensure a complexity-accuracy tradeoff, \( \chi_m = \frac{\varphi_m^{\lambda_m(\beta_m)^2}}{\rho\phi_m(\beta_m)^2 + 1}, \tau_m = \frac{\varepsilon_{A_i}}{2}(\varphi_m + 1), \psi_m = \frac{\pi}{M}, \varphi_m = \cos \left( \frac{2m-1}{2M}\pi \right), s_k = \frac{R_{DA} - R_{DC}}{2(\psi_k + 1)}, \) and \( a_1 = \frac{\omega_{K\omega M}^{\frac{\varphi_k^2}{2}}}{2(\lambda_m + \psi_k)} \phi_m^2(\varphi_m + 1). \)
Corollary 2. For the special case $\alpha = 2$, the outage probability of $A_i$ can be simplified as follows:

$$P_{A_i|\alpha=2} \approx \zeta_2 \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 s_k (1 + s_k^2)^2} \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2}$$

$$\times \chi_{\text{log}} - (1 + s_k^2) t_m \left( \ln \frac{\chi_{\text{log}} (1 + s_k^2)}{\eta \rho} c_n + b_0 \right)$$

$$+ \left( 1 - e^{-\left(1 + R_{\text{DC}}^2\right) \varepsilon_{A_i}} \right) \left( \frac{R_{\text{DA}}^2 - R_{\text{DC}}^2}{\varepsilon_{A_i}} \right)$$

$$\times \left( 1 - e^{-\varepsilon_{A_i}} \frac{e^{-\left(1 + R_{\text{DB}}^2\right) \varepsilon_{A_i}}}{R_{\text{DB}}^2 \varepsilon_{A_i}} \right),$$

(3.24)

where $\zeta_2 = -\frac{\omega_M \omega_i \varepsilon_{A_i} (R_{\text{DB}}^2 + 2)}{8 (R_{\text{DA}} + R_{\text{DC}}) \eta \rho}$ and $b_0 = \frac{(1 + R_{\text{DB}}^2)^2 \ln(1 + R_{\text{DB}}^2)}{2 R_{\text{DB}}^2} + \left( R_{\text{DB}}^2 + 2 \right) (c_0 - \frac{1}{4})$.

Proof. See Appendix B. □

3.3.1.3 Diversity Analysis of RNRF

To obtain further insights into the derived outage probability, a diversity analysis of both the near and far users of RNRF is provided.

Near users: For the near users, based on the analytical results, high SNR approximations is carried out as follows. When $\varepsilon \to 0$, a high SNR approximation of (3.19) with $1 - e^{-x} \approx x$ is given by

$$F_{Y_{i}}(\varepsilon) \approx \frac{1}{2} \sum_{n=1}^{N} \omega_n \sqrt{1 - \phi_n^2 c_n \varepsilon_{A_i} (\phi_n + 1)}.$$
The diversity gain is defined as follows:

$$d = - \lim_{\rho \to \infty} \frac{\log P(\rho)}{\log \rho}. \quad (3.26)$$

Substituting (3.25) into (3.26), the diversity gain for the near users is obtained as one, which means that using NOMA with energy harvesting will not decrease the diversity gain.

Far users: For the far users, substituting (3.23) into (3.26), the diversity gain is obtained as

$$d = - \lim_{\rho \to \infty} \frac{\log \left( -\frac{1}{\rho^2} \log \frac{1}{\rho} \right)}{\log \rho}$$

$$= - \lim_{\rho \to \infty} \frac{\log \log \rho - \log \rho^2}{\log \rho} = 2. \quad (3.27)$$

As can be seen from (3.27), the diversity gain of RNRF is two, which is the same as that of the conventional cooperative network [121]. This result indicates that using NOMA with an energy harvesting relay will not affect the diversity gain. In addition, it is seen that at high SNRs, the dominant factor for the outage probability is $\frac{1}{\rho^2} \ln \rho$. Therefore it is concluded that the outage probability of using NOMA with SWIPT decays at a rate of $\frac{\ln \text{SNR}}{\text{SNR}^2}$. However, for a conventional cooperative system without energy harvesting, a faster decreasing rate of $\frac{1}{\text{SNR}^2}$ can be achieved.

### 3.3.1.4 System Throughput in Delay-Sensitive Transmission Mode of RNRF

In this chapter, the delay-sensitive throughput is been focused on. In this mode, the transmitter sends information at a fixed rate and the throughput is determined by evaluating the outage probability.

Based on the analytical results for the outage probability of the near and far users,
the system throughput of RNRF in the delay-sensitive transmission mode is given by

\[ R_{\text{RNRF}} = (1 - P_{A_i}) R_1 + (1 - P_{B_i}) R_2, \quad (3.28) \]

where \( P_{A_i} \) and \( P_{B_i} \) are obtained from (3.23) and (3.14), respectively.

3.3.2 NNNF Selection Scheme

In this subsection, the performance of NNNF is characterized, which exploits the users’ CSI opportunistically. First a user within the disc \( D_B \) which has the shortest distance to the BS is selected as the near NOMA user (denoted by \( B_i^* \)). This is because the near users also act as energy harvesting relays to help the far users. The NNNF scheme can enable the selected near user to harvest more energy. Then a user within the ring \( D_A \) which has the shortest distance to the BS is selected as the far NOMA user (denoted by \( A_i^* \)). One advantage of the NNNF scheme is that it can minimize the outage probability of both the near and far users.

3.3.2.1 Outage Probability of the Near Users of NNNF

Using the same definition of the outage probability as the near users of NOMA, the outage probability of the near users of NNNF is characterized.

The following theorem provides the outage probability of the near users of NNNF for an arbitrary choice of \( \alpha \).

**Theorem 3.** Conditioned on the PPPs, the outage probability of \( B_i^* \) can be approximated as follows:

\[ P_{B_i^*} \approx b_1 \sum_{n=1}^{N} \sqrt{1 - \phi_n^2} \left( 1 - e^{-(1+c_n^*) \varepsilon_{A_i}} \right) c_n^* e^{-\pi\lambda \Phi_B c_n^*}, \quad (3.29) \]

if \( \varepsilon_{A_i} \geq \varepsilon_{B_i} \), otherwise \( P_{B_i^*} = 1 \), where \( c_n^* = \frac{RD_B}{2} (\phi_n + 1) \), \( b_1 = \frac{\xi_B \omega_N R D_B}{2} \), and \( \xi_B = \)
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\[ \frac{2\pi \lambda_{B}}{1-e^{-\pi \lambda_{B} R_{D, B}^{2}}} \]

Proof. Similar to (3.15), the outage probability of \( B_\ast \) can be expressed as follows:

\[ P_{B_\ast} = \Pr (Y_{\ast < \varepsilon_{A_{\ast}} | N_{B} \geq 1}) = F_{Y_{\ast}} (\varepsilon_{A_{\ast}}), \quad (3.30) \]

where \( Y_{\ast} = \frac{|h_{B_{\ast}}|^{2}}{1 + d_{B_{\ast}}^{\ast}} \) and \( d_{B_{\ast}}^{\ast} \) is the distance from the nearest \( B_{\ast} \) to the BS.

The CDF of \( Y_{\ast} \) can be written as follows:

\[ F_{Y_{\ast}} (\varepsilon) = \int_{0}^{R_{D, B}} \left( 1 - e^{-\left(1+r_{B}^{\ast}\right)\varepsilon} \right) f_{d_{B_{\ast}}} (r_{B}) dr_{B}, \quad (3.31) \]

where \( f_{d_{B_{\ast}}} \) is the PDF of the shortest distance from \( B_{\ast} \) to the BS.

The probability \( \Pr \{ d_{B_{\ast}} > r | N_{B} \geq 1 \} \) conditioned on \( N_{B} \geq 1 \) is the event that there is no point located in the disc. Therefore this probability can be expressed as follows:

\[ \Pr \{ d_{B_{\ast}} > r | N_{B} \geq 1 \} = \frac{\Pr \{ d_{B_{\ast}} > r, N_{B} = 0 \} \Pr \{ N_{B} \geq 1 \}}{\Pr \{ N_{B} \geq 1 \}} = \frac{e^{-\pi \lambda_{B} r^{2}} - e^{-\pi \lambda_{B} R_{D, B}^{2}}}{1 - e^{-\pi \lambda_{B} R_{D, B}^{2}}}. \quad (3.32) \]

Then the corresponding PDF of \( B_{\ast} \) is given by

\[ f_{d_{B_{\ast}}} (r_{B}) = \xi_{B} r_{B} e^{-\pi \lambda_{B} r_{B}^{2}}. \quad (3.33) \]

Substituting (3.33) into (3.31), the following expression is obtained

\[ F_{Y_{\ast}} (\varepsilon) = \xi_{B} \int_{0}^{R_{D, B}} \left( 1 - e^{-\left(1+r_{B}^{\ast}\right)\varepsilon} \right) r_{B} e^{-\pi \lambda_{B} r_{B}^{2}} dr_{B}. \quad (3.34) \]

Applying the Gaussian-Chebyshev quadrature approximation to (3.19), the following
expression is obtained

\[
F_{Y_i^*}(\varepsilon) \approx \frac{\xi_B \omega N R_{DB}}{2} \sum_{n=1}^{N} \sqrt{1 - \phi_n^2} \left( 1 - e^{-(1+\varepsilon_A)^*} \right) c_n e^{-\pi \lambda_B c_n^2}. \tag{3.35}
\]

Applying \(\varepsilon_A \rightarrow \varepsilon\), the approximate outage probability of \(B_i^*\) is obtained in (3.29).

Based on (3.34) and after some manipulations, the following corollary can be obtained.

**Corollary 3.** For the special case \(\alpha = 2\), the outage probability of \(B_i^*\) can be expressed as follows:

\[
P_{B_i^*|\alpha=2} = \frac{\xi_B \left( e^{-R_{DB}^2 (\pi \lambda_B + \varepsilon_A) - \varepsilon_A} - e^{-\varepsilon_A} \right)}{2 (\pi \lambda_B + \varepsilon_A)} - \frac{\xi_B \left( e^{-\pi \lambda_B R_{DB}^2 - 1} \right)}{2 \pi \lambda_B}, \tag{3.36}
\]

if \(\varepsilon_A \geq \varepsilon_B\), otherwise \(P_{B_i^*|\alpha=2} = 1\).

### 3.3.2.2 Outage Probability of the Far Users of NNNF

Using the same definition of the outage probability for the far users of NOMA, and similar to (3.22), the outage probability of the far users in NNNF can be characterized. The following theorem provides the outage probability of the far users in NNNF for an arbitrary choice of \(\alpha\).

**Theorem 4.** Conditioned on the PPPs and assuming \(R_{DC} \gg R_{DB}\), the outage proba-
probability of $A_{i^*}$ can be approximated as follows:

\[
P_{A_{i^*}} \approx \varsigma^* \sum_{n=1}^{N} \sqrt{1 - \varphi_n^2} (1 + c_{n*}^\alpha) c_{n*} e^{-\pi \lambda_{B} \varepsilon_{A_{i^*}n}^2} \\
\times \sum_{k=1}^{K} \sqrt{1 - \psi_k^2} (1 + s_k^\alpha)^2 s_k e^{-\pi \lambda_A (s_k^2 - R_{DC})} \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2} \\
\times e^{-(1+s_k^\alpha)\xi_{m}} \chi_{m} \left( \frac{\ln \chi_{m} (1 + s_k^\alpha) (1 + c_{n*}^\alpha)}{\eta_\rho} + 2c_0 \right) \\
+ b_2 b_3 \sum_{k=1}^{K} \sqrt{1 - \psi_k^2} (1 + s_k^\alpha) s_k e^{-\pi \lambda_A s_k^2} \\
\times \sum_{n=1}^{N} \left( \sqrt{1 - \varphi_n^2} (1 + c_{n*}^\alpha) c_{n*} e^{-\pi \lambda_{B} \varepsilon_{A_{i^*}n}^2} \right),
\]

(3.37)

where $\varsigma^* = -\frac{\xi \xi_\lambda \omega_\lambda \omega_\kappa \omega_\mu \varepsilon_{A_{i^*}} R_{DB} (R_{DA} - R_{DC})}{8 \eta_\rho}$, $b_2 = \frac{\xi \xi_\lambda \pi \lambda_A R_{DC} \omega_{A_{i^*}}}{R_{DA} + R_{DC}}$, and $b_3 = \frac{\xi \xi_\lambda \omega_\lambda R_{DB} \varepsilon_{A_{i^*}}}{2}$.

**Proof.** See Appendix A.3.

**Corollary 4.** For the special case $\alpha = 2$, the outage probability of $A_{i^*}$ can be simplified as

\[
P_{A_{i^*}} \big|_{\alpha=2} \approx \varsigma^* \sum_{n=1}^{N} \sqrt{1 - \varphi_n^2} (1 + c_{n*}^2) c_{n*} e^{-\pi \lambda_{B} \varepsilon_{A_{i^*}n}^2} \\
\times \sum_{k=1}^{K} \sqrt{1 - \psi_k^2} (1 + s_k^2)^2 s_k e^{-\pi \lambda_A (s_k^2 - R_{DC})} \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2} \\
\times e^{-(1+s_k^\alpha)\xi_{m}} \chi_{m} \left( \frac{\ln \chi_{m} (1 + s_k^2) (1 + c_{n*}^2)}{\eta_\rho} + 2c_0 \right) \\
+ \left( \frac{e^{-\varepsilon_{A_{i^*}}}}{\pi \lambda_A + \varepsilon_{A_{i^*}}} \right) \left( e^{-R_{DA}^2 (\pi \lambda_A + \varepsilon_{A_{i^*}})} - e^{-R_{DC}^2 (\pi \lambda_A + \varepsilon_{A_{i^*}})} - \frac{\left( e^{-\pi \lambda_A R_{DA}^2} - e^{-\pi \lambda_A R_{DC}^2} \right)}{\pi \lambda_A} \right) \\
\times \frac{\xi \xi_\lambda \pi \lambda_A R_{DC}^2 \xi_B}{4} \left( \frac{e^{-R_{DB}^2 (\pi \lambda_B + \varepsilon_{A_{i^*}})} - e^{-\varepsilon_{A_{i^*}}}}{\pi \lambda_B + \varepsilon_{A_{i^*}}} - \frac{e^{-\pi \lambda_B R_{DB}^2} - 1}{\pi \lambda_B} \right).
\]

(3.38)

**Proof.** For the special case $\alpha = 2$, after some manipulations, (A.3.11) can be expressed
as follows:

\[
F_{X_i^*}(\varepsilon)\big|_{\alpha=2} = -\frac{\xi_A}{2\pi\lambda\Phi_A} \left( e^{\pi\lambda\Phi_A(R_{DC}^2 - R_{DA}^2)} - 1 \right) + \frac{\xi_A e^{\pi\lambda\Phi_A R_{DC}^2} e^{-\varepsilon}}{2(\pi\lambda\Phi_A + \varepsilon)} \left( e^{-R_{DA}^2(\pi\lambda\Phi_A + \varepsilon)} - e^{-R_{DC}^2(\pi\lambda\Phi_A + \varepsilon)} \right). \tag{3.39}
\]

Based on (A.3.10), combining (3.39) and (3.36), and setting \(\alpha = 2\) into (A.3.9), (3.38) can be obtained. The proof is complete.

### 3.3.2.3 Diversity Analysis of NNNF

Similarly, diversity analysis of both the near and far users of NNNF is provided.

**Near users:** For the near users, based on the analytical results, the high SNR approximation is carried out as follows. When \(\varepsilon \to 0\), a high SNR approximation of (3.29) with \(1 - e^{-x} \approx x\) is given by

\[
P_{B_i^*} \approx b_1\varepsilon_A \sum_{n=1}^{N} \left( 1 - \phi_n^2 (1 + c_n^\alpha) c_n e^{-\pi\lambda\Phi_B R_{DC}^2} \right). \tag{3.40}
\]

Substituting (3.40) into (3.26), the diversity gain for the near users of NNNF is obtained as one, which indicates that using NNNF will not affect the diversity gain.

**Far users:** For the far users, substituting (3.37) into (3.26), the diversity gain is obtained as still two. This indicates that NNNF will not affect the diversity gain.

### 3.3.2.4 System Throughput in Delay-Sensitive Transmission Mode of NNNF

Based on the analytical results for the outage probability of the near and far users, the system throughput of NNNF in the delay-sensitive transmission mode is given by

\[
R_{\text{NNNF}} = (1 - P_{A_i^*}) R_1 + (1 - P_{B_i^*}) R_2, \tag{3.41}
\]
where \( P_{A_i^*} \) and \( P_{B_i^*} \) are obtained from (3.37) and (3.29), respectively.

### 3.3.3 NNFF Selection Scheme

In this scheme, first a user within disc \( D_B \) which has the shortest distance to the BS is selected as a near NOMA user. Then a user within ring \( D_A \) which has the farthest distance to the BS is selected as a far NOMA user (denoted by \( A_i' \)). The use of this selection scheme is inspired by an interesting observation described in [9] that NOMA can offer a larger performance gain over conventional MA when user channel conditions are more distinct.

#### 3.3.3.1 Outage Probability of the Near Users of NNFF

Since the same criterion for the near users is used, the outage probabilities of near nears for an arbitrary \( \alpha \) and the special case \( \alpha = 2 \) are the same as those expressed in (3.29) and (3.36), respectively.

#### 3.3.3.2 Outage Probability of the Far Users of NNFF

Using the same definition of the outage probability of the far users, and similar to (3.22), the outage probability of the far users of NNFF can be characterized. The following theorem provides the outage probability of the far user of NNFF for an arbitrary choice of \( \alpha \).

**Theorem 5.** Conditioned on the PPPs and assuming \( R_{DC} \gg R_{B} \), the outage proba-
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bility of \(A_i'\) can be approximated as follows:

\[
P_{A_i'} \approx \varsigma^* \sum_{n=1}^{N} \sqrt{1 - \phi_n^2 (1 + c_{n*}^a) c_{n*} e^{-\pi \lambda_{B} c_{n,*}^2}} \times \left[ \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 (1 + s_k^a)^2 s_k e^{-\pi \lambda_{A} (R_{DA}^2 - s_k^2)}} \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2} \right] \times e^{-(1 + s_k^a) t_m} \chi_{t_m} \left( \ln \frac{\chi_{t_m} (1 + s_k^a) (1 + c_{n*}^a)}{\eta \rho} + 2c_0 \right) + b_3 b_4 \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 (1 + s_k^a)^2 s_k e^{-\pi \lambda_{A} s_k^2}} \times \sum_{n=1}^{N} \left( \sqrt{1 - \phi_n^2 (1 + c_{n*}^a) c_{n*} e^{-\pi \lambda_{B} c_{n,*}^2}} \right),
\]

(3.42)

where \(b_4 = \frac{\xi_A e^{-\pi \lambda_{A} R_{DA}^2} \omega \kappa \varepsilon_{A_i}}{R_{DA} + R_{DC}}\).

\[\textbf{Proof.} \text{ See Appendix A.4.} \]

**Corollary 5.** For the special case \(\alpha = 2\), after some manipulations, the outage probability of \(A_i'\) can be simplified as

\[
P_{A_i'} \big|_{\alpha = 2} \approx \varsigma^* \sum_{n=1}^{N} \sqrt{1 - \phi_n^2 (1 + c_{n*}^a) c_{n*} e^{-\pi \lambda_{B} c_{n,*}^2}} \times \left[ \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 (1 + s_k^a)^2 s_k e^{-\pi \lambda_{A} (R_{DA}^2 - s_k^2)}} \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2} \right] \times e^{-(1 + s_k^a) t_m} \chi_{t_m} \left( \ln \frac{\chi_{t_m} (1 + s_k^a) (1 + c_{n*}^a)}{\eta \rho} + 2c_0 \right) + b_3 b_4 \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 (1 + s_k^a)^2 s_k e^{-\pi \lambda_{A} s_k^2}} \times \sum_{n=1}^{N} \left( \sqrt{1 - \phi_n^2 (1 + c_{n*}^a) c_{n*} e^{-\pi \lambda_{B} c_{n,*}^2}} \right) + \frac{\xi_A e^{-\pi \lambda_{A} R_{DA}^2}}{2} \left( e^{\pi \lambda_{A} R_{DA}^2} - e^{\pi \lambda_{A} R_{DC}^2} \right) - \frac{e^{-\varepsilon_{A_i}}}{\pi \lambda_{A} - \varepsilon_{A_i}} \left( e^{R_{DA}^2 (\pi \lambda_{A} - \varepsilon_{A_i})} - e^{R_{DC}^2 (\pi \lambda_{A} - \varepsilon_{A_i})} \right) \times \frac{\xi_B}{2} \left( \frac{e^{-R_{DB}^2 (\pi \lambda_{B} + \varepsilon_{A_i}) - \varepsilon_{A_i}} - e^{-\varepsilon_{A_i}}}{\pi \lambda_{B} + \varepsilon_{A_i}} - \frac{e^{-\pi \lambda_{B} R_{DB}^2} - 1}{\pi \lambda_{B}} \right).\]

(3.43)

### 3.3.3.3 Diversity Analysis

Similarly, diversity analysis of both the near and far uses in NNFF are provided.

**Near users:** Since the same criterion for selecting a near user is used, the diversity
gain is one, which is the same as for NNNF.

Far users: Substituting (3.42) into (3.26), the diversity gain is obtained as still two. Therefore, it is concluded that using opportunistic user selection schemes (NNNF and NNFF) based on distances will not affect the diversity gain.

3.3.3.4 System Throughput in Delay-Sensitive Transmission Mode of NNFF

Based on the analytical results for the outage probability of the near and far users, the system throughput of NNFF in the delay-sensitive transmission mode is given by

$$R_{\text{NNFF}} = (1 - P_{A_i'}) R_1 + (1 - P_{B_i'}) R_2,$$

(3.44)

where \(P_{A_i'}\) and \(P_{B_i'}\) are obtained from (3.42) and (3.29), respectively.

3.4 Numerical Results

In this section, numerical results are presented to facilitate the performance evaluations (including the outage probability of the near and the far users and the delay sensitive throughput) of the proposed cooperative SWIPT NOMA protocol. In the considered network, it is assumed that the energy conversion efficiency of SWIPT is \(\eta = 0.7\) and the power allocation coefficients of NOMA is \(|p_{i1}|^2 = 0.8, |p_{i1}|^2 = 0.2\). In the following figures, red, blue and black color lines are used to represent the RNRF, NNNF and NNFF user selection schemes, respectively.

3.4.1 Outage Probability of the Near Users

In this subsection, the outage probability achieved by the near users with different choices of density and path loss coefficients for the three user selection schemes is demonstrated. Note that the same user selection criterion is applied for the near users of NNNF and
NNFF, NNN(F)F is used to represent these two selection schemes in Fig. 3.2, Fig. 3.3, and Fig. 3.4.

Fig. 3.2 plots the outage probability of the near users versus SNR with different path loss coefficients for both RNRF and NNN(F)F. The solid red and blue curves are for the special case $\alpha = 2$ of RNRF and NNN(F)F, corresponding to the analytical results derived in (3.20) and (3.36), respectively. The dashed red and blue curves are for an arbitrary choice of $\alpha$, corresponding to the analytical results derived in (3.14) and (3.29), respectively. Monte Carlo simulation results are marked as “•” to verify the derivation. The figure shows precise agreement between the simulation and analytical curves. One can observe that by performing NNNF and NNFF (which refers to as NNN(F)F in the figure), lower outage probability is achieved than with RNRF since shorter distances mean lower path loss and leads to better performance. The figure also demonstrates that as $\alpha$ increases, outage will occur more frequently because of higher path loss. For NNNF and NNFF, the performance is very close for different values of $\alpha$. This is because the bounded path loss model (i.e. $1 + d_i^\alpha > 1$) is used to ensure that the path loss is always larger than one. When selecting the nearest near user, $d_i$ will approach zero and the path loss will approach one, which makes the performance difference of the three selection schemes insignificant. It is worth noting that all curves have the same slopes, which indicates that the diversity gains of the schemes are the same. This phenomenon validates the insights obtained from the analytical results derived in (3.26). Fig. 3.2 also shows that if the choices of rates for users are incorrect (i.e., $R_1 = 0.5$ and $R_2 = 1$ in this figure), the outage probability of the near users will be always one, which verifies the analytical results in (3.14) and (3.29).

Fig. 3.3 plots the outage probability of the near users versus their density with different values of $R_{D_n}$. RNRF is also shown in the figure as a benchmark for comparison. Several observations are drawn as follows: 1) The outage probabilities of RNRF and NNN(F)F decrease with decreasing $R_{D_n}$ because path loss is reduced; 2) The outage probability of NNN(F)F decreases as the density of the near users increases. This is due
Figure 3.2: Outage probability of the near users versus SNR with different $\alpha$, where $R_{D_B} = 2 \, \text{m}$, and $\lambda_{\Phi_B} = 1$.

to the multiuser diversity gain, since there is an increasing number of the near users; 3) The outage probability of RNRF is a constant, i.e., independent of the density of near users, and is the outage ceiling of the NNN(F)F. This is due to the fact that no opportunistic user selection is carried out for RNRF; and 4) An outage floor exits even if the density of the near users goes to infinity. This is due to the bounded path loss model used in this chapter. When the number of the near users exceeds a threshold, the selected near user will be very close to the source, which makes the path loss approach one.

Fig. 3.4 plots the outage probability of the near users versus the rate of the near users and far users for both RNRF and NNN(F)F. One can observe that the outage of the near users occurs more frequently as the rate of the far user, $R_1$, increases. This is because in the proposed protocol, the near user $B_i$ needs to first decode $x_{i1}$ which is intended to the far user $A_i$, and then decode its own message. Therefore increasing $R_1$ makes it harder to decode $x_{i1}$, which will lead to increased outages. An important observation is that incorrect choices of $R_1$ and $R_2$ will make the outage probability always one. Particularly, for the choice of $R_1$, it should satisfy the condition $(|p_{i1}|^2 - |p_{i2}|^2 \tau_1 > 0)$ in order to ensure that successive interference cancelation can be implemented. For the
3.4.2 Outage Probability of the Far Users

In this subsection, it is demonstrated that the outage probability of the far users with different choices of the density, path loss coefficients, and user zone of the three user choice of $R_2$, it should satisfy the condition that the split energy for detecting $x_{i1}$ is also sufficient to detect $x_{i2}$ ($\varepsilon_{A_i} \geq \varepsilon_{B_i}$).

Figure 3.3: Outage probability of the near users versus density with different $R_{D_B}$, where $\lambda_{\Phi_B} = 1$, and $SNR = 30$ dB.

Figure 3.4: Outage probability of the near users versus $R_1$ and $R_2$, where $\alpha = 2, R_{D_B} = 2$ m, and $SNR = 30$ dB.
selection schemes.

Fig. 3.5 plots the outage probability of the far users versus SNR with different path loss coefficients of RNRF, NNNF, and NNFF. The dashed red, blue, and black curves circled together and pointed by $\alpha = 2$, are the analytical approximations for the special case of RNRF, NNNF, and NNFF, which are obtained from (3.24), (3.38) and (3.43), respectively. The dashed red, blue, and black curves circled together and pointed by $\alpha = 3$, are the analytical approximations for an arbitrary choice of $\alpha$ of RNRF, NNNF, and NNFF, which are obtained from (3.23), (3.37) and (3.42), respectively. The solid marked lines are used to represent the Monte Carlo simulation results for each case. As can be observed from the figure, the simulation and the analytical approximation are very close, particularly in the high SNR region. Several observations can be drawn as follows: 1) NNNF achieves the lowest outage probability among the three selection schemes since both the near and far users have the smallest path loss; 2) NNFF achieves lower outage than RNRF, which indicates that the distance of the near users has more impact than that of the far users; 3) it is clear that all of the curves in Fig. 3.5 have the same slopes, which indicates that the diversity gains of the far users for the three schemes are the same. In the diversity analysis, it is shown that the diversity gain of the three selection schemes is two. The simulation validates the analytical results and indicates that the achievable diversity gain is the same for different user selection schemes.

Fig. 3.6 plots the outage probability of the far users versus $R_1$ with different $R_{D_C}$ and $R_{D_B}$. One can observe that the outage probabilities of the three schemes increase as $R_1$ increases. This is because increasing $R_1$ will make the threshold of decoding higher, which in turn leads to more outage. It can also be observed that increasing the radius of the user zone for the far users will deteriorate the outage performance. The reason is that the path loss of the far users becomes larger.

Fig. 3.7 plots the outage probability of the far users versus SNR for both cooperative NOMA and non-cooperative NOMA. Several observations can be drawn as follows: 1) by using an energy constrained relay to perform cooperative NOMA transmission, the
outage probability of the far users has a larger slope than that of non-cooperative NOMA, for all user selection schemes. This is due to the fact that cooperative NOMA can achieve a larger diversity gain and guarantees more reliable reception for the far users in the high SINR region; 2) NNNF achieves the lowest outage probability among these three selection schemes both for cooperative NOMA and non-cooperative NOMA because of its smallest path loss; 3) it is worth noting that NNFF has higher outage probability
than RNRF in non-cooperative NOMA, however, it achieves lower outage probability than RNRF in cooperative NOMA. This phenomenon indicates that it is very helpful and necessary to apply cooperative NOMA in NNFF due to the largest performance gain over non-cooperative NOMA.

3.4.3 Throughput in Delay-Sensitive Transmission Mode

Fig. 3.8 plots the system throughput versus SNR with different targeted rates. One can observe that NNNF achieves the highest throughput since it has the lowest outage probability among three selection schemes. The figure also demonstrates the existence of the throughput ceilings in the high SNR region. This is due to the fact that the outage probability is approaching zero and the throughput is determined only by the targeted data rate. It is worth noting that increasing \( R_2 \) from \( R_2 = 0.5 \) BPCU to \( R_2 = 1 \) BPCU can improve the throughput; however, for the case \( R_2 = 2 \) BPCU, the throughput is lowered. This is because, in the latter case, the energy remaining for information decoding is not sufficient for message detection of the near user, and hence an outage occurs, which in turn affects the throughput. Therefore, it is seen that it
Figure 3.8: System throughput in delay-sensitive mode versus SNR with different rate, $\alpha = 2$, $R_{DA} = 10 \text{ m}$, $R_{DB} = 2 \text{ m}$, $R_{DC} = 8 \text{ m}$, $\lambda_{\Phi A} = 1$, and $\lambda_{\Phi B} = 1$.

is important to select appropriate transmission rates when designing practical NOMA downlink transmission systems.

### 3.5 Summary

In this chapter, the application of SWIPT to NOMA has been considered. A novel cooperative SWIPT NOMA protocol with three different user selection criteria has been proposed. Stochastic geometric approach is used to provide a complete framework to model the locations of users and evaluate the performance of the proposed user selection schemes. Closed-form results have been derived in terms of outage probability and delay-sensitive throughput to determine the system performance. The diversity gain of the three user selection schemes has also been characterized and proved to be the same as that of a conventional cooperative network. For the proposed protocol, the decreasing rate of the outage probability of far users is $\frac{\ln SNR}{SNR^2}$ while it is $\frac{1}{SNR^2}$ for a conventional cooperative network. Numerical results have been presented to validate the analysis. It is concluded that by carefully choosing the parameters of the network, (e.g., transmission
rate or power splitting coefficient), acceptable system performance can be guaranteed even if the users do not use their own batteries to power the relay transmission.
Chapter 4

Non-orthogonal Multiple Access in Large-Scale Underlay Cognitive Radio Networks

This chapter is organized as follows. The main contributions are firstly introduced in Section 4.1. In Section 4.2, the considered CR NOMA scenarios is presented with using stochastic geometry. In Section 4.3, new analytical expressions are derived for the outage probability and diversity order are derived. Section 4.5 gives the numerical results of the considered framework. Finally, Section 4.6 concludes this chapter.

4.1 Introduction

The application of NOMA in underlay CR networks uses additional power control at the secondary BS to improve the spectral efficiency. Stochastic geometry is used to model a large-scale CR network with a large number of randomly deployed PTs and PRs. Consider a practical system design as follows: 1) All the SUs, PTs, and PRs are randomly deployed based on the considered stochastic geometry model; 2) Each SU
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suffers interference from other NOMA SUs as well as the PTs; and 3) The secondary BS must satisfy a predefined power constraint threshold to avoid interference at the PRs. New closed-form expressions of the outage probability of the NOMA users are derived to evaluate the performance of the considered CR NOMA network. Moreover, considering two different power constraints at the PTs, diversity order analysis is carried out with providing important insights: 1) When the transmit power of the PTs is fixed, the $m$-th user among all ordered NOMA user experiences a diversity order of $m$; and 2) When the transmit power of the PTs is proportional to that of the secondary BS, an asymptotic error floor exists for the outage probability.

4.2 Network Model

As shown in 4.1, consider a large-scale underlay spectrum sharing scenario consisting of the PN and the secondary network (SN). In the SN, a secondary BS is located at the center of a disc, denoted by $D$ with radius $R_D$ as its coverage. The $M$ randomly deployed secondary users are uniformly distributed within the disc which is the user zone for NOMA. The secondary BS communicates with all SUs within the disc by applying the NOMA transmission protocol. It is worthy pointing out that the power of the secondary transmitter is constrained in order to limit the interference at the PRs. In the PN, a random number of PTs and PRs is distributed in an infinite two dimensional plane. The spatial topology of all the PTs and PRs are modeled using homogeneous PPPs, denoted by $\Phi_b$ and $\Phi_\ell$ with density $\lambda_b$ and $\lambda_\ell$, respectively. All channels are assumed to be quasi-static Rayleigh fading where the channel coefficients are constant for each transmission block but vary independently between different blocks.

According to underlay CR, the transmit power $P_t$ at the secondary BS is constrained

---

1Diversity order is defined as the slope for the outage provability curve decreasing with the signal-to-noise-ratio (SNR). It measures the number of independent fading paths over which the data is received. In NOMA networks, since users’ channels are ordered and SIC is applied at each receiver, it is of importance to investigate the diversity order.
Figure 4.1: Illustration of the considered NOMA CR networks, where PT is primary transmitter, PR is primary receiver, SU is secondary user, and BS is base station. Here, $d_0$, $R_D$, and $\infty$ are the radius of the guard zone for secondary users, the user zone (disc $D$) for the secondary users, and the infinite two dimensional plane for primary users.

as follows:

$$P_t = \min \left\{ \frac{I_p}{\max_{l \in \Phi_t} |g_l|^2}, P_s \right\}, \quad (4.1)$$

where $I_p$ is the maximum permissible interference power at the PRs, $P_s$ is maximum transmission power at the secondary BS, $|g_l|^2 = |\hat{g}_l|^2 L(d_l)$ is the overall channel gain
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from the secondary BS to PRs $\ell$. Here, $\hat{g}_\ell$ is small-scale fading with $\hat{g}_\ell \sim \mathcal{CN}(0,1)$, $L(d_\ell) = \frac{1}{1 + d_\ell^\alpha}$ is large-scale path loss, $d_\ell$ is the distance between the secondary BS and the PRs, and $\alpha$ is the path loss exponent. A bounded path loss model is used to ensure the path loss is always larger than one even for small distances $[9, 122]$.

According to NOMA, the BS sends a combination of messages to all NOMA users, and the observation at the $m$-th secondary user is given by

$$y_m = h_m \sum_{n=1}^{M} \sqrt{a_n P_t} x_n + n_m,$$  \hspace{1cm} (4.2)

where $n_m$ is the AWGN at the $m$-th user with variance $\sigma^2$, $a_n$ is the power allocation coefficient for the $n$-th SU with $\sum_{n=1}^{M} a_n = 1$, $x_n$ is the information for the $n$-th user, and $h_m$ is the channel coefficient between the $m$-th user and the secondary BS.

For the SUs, they also observe the interferences of the randomly deployed PTs in the PN. Usually, when the PTs are close to the secondary NOMA users, they will cause significant interference. To overcome this issue, an interference guard zone $D_0$ is introduced to each secondary NOMA user with radius of $d_0$, which means that there is no interference from PTs allowed inside this zone $[123]$. It is assumed that $d_0 \geq 1$ in this chapter. The interference links from the PTs to the SUs are dominated by the path loss and is given by

$$I_B = \sum_{b \in \Phi_b} L(d_b),$$ \hspace{1cm} (4.3)

where $L(d_b) = 1/(1 + d_b^\alpha)$ is the large-scale path loss and $d_b$ is the distance from the PTs to the SUs.

Without loss of generality, all the channels of SUs are assumed to follow the order as $|h_1|^2 \leq |h_2|^2 \leq \cdots \leq |h_M|^2$. The power allocation coefficients are assumed to follow the order as $a_1 \geq a_2 \geq \cdots \geq a_M$. According to the NOMA principle, SIC is carried out at the receivers $[119]$. It is assumed that $1 \leq j \leq m < i$. In this case, the $m$-th
user can decode the message of the \( j \)-th user and treats the message for the \( i \)-th user as interference. Specifically, the \( m \)-th user first decodes the messages of all the \((m-1)\) users, and then successively subtracts these messages to obtain its own information. Therefore, the received SINR for the \( m \)-th user to decode the information of the \( j \)-th user is given by

\[
\gamma_{m,j} = \frac{|h_m|^2 \gamma_l a_j}{|h_m|^2 \sum_{i=j+1}^{M} a_i + \rho_b I_B + 1},
\]

where \( \gamma_l = \min \left\{ \frac{\rho_p}{\rho_s}, \rho_s \right\} \), \( \rho_p = \frac{I_p}{\sigma^2}, \rho_s = \frac{P_s}{\sigma^2}, \rho_b = \frac{P_B}{\sigma^2} \), and \( P_B \) is the transmit power of the PTs, \( |h_m|^2 \) is the overall ordered channel gain from the secondary BS to the \( m \)-th SU. For the case \( m = j \), it indicates the \( m \)-th user decodes the message of itself. Note that the SINR for the \( M \)-th SU is \( \gamma_{M,M} = \frac{|h_M|^2 \gamma_l a_M}{\rho_b I_B + 1} \).

### 4.3 Outage Probability

In this section, exact analysis of the considered networks in terms of outage probability is provided. In NOMA, an outage occurs if the \( m \)-th user cannot detect any of the \( j \)-th user’s message, where \( j \leq m \) due to the SIC. Denote \( X_m = \frac{|h_m|^2 \gamma_l a_j}{\rho_b I_B + 1} \). Based on (4.4), the CDF of \( X_m \) is given by

\[
F_{X_m}(\varepsilon) = \Pr \left\{ \frac{|h_m|^2 \gamma_l a_j}{\rho_b I_B + 1} < \varepsilon \right\}.
\]

Denote \( \varepsilon_j = \tau_j / \left( a_j - \tau_j \sum_{i=j+1}^{M} a_i \right) \) for \( j < M \), \( \tau_j = 2^{R_j} - 1 \), \( R_j \) is the target data rate for the \( j \)-th user, \( \varepsilon_M = \tau_M / a_M \), and \( \varepsilon_{\max} = \max \{ \varepsilon_1, \varepsilon_2, ..., \varepsilon_m \} \).

The outage probability at the \( m \)-th user can be expressed as follows:

\[
P_m = \Pr \{ X_m < \varepsilon_{\max} \} = F_{X_m}(\varepsilon_{\max}),
\]

where
where the condition \( a_j - \tau_j \sum_{i=j+1}^{M} a_i > 0 \) should be satisfied due to applying NOMA, otherwise the outage probability will always be one \([9]\).

It is necessary to calculate the CDF of \( X_m \) conditioned on \( I_B \) and \( \gamma_t \). Rewrite (4.5) as follows:

\[
F_{X_m|I_B,\gamma_t}(\varepsilon) = F_{|h_m|^2} \left( \left( \frac{\rho_B I_B + 1}{\gamma_t} \right) \varepsilon \right),
\]

(4.7)

where \( F_{|h_m|^2} \) is the CDF of \( h_m \). Based on order statistics \([124]\) and applying binomial expansion, the CDF of the ordered channels has a relationship with the unordered channels as follows:

\[
F_{|h_m|^2}(y) = \psi_m \sum_{p=0}^{M-m} \binom{M-m}{p} \left( \frac{(-1)^p}{m+p} \right) \left( F_{|\tilde{h}|^2}(y) \right)^{m+p},
\]

(4.8)

where \( y = \left( \frac{\rho_B I_B + 1}{\gamma_t} \right) \varepsilon \), \( \psi_m = \frac{M!}{(M-m)!(m-1)!} \), and \( |\tilde{h}|^2 = |\hat{h}|^2 L(d) \) is the unordered channel gain of an arbitrary SU. Here, \( \hat{h} \) is the small-scale fading coefficient with \( \hat{h} \sim \mathcal{CN}(0,1) \), \( L(d) = \frac{1}{1+d^\alpha} \) is the large-scale path loss, and \( d \) is a random variable representing the distance from the secondary BS to an arbitrary SU.

Then using the assumption of homogenous PPP and applying the polar coordinates, \( F_{|\tilde{h}|^2}(y) \) is expressed as follows:

\[
F_{|\tilde{h}|^2}(y) = \frac{2}{R_D^2} \int_0^{R_D} \left( 1 - e^{-(1+r^\alpha)y} \right) rdr.
\]

(4.9)

Note that it is challenging to obtain an insightful expression for the unordered CDF. As such, the Gaussian-Chebyshev quadrature \([120]\) is applied in this chapter to find an approximation for (4.9) as

\[
F_{|\tilde{h}|^2}(y) \approx \sum_{n=0}^{N} b_n e^{-c_n y},
\]

(4.10)

where \( N \) is a complexity-accuracy tradeoff parameter, \( b_n = -\omega_N \sqrt{1 - \phi_n^2} (\phi_n + 1) \), \( b_0 =
Chapter 4. Non-orthogonal Multiple Access in Large-Scale Underlay Cognitive Radio Networks

\[ - \sum_{n=1}^{N} b_n, c_n = 1 + \left( \frac{R_0}{2} (\phi_n + 1) \right)^{\alpha}, \omega_N = \frac{\pi}{N}, \text{and} \phi_n = \cos \left( \frac{2n-1}{2N} \pi \right). \]

Substituting (4.10) into (4.8) and applying the multinomial theorem, the following express is obtained

\[ F_{|h|}^2 (y) = \psi_m \sum_{p=0}^{M-m} \left( \begin{array}{c} M-m \\hline p \end{array} \right) \left( \begin{array}{c} M - m \\hline p \end{array} \right) \left( \begin{array}{c} m + p \\hline q_0 + \cdots + q_N = m + p \end{array} \right) \left( \prod_{n=0}^{N} b_n^{q_n} \right)e^{-\sum_{n=0}^{N} q_n c_n y}. \]

(4.11)

where \( \left( \begin{array}{c} m+p \\hline q_0+\cdots+q_N \end{array} \right) = \frac{(m+p)!}{q_0! \cdots q_N!} \). Based on (4.11), the CDF of \( X_m \) can be expressed as follows:

\[ F_{X_m} (\varepsilon_j) = \int_{0}^{\infty} \int_{0}^{\infty} F_{|h|}^2 \left( \psi_m \frac{(\rho b x + 1) \varepsilon_j}{z} \right) f_{IB} (x) f_{\gamma_t} (z) dx dz \]

\[ = \psi_m \sum_{p=0}^{M-m} \left( \begin{array}{c} M-m \\hline p \end{array} \right) \left( \begin{array}{c} m + p \\hline q_0 + \cdots + q_N = m + p \end{array} \right) \left( \prod_{n=0}^{N} b_n^{q_n} \right) \times \int_{0}^{\infty} e^{-\varepsilon_j z} \sum_{n=0}^{\infty} q_n c_n f_{IB} (x) dx f_{\gamma_t} (z) dz, \]

(4.12)

where \( f_{\gamma_t} \) is the PDF of \( \gamma_t \). \( Q_2 \) in (4.12) is expressed as follows:

\[ Q_2 = \int_{0}^{\infty} e^{-x \rho b \varepsilon_j / z} \sum_{n=0}^{N} q_n c_n \left\{ e^{-x \rho b \varepsilon_j / z} \sum_{n=0}^{N} q_n c_n \right\} = L_{IB} \left( \rho b \varepsilon_j / z \sum_{n=0}^{N} q_n c_n \right). \]

(4.13)

In this case, the Laplace transformation of the interferences from the PT can be expressed as

\[ L_{IB} (s) = \exp \left( -\lambda b \pi \left( e^{-s \rho d_0^{-\alpha}} - 1 \right) d_0^2 + s^\delta \gamma (1 - \delta, s d_0^{-\alpha}) \right) \]

\[ = \exp \left( -\lambda b \pi \left( e^{-s \rho d_0^{-\alpha}} - 1 \right) d_0^2 + s^\delta \int_{0}^{t} \frac{t - \delta e^{-t} dt}{\Theta} \right), \]

(4.14)
where $\delta = \frac{2}{\alpha}$ and $\gamma(\cdot)$ is the lower incomplete Gamma function.

To obtain an insightful expression, Gaussian-Chebyshev quadrature is used to approximate the lower incomplete Gamma function in (4.14), $\Theta$ can be expressed as follows:

$$\Theta \approx s^{1-\delta} \sum_{l=1}^{L} \beta_l e^{-t_l s d_0^{-\alpha}},$$

(4.15)

where $L$ is a complexity-accuracy tradeoff parameter, $\beta_l = \frac{1}{2} d_2^{\delta - \alpha} \omega_l \sqrt{1 - \theta_l^2 t_l^{-\delta}}, t_l = \frac{1}{2} (\theta_l + 1)$, $\omega_L = \frac{\pi}{L}$, and $\theta_l = \cos \left( \frac{2\theta_l L - 1}{2\pi} \right)$. Substituting (4.15) into (4.14), the Laplace transformation is approximated as follows:

$$L_{IB}(s) \approx e^{-\lambda_b \pi \left( \left( e^{-s d_0^{-\alpha}} - 1 \right) d_0^2 + \sum_{l=1}^{L} \beta_l e^{-t_l s d_0^{-\alpha}} \right)},$$

(4.16)

Substituting (4.16) into (4.12), $Q_2$ is given by

$$Q_2 = e^{-\lambda_b \pi \left( \left( e^{-\rho x \rho d_0^{-\alpha}} - 1 \right) d_0^2 + \sum_{n=0}^{N} q_n c_n \sum_{l=1}^{L} \beta_l e^{-t_l \rho x \rho d_0^{-\alpha}} \right)}.$$  

(4.17)

The following theorem provides the PDF of $\gamma_t$.

**Theorem 6.** Consider the use of the composite channel model with Rayleigh fading and path loss, the PDF of the effective power of the secondary BS is given by

$$f_{\gamma_t}(x) = e^{-a_t \rho x} e^{-\frac{\rho}{\rho_p}} \text{Dirac}(x - \rho_s) + \left( \frac{\rho_p}{x} + \delta \right) a_t \rho x^{\delta - 1} e^{-a_t \rho x} e^{-\frac{\rho}{x}} + \frac{\rho}{x} U(\rho_s - x),$$

(4.18)

where $a_t = \frac{\delta \pi \lambda \Gamma(\delta)}{\rho_p^2}$, $U(\cdot)$ is the unit step function, and $\text{Dirac}(\cdot)$ is the impulse function.
Proof. The CDF of $\gamma_t$ is given by

$$F_{\gamma_t}(x) = \Pr \left\{ \min_{\ell \in \Phi_t} \left\{ \frac{\rho_p}{\max |g_\ell|^2} \right\} \leq x \right\}$$

$$= \Pr \left\{ \max_{\ell \in \Phi_t} |g_\ell|^2 \geq \max \left\{ \frac{\rho_p}{x}, \frac{\rho_p}{\rho_s} \right\} \right\} + \Pr \left\{ \max_{\ell \in \Phi_t} |g_\ell|^2 \leq \frac{\rho_p}{\rho_s}, \rho_s \leq x \right\}$$

$$= 1 - U(\rho_s - x) \Pr \left\{ \max_{\ell \in \Phi_t} |g_\ell|^2 \geq \frac{\rho_p}{x} \right\}. \quad (4.19)$$

Denote $\bar{\Omega} = 1 - \Omega$, $\bar{\Omega}$ is expressed as follows:

$$\bar{\Omega} = \Pr \left\{ \max_{\ell \in \Phi_t} |g_\ell|^2 \leq \frac{\rho_p}{x} \right\} = E_{\Phi_t} \left\{ \prod_{\ell \in \Phi_t} \Pr \left\{ |g_\ell|^2 \leq \frac{(1 + \alpha_\ell^2 \mu)}{x} \rho_p \right\} \right\}$$

$$= E_{\Phi_t} \left\{ \prod_{\ell \in \Phi_t} F_{|g_\ell|^2} \left( \frac{(1 + \alpha_\ell^2 \mu)}{x} \rho_p \right) \right\}. \quad (4.20)$$

Applying the generating function, (4.20) is rewritten as follows:

$$\bar{\Omega} = \exp \left[ -\lambda_t \int \frac{1 - F_{|g_\ell|^2} \left( (1 + \alpha_\ell^2 \mu) \right)}{\tilde{\Omega}} r dr \right] = \exp \left[ -2\pi \lambda_t e^{-\mu} \int_0^\infty \frac{r^\delta e^{-\mu \Gamma(\delta)}}{\mu^\delta} dr \right]. \quad (4.21)$$

Applying [125, Eq. (3.326.2)], the following expression is obtained

$$\bar{\Omega} = 1 - \bar{\Omega} = 1 - e^{-e^{-\mu} \frac{\rho_p \delta}{\mu^\delta} \Gamma(\delta)}, \quad (4.22)$$

where $\Gamma(\cdot)$ is Gamma function. Substituting (4.22) into (4.19), the following expression is obtained

$$F_{\gamma_t}(x) = 1 - U(\rho_s - x) e^{-e^{-\mu} \frac{\rho_p \delta}{\mu^\delta} x^\delta \alpha_t}. \quad (4.23)$$

By taking the derivative of $F_{\gamma_t}(x)$ in (4.23), the PDF of $\gamma_t$ is obtained in (4.18). The
proof is complete.

Substituting \(4.18\) and \(4.17\) into \(4.12\), \(Q_1\) is expressed as follows:

\[
Q_1 = e^{\frac{\rho_p}{\rho_s}z} \left( -a_\ell \rho_s^\delta e^{-\frac{\rho_p}{\rho_s}z} - \sum_{n=0}^{N} q_n e^{-\frac{\rho_p + \delta}{\rho_s}z} d_n e^{-\frac{\rho_p}{\rho_s}z} + \sum_{n=0}^{N} q_n e^{-\frac{\rho_p + \delta}{\rho_s}z} d_n e^{-\frac{\rho_p}{\rho_s}z} \right) 
\]

Substituting \(4.18\) and \(4.17\) into \(4.12\), \(Q_1\) is expressed as follows:

\[
Q_1 = e^{\frac{\rho_p}{\rho_s}z} \left( -a_\ell \rho_s^\delta e^{-\frac{\rho_p}{\rho_s}z} - \sum_{n=0}^{N} q_n e^{-\frac{\rho_p + \delta}{\rho_s}z} d_n e^{-\frac{\rho_p}{\rho_s}z} + \sum_{n=0}^{N} q_n e^{-\frac{\rho_p + \delta}{\rho_s}z} d_n e^{-\frac{\rho_p}{\rho_s}z} \right) 
\]

Note that it is very challenging to solve the integral \(\Psi\) in \(4.24\), therefore, the Gaussian-Chebyshev quadrature is applied to approximate the integral as follows:

\[
\Psi \approx \sum_{k=1}^{K} \eta_k e^{\frac{\rho_p}{\rho_s}z} \left( -a_\ell \rho_s^\delta e^{-\frac{\rho_p}{\rho_s}z} - \sum_{n=0}^{N} q_n e^{-\frac{\rho_p + \delta}{\rho_s}z} d_n e^{-\frac{\rho_p}{\rho_s}z} + \sum_{n=0}^{N} q_n e^{-\frac{\rho_p + \delta}{\rho_s}z} d_n e^{-\frac{\rho_p}{\rho_s}z} \right) 
\]

where \(K\) is a complexity-accuracy tradeoff parameter, \(\omega_K = \frac{\pi}{K}, \quad \varphi_k = \cos\left(\frac{2k-1}{2K}\pi\right), \quad s_k = \frac{1}{2}(\varphi_k + 1), \quad \text{and} \quad \eta_k = \frac{\omega_K}{2} \sqrt{1 - \varphi_k^2} \left( \frac{\rho_p}{\rho_s s_k} + \delta \right) a_\ell \rho_s^\delta e^{-\frac{\rho_p}{\rho_s}z} \right).

Substituting \(4.24\) and \(4.25\) into \(4.12\) and applying \(\varepsilon_{\max} \to \varepsilon_j\), based on \(4.6\), the
closed-form expression of the outage probability is obtained at the $m$-th user as follows:

$$
P_m = \psi_m \sum_{p=0}^{M-m} \binom{M-m}{p} \frac{(-1)^p}{m+p} \sum_{q_0+\cdots+q_N=m+p} \left( \prod_{n=0}^{N} b_{q_n} \right) \left( \frac{\rho_s^{q_0+\cdots+q_N}}{\rho_s^{m+p}} \right) \left( e^{-\rho_s^{q_0+\cdots+q_N}} \right)
$$

$$
\times \left[ -ae^{\rho_p^\epsilon} e^{\rho_s^\epsilon} - \frac{\epsilon \max_{n=0}^{N} q_n c_n}{\rho_s} - \lambda_0 \pi \left( e^{\frac{\rho_s^\epsilon}{\rho_s^{q_0+\cdots+q_N}}} - 1 \right) \sum_{n=0}^{N} q_n c_n \sum_{l=1}^{L} \beta_l e^{-\frac{\epsilon \max_{n=0}^{N} q_n c_n}{\rho_s^{q_0+\cdots+q_N}}} \right]
$$

$$
+ \sum_{k=1}^{K} \eta_k e^{-\rho_s^\epsilon} \frac{\rho_p^\epsilon}{\rho_s^{q_0+\cdots+q_N}} - \lambda_0 \pi \left( e^{\frac{\rho_s^\epsilon}{\rho_s^{q_0+\cdots+q_N}}} - 1 \right) \sum_{n=0}^{N} q_n c_n \sum_{l=1}^{L} \beta_l e^{-\frac{\epsilon \max_{n=0}^{N} q_n c_n}{\rho_s^{q_0+\cdots+q_N}}} \right].
$$

(4.26)

### 4.4 Diversity Analysis

Based on the analytical results for the outage probability in (4.26), it is aimed to provide asymptotic diversity analysis for the ordered NOMA users. The diversity order of the user’s outage probability is defined as

$$
d = -\lim_{\rho_s \rightarrow \infty} \log \frac{P_m (\rho_s)}{\log \rho_s}.
$$

(4.27)

#### 4.4.1 Fixed Transmit Power at Primary Transmitters

In this case, the diversity with the fixed transmit SNR at the PTs ($\rho_p$) is examined, while the transmit SNR of secondary BS ($\rho_s$) and the maximum permissible interference constraint at the PRs ($\rho_p$) go to the infinity. Particularly, it is assumed that $\rho_p$ is proportional to $\rho_s$, i.e. $\rho_p = \kappa \rho_s$, where $\kappa$ is a positive scaling factor. This assumption applies to the scenario where the PRs can tolerate a large amount of interference from the secondary BS and the target data rate is relatively small in the PN. Denote $\gamma_t = \frac{\gamma_t}{\rho_s} = \min \left\{ \frac{\kappa}{\max_{n \in Q} |g_n|}, 1 \right\}$, similar to (4.8), the ordered CDF has the relationship with
unordered CDF as
\[
F_{\infty}^{X_m|I_B,\gamma_t^*} (y^*) = \psi_m \sum_{p=0}^{M-m} \binom{M-m}{p} \frac{(-1)^p}{m+p} \left(F_{\infty}^{|h|^2} (y^*)\right)^{m+p},
\] (4.28)

where \(y^* = \frac{(\rho_B I_B + 1)\varepsilon_j}{\rho_s \gamma_t^*}\). When \(\rho_s \to \infty\), it is observed that \(y^* \to 0\). In order to investigate an insightful expression to obtain the diversity order, Gaussian-Chebyshev quadrature and \(1 - e^{-y^*} \approx y^*\) are used to approximate (4.9) as
\[
F_{\infty}^{|h|^2} (y^*) \approx \sum_{n=1}^{N} \chi_n y^*_n,
\] (4.29)

where \(\chi_n = \omega_N \sqrt{1 - \phi_n^2} (\phi_n + 1) c_n\). Substituting (4.29) into (4.28), since \(y^* \to 0\), the following expression is obtained
\[
F_{\infty}^{X_m|I_B,\gamma_t^*} (\varepsilon_j) = \xi \left(\frac{(\rho_B I_B + 1)\varepsilon_j}{\rho_s \gamma_t^*}\right)^m + o \left(\left(\frac{(\rho_B I_B + 1)\varepsilon_j}{\rho_s \gamma_t^*}\right)^m\right),
\] (4.30)

where \(\xi = \frac{\psi_m \left(\sum_{n=1}^{N} \chi_n\right)^m}{m}\) and \(o(x)\) refers the high order expression of \(x\). Based on (4.6), (4.11), and (4.30), the asymptotic outage probability is given by
\[
P_{\infty m_f} \approx \frac{1}{\rho_s^m} \int_0^{\infty} \int_0^{\infty} \xi \left(\frac{(\rho_B I_B + 1)\varepsilon_{\text{max}}}{z}\right)^m f_{\gamma_f} (x) f_{\gamma_t^*} (z) dx dz,
\] (4.31)

where \(f_{\gamma_t^*}\) the PDF of \(\gamma_t^*\). Since \(C\) is a constant independent of \(\rho_s\), (4.31) can be expressed as follows:
\[
P_{\infty m_f} = \frac{1}{\rho_s^m} C + o \left(\rho_s^{-m}\right),
\] (4.32)

Substituting (4.32) into (4.27), the diversity order of this case is obtained as \(m\). This can be explained as follows. Note that SIC is applied at the ordered SUs. For the first user with the poorest channel gain, no interference cancelation is operated at the receiver,
therefore its diversity gain is one. While for the \(m\)-th user, since the interferences from all the other \((m-1)\) users are canceled, it obtains a diversity of \(m\).

### 4.4.2 Transmit Power of Primary Transmitters Proportional to that of Secondary Ones

In this case, the diversity with the transmit SNR at the PTs \((\rho_b)\) is proportional to the transmit SNR of secondary BS \((\rho_s)\) is examined. Particularly, it is assumed that \(\rho_b = \nu \rho_s\), where \(\nu\) is a positive scaling factor. It is still assumed that \(\rho_p\) is proportional to \(\rho_s\). Applying \(\rho_s \to \infty\), \(\rho_p = \kappa \rho_s\) and \(\rho_b = \nu \rho_s\) to (4.26), the asymptotic outage probability of the \(m\)-th user in this case is obtained as follows:

\[
P_{m,\rho_p}^\infty \approx \psi_m \sum_{p=0}^{M-m} \binom{M-m}{p} \left(\frac{-1}{{\rho_s}^{m+p} q_0 + \cdots + q_N = m+p} \right) \left(\frac{m+p}{q_0 + \cdots + q_N} \right) \left(\prod_{n=0}^{N} \frac{1}{b_n} \right)
\]

\[\times \left[ -a_\infty^\rho \exp^{-\lambda_b \pi} \left( e^{-\frac{\nu \epsilon_{\max}}{\sqrt{\gamma} k_0} \sum_{n=0}^{N} q_n c_n} -1 \right) \right.
\]

\[\left. \left( \frac{\nu \epsilon_{\max}}{\sqrt{\gamma} k_0} \sum_{n=0}^{N} q_n c_n \right)^{d_{\infty} + \nu \epsilon_{\max} \sum_{n=0}^{N} q_n c_n} \sum_{l=1}^{L} \beta_{l} e^{-\frac{\nu \epsilon_{\max}}{\sqrt{\gamma} k_0} \sum_{n=0}^{N} q_n c_n} \right)
\]

\[+ \sum_{k=1}^{K} \eta_k ^\rho \left( -a_\infty^\rho \exp^{-\lambda_b \pi} \left( e^{-\frac{\nu \epsilon_{\max}}{x_k k_0} \sum_{n=0}^{N} q_n c_n} -1 \right) \right. \left. a_\infty^\rho s_k^{\delta-1} e^{-a_\infty^\rho s_k^{\delta}} e^{-\frac{\nu_\max}{x_k k_0}} \right)
\]

\[
(4.33)
\]

where \(a_\infty^\rho = \frac{\delta \lambda_b \Gamma(\delta)}{\kappa^{\delta}}\) and \(\eta_k ^\rho = \frac{\nu K}{2} \sqrt{1 - \frac{2}{\varphi_k^2}} \left( \frac{\kappa}{s_k} + \delta \right) a_\infty^\rho s_k^{\delta-1} e^{-a_\infty^\rho s_k^{\delta}} e^{-\frac{\nu_\max}{x_k k_0}}\).

It is observed that \(P_{m,\rho_p}^\infty\) is a constant independent of \(\rho_s\). Substituting (4.33) into (4.27), it is obtained that asymptotically there is an error floor for the outage probability of SUs.
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In this section, numerical results are presented to verify the accuracy of the analysis as well as to obtain more important insights for NOMA in large-scale CR networks. In the considered network, the radius of the guard zone is assumed to be $d_0 = 2$ m. The Gaussian-Chebyshev parameters are chosen with $N = 5$, $K = 10$, and $L = 10$. Monte Carlo simulation results are marked as “•” to verify the derivation.

Fig. 4.2 plots the outage probability of the $m$-th user for the first scenario when $\rho_b$
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(a) For different density of PTs and PRs, with $\alpha = 4$, $\kappa = 1$, $\nu = 1$, $R_D = 10$ m, $\rho_b = \nu \rho_s$, and $M = 2$.

(b) For different $\nu$, with $\alpha = 4$, $\lambda_b = 10^{-4}$, $\lambda_\ell = 10^{-4}$, $\kappa = 0.5$, $R_D = 10$ m, $\rho_b = \nu \rho_s$, and $M = 2$.

Figure 4.3: Outage probability of the $m$-th user versus $\rho_s$ of the second scenario.

is fixed and $\rho_p$ is proportional to $\rho_s$. In Fig. 4.2(a), the power allocation coefficients are $a_1 = 0.5$, $a_2 = 0.4$ and $a_3 = 0.1$. The target data rate for each user is assumed to be all the same as $R_1 = R_2 = R_3 = 0.1$ bit per channel use (BPCU). The dashed and solid curves are obtained from the analytical results derived in (4.26). Several observations can be drawn as follows: 1) Reducing the coverage of the secondary users zone $D$ can achieve a lower outage probability because of a smaller path loss. 2) The ordered users with different channel conditions have different decreasing slope because of different diversity orders, which verifies the derivation of (4.31). In Fig. 4.2(b), the power allocation
coefficients are $a_1 = 0.8$ and $a_2 = 0.2$. The target rate is $R_1 = 1$ and $R_2 = 3$ BPCU. The performance of a conventional OMA is also shown in the figure as a benchmark for comparison. It can be observed that for different values of the path loss, NOMA can achieve a lower outage probability than the conventional OMA.

Fig. 4.3 plots the outage probability of the $m$-th user for the second scenario when both $\rho_b$ and $\rho_p$ are proportional to $\rho_s$. The power allocation coefficients are $a_1 = 0.8$ and $a_2 = 0.2$. The target rates are $R_1 = R_2 = 0.1$ BPCU. The dashed and solid curves are obtained from the analytical results derived in (4.26). One observation is that error floors exist in both Figs. 4.3(a) and 4.3(b), which verifies the asymptotic results in (4.33). Another observation is that user two ($m = 2$) outperforms user one ($m = 1$). The reason is that for user two, by applying SIC, the interference from user one is canceled. While for user one, the interference from user two still exists. In Fig. 4.3(a), it is shown that the error floor become smaller when $\lambda_b$ and $\lambda_\ell$ decrease, which is due to less interference from PTs and the relaxed interference power constraint at the PRs. It is also worth noting that with these system parameters, NOMA outperforms OMA for user one while OMA outperforms NOMA for user two, which indicates the importance of selecting appropriate power allocation coefficients and target data rates for NOMA. In Fig. 4.3(b), it is observed that the error floors become smaller as $\nu$ decreases. This is due to the fact that smaller $\nu$ means a lower transmit power of PTs, which in turn reduces the interference at SUs.

### 4.6 Summary

In this chapter, NOMA in large-scale underlay cognitive radio networks with randomly deployed users have been studied. Stochastic geometry tools were used to evaluate the outage performance of the considered network. New closed-form expressions were derived for the outage probability. Diversity order of NOMA users has been analyzed in two situations based on the derived outage probability. An important future direction
is to optimize the power allocation coefficients to further improve the performance gap between NOMA and conventional MA in CR networks.
Chapter 5

Non-orthogonal Multiple Access in Massive MIMO Aided Heterogeneous Networks

This chapter is organized as follows. The main contributions of this work is first introduced in 5.1. Then the proposed novel hybrid framework with NOMA and massive MIMO based HetNets is presented in 5.2. Following a flexible average received power based user association approach is described in Section 5.3. Section 5.4 presents the analytical results in terms of spectrum efficiency. Section 5.5 shows the numerical results of the proposed framework. Section 5.6 concludes this chapter.

5.1 Introduction

A novel hybrid HetNets framework is proposed, with NOMA based small cells and massive MIMO aided macro cells to further enhance the performance of existing HetNets design. In this framework, a downlink $K$-tier HetNets is considered, where macro BSs are equipped with large antenna arrays with linear zero-forcing beamforming (ZFBF)
capability to serve multiple single-antenna users simultaneously, and small cells BSs are equipped with single antenna each to serve two single-antenna users simultaneously with NOMA transmission. A stochastic geometry approach is adopted to model the considered $K$-tier HetNets. Based on the proposed framework, the primary contributions can be summarized as follows: 1) The flexible biased association to address the impact of NOMA and massive MIMO on the maximum biased received power is considered; 2) The exact analytical expressions of the NOMA based small cells in term of spectrum efficiency are derived; and 3) It is shown that NOMA based small cells are capable of achieving higher spectrum efficiency compared to conventional OMA based small cells, which demonstrates the benefits of the proposed framework.

5.2 Network Model

5.2.1 System Description

In this chapter, the downlink transmission scenarios are been focused on. A $K$-tier HetNets model is considered, where the first tier represents the macro cells and the other tiers represent the small cells such as pico cells and femto cells. The positions of macro BSs and all the $k$-th tier ($k \in \{2, \cdots, K\}$) BSs are modeled as homogeneous PPPs $\Phi_1$ and $\Phi_k$ and with density $\lambda_1$ and $\lambda_k$, respectively. Motivated by the fact that it is common to overlay a high-power macro cell with successively denser and lower power small cell, it is considered to apply massive MIMO technologies to macro cells and NOMA transmission to small cells in this work. As shown in Fig. 5.1 in macro cells, macro BSs are considered to equipped with $M$ antennas, each macro BS transmit signals to $N$ users over the same resource block (e.g., time/frequency/code). It is assumed that $M \gg N > 1$ and the linear ZFBF technique is applied at each macro BS with assigning equal power to $N$ data streams \[110\]. In small cells, each small cell BS is considered to be equipped with single antenna. Consider to adopt user pairing in each tier of small cells to implement NOMA for lowering the system complexity. All users are considered to be
equipped with single antenna each as well. All channel are assumed to undergo quasi-static Rayleigh fading, where the channel coefficients are constant for each transmission block but independent between different blocks.

5.2.2 Massive MIMO and NOMA Based User Association

In this work, a user is allowed to access any tier BS, which can provide the best coverage \[112\]. It is considered that the flexible user association is based on the maximum average received power of both macro cells and small cells.

5.2.2.1 Average received power in massive MIMO aided macro cells

In macro cells, since the macro BS is equipped with multiple antennas, users in macro cells can experience large array gains. Adopting ZFBF transmission scheme, the array gain obtained at macro users is given by \( G_M = M - N + 1 \) \[110\] \[111\]. As a result, the average received power that users connect with macro BS \( \ell \) (where \( \ell \in \Phi_1 \)) is given by

\[
P_{r,1} = G_M P_1 L(d_{\ell,1}) / N, \tag{5.1}
\]

where \( P_1 \) is the transmit power of the macro BSs, \( L(d_{\ell,1}) = \eta d_{\ell,1}^{-\alpha_1} \) is large-scale path loss, \( d_{\ell,1} \) is the distance between users and macro BSs, \( \eta \) is the frequency dependent
factor, and $\alpha_1$ is the path loss exponent of macro cells.

### 5.2.2.2 Average received power in NOMA based small cells

Different from the conventional user association of OMA based small cells, NOMA exploits the power sparsity for multiple access by allocating different power to different users. More precisely, as shown in Fig. 5.1, the $k$-th tier BS sends a combination signals of User $m$ and User $n$ with allocating power $a_{m,k}$ and $a_{n,k}$ to each user. Here, the power allocation should satisfy $a_{m,k} > a_{n,k}$ and $a_{m,k} + a_{n,k} = 1$. Due to the random spatial topology of the stochastic geometry model, the space information of users are not pre-determined. The user association policy for the NOMA based small cells is based on assuming the typical user as far user first. As such, in the $i$-th tier small cell, the averaged received power that users connect with the $i$-th tier BS $j$ (where $j \in \Phi_i$) is given by

$$P_{ri} = a_{n,i} P_i L(d_{j,i}) B_i,$$

(5.2)

where $P_i$ is the transmit power of $i$-th tier BS, $L(d_{j,i}) = \eta d_{j,i}^{-\alpha_i}$ is large-scale path loss, $d_{j,i}$ is the distance between the user and the $i$-th tier BS, $\alpha_i$ is the path loss exponent of the $i$-th tier small cells, and $B_i$ is the bias factor. Here, the bias factor (e.g. $B_i > 1$) is used to extend the cell coverage. It is noted that the biasing factor $B_i$ is useful for offloading data traffic in HetNets [112].

### 5.2.3 Downlink Transmission

#### 5.2.3.1 Massive MIMO aided macro cell transmission

Without loss of generality, it is assumed that a typical user is located at the origin of an infinite two-dimension plane. Based on (5.1) and (5.2), the received SINR that a typical user connects with a macro BS at a random distance $d_{o,1}$ can be expressed as
\[ \gamma_{r,1} = \frac{P_1 h_{o,1} L(d_{o,1})}{I_{M,1} + I_{S,1} + \sigma^2}, \]  

(5.3)

where \( I_{M,1} = \sum_{\ell \in \Phi_1 \setminus B_{o,1}} \frac{P_1}{N} h_{\ell,1} L(d_{\ell,1}) \) is the interference from macro cells, \( I_{S,1} = \sum_{i=2}^{K} \sum_{j \in \Phi_i} P_i h_{j,i} L(d_{j,i}) \) is the interference from small cells, \( \sigma^2 \) is the AWGN power, \( h_{o,1} \) is the small-scale fading coefficient between the typical user and the connected macro BS, \( h_{\ell,1} \) and \( d_{\ell,1} \) are the small-scale fading coefficients and distance between a typical user and connected macro BS \( \ell \) except the serving macro BS \( B_{o,1} \), respectively, \( h_{j,i} \) and \( d_{j,i} \) are the small-scale fading coefficients and distance between a typical user and connected \( i \)-th tier small cell BS \( j \), respectively. Here, \( h_{o,1} \) follows Gamma distribution with parameters \( (M - N + 1, 1) \), \( h_{\ell,1} \) follows Gamma distribution with parameters \( (N, 1) \), and \( h_{j,i} \) follows exponential distribution with unit mean.

### 5.2.3.2 NOMA based small cell transmission

In small cells, without loss of generality, it is considered that each small cell BS has already associated one user in the previous round of user association process. With applying NOMA protocol, the aim is to squeeze a typical user into the same small cell to improve the spectral efficiency, which is one key feature of NOMA [4]. For simplicity, it is assumed that the distances between the existing users and the connected small cell BSs are the same as \( R_k \). It is assumed that the distance between the typical user and the connected small cell BS is \( x \), which is a random value. Since it is not pre-determined that the typical user is a near user \( n \) or a far user \( m \). Denote \( d_{o,km} \) and \( d_{o,kn} \) are the distance between the \( k \)-th tier small cell BS and user \( m \) and user \( n \), respectively. As such, two possible cases can happen in the following.

**Near user case:** In the first case, it is considered that the typical user is a near user \( n \) \( (x \leq R_k) \), as such, it can be expressed as \( d_{o,km} = R_k \). In this case, the interference from the existing user can be canceled. As such, the received SINR that a typical user
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$n$ connects with the $k$-th tier small cell can be expressed as

$$\gamma_{kn} = \frac{a_{n,k} P_k g_{o,k} L(d_{o,k,n})}{I_{M,k} + I_{S,k} + \sigma^2},$$

(5.4)

where $L(d_{o,k,n}) = \eta d_{o,k,n}^{-\alpha_k}$, $I_{M,k} = \sum_{\ell\in\Phi_1} \frac{P_\ell}{N} g_{\ell,1} L(d_{\ell,1})$ is the interference from macro cells, $I_{S,k} = \sum_{i=2}^{K} \sum_{j\in\Phi_i \setminus B_{o,k}} P_i g_{j,i} L(d_{j,i})$ is the interference from small cells, $g_{o,k}$ and $d_{o,k,n}$ is the small-scale fading coefficients and distance between the typical user and the connected $k$-th tier BS, $g_{\ell,1}$ and $d_{\ell,1}$ are the small-scale fading coefficients and distance between a typical user and connected macro BS $\ell$, respectively, $g_{j,i}$ and $d_{j,i}$ are the small-scale fading coefficients and distance between a typical user and connected $i$-th tier small cell BS $j$ except the serving BS $B_{o,k}$, respectively. Here, $g_{o,k}$ and $g_{j,i}$ follow exponential distributions with unit mean. $g_{\ell,1}$ follows Gamma distribution with parameters $(N,1)$.

For the existing far user $m^*$, it will directly decode its own message by treating the message of user $n$ as interference. Therefore, the received SINR for the existing user $m^*$ in the $k$-th tier small cell can be expressed as

$$\gamma_{km^*} = \frac{a_{m,k} P_k g_{o,k} L(R_k)}{I_{k,n^*} + I_{M,k} + I_{S,k} + \sigma^2},$$

(5.5)

where $I_{k,n} = a_{n,k} P_k g_{o,k} L(R_k)$ is the intra-BS interference from the connected $k$-th tier BS with superposition information of user $n$, and $L(R_k) = \eta R_k^{-\alpha_k}$.

**Far user case:** In the second case, it is considered that the typical user is a far user $m$ ($x > R_k$), then $d_{o,k,n} = R_k$ can be expressed. As such, received SINR that user $m$ connects with the $k$-th tier small cell can be expressed as

$$\gamma_{km} = \frac{a_{m,k} P_k g_{o,k} L(d_{o,k,m})}{I_{k,n^*} + I_{M,k} + I_{S,k} + \sigma^2},$$

(5.6)

where $I_{k,n^*} = a_{n,k} P_k g_{o,k} L(d_{o,k,m})$ is the interference from the BS with superposition the information of existing user $n^*$ of the $k$-th tier small cell with $L(d_{o,k,m}) = \eta d_{o,k,m}^{-\alpha_k}$, $d_{o,k,n}$ is the distance between the typical user $m$ and the connected $k$-th tier BS.
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Regarding the existing near user $n^*$, it is capable of cancelling interference from the typical user $m$ by applying SIC technique. Therefore, the received SINR of user $n^*$ is given by

$$\gamma_{k,n^*} = \frac{a_{n,k}P_kg_{o,k}L(R_k)}{I_{M,k} + I_{S,k} + \sigma^2},$$

(5.7)

### 5.3 User Association Probability

As described in Section II-B, the user association of this proposed framework is based on maximizing the biased average received power at users. As such, based on (5.1) and (5.2), the user association of macro cells and small cells are given in the following.

Using the similar method as Lemma 1 of [112], the user association probability that a typical user connects with macro BSs can be calculated as

$$A_1 = 2\pi\lambda_1 \int_0^\infty r \exp \left[ -\pi \sum_{i=2}^K \lambda_i \left( \frac{a_{n,i}P_iB_iN}{P_{1GMr^{\alpha_1}}} \right)^{\delta_i} - \pi \lambda_1 r^2 \right] dr,$$

(5.8)

where $\delta_i = \frac{2}{\alpha_i}$.

The user association probability that a typical user connects with small cell BSs in the $k$-th tier can be calculated as

$$A_k = 2\pi\lambda_k \int_0^\infty r \exp \left[ -\pi \sum_{i=2}^K \lambda_i \left( \frac{P_iB_ir^{\alpha_k}}{P_kB_k} \right)^{\delta_i} - \pi \lambda_1 \left( \frac{P_{1GMr^{\alpha_k}}}{Na_{n,k}P_kB_k} \right)^{\delta_1} \right] dr,$$

(5.9)

where $\delta_1 = \frac{2}{\alpha_1}$.

The PDF of the distance between a typical user and the connected macro BS is
considered. Based on (5.8), the following expression is obtained

$$f_{d_{o,1}}(x) = \frac{2\pi \lambda_1 x}{A_1} \exp \left[ -\pi \sum_{i=2}^{K} \lambda_i \left( \frac{a_{n,i} P_i B_i N}{P_i G_M x^{-\alpha_1}} \right)^{\delta_i} - \pi \lambda_1 x^2 \right]. \quad (5.10)$$

Then the PDF of the distance between a typical user and the connected $k$-th tier small cell BS is to be calculated. Based on (5.9), the following expression is obtained

$$f_{d_{o,k}}(x) = \frac{2\pi \lambda_k x}{A_k} \exp \left[ -\pi \sum_{i=2}^{K} \lambda_i \left( \frac{P_i B_i x^{\alpha_k}}{P_k B_k} \right)^{\delta_i} - \pi \lambda_1 \left( \frac{P_1 G_M x^{\alpha_k}}{N a_{n,k} P_k B_k} \right)^{\delta_1} \right]. \quad (5.11)$$

### 5.4 Spectrum Efficiency Evaluation

In an effort to evaluate the spectrum efficiency of the proposed NOMA and massive MIMO based HetNets framework, the achievable ergodic rate of each tier is to be calculated in the following subsections.

#### 5.4.1 Achievable Ergodic Rate of Small Cells

The aim of this work is to apply NOMA transmission in small cells to further improve the spectrum efficiency. Recall that the distance order between the connected BS and the two users are not predetermined (as aforementioned in Section 5.2), as such, in this subsection, the achievable ergodic rate of small cell both for the near user case and far user case are calculated in Lemma 1 and Lemma 2 in the following respectively.

**Lemma 1.** Conditioned on the HPPPs, the achievable ergodic rate of the $k$-th tier small cell for the near user case can be expressed as follows:

$$\tau_k^n = \frac{1}{\ln 2} \int_0^{\infty} \int_{z_0}^{\infty} \left( 1 - F_{k_{m,k}}(z) \right) \frac{1 - F_{k_{m,k}^*}(z)}{1 + z} dz \cdot \frac{1}{\ln 2} \int_0^{\infty} 1 - F_{k_1}(z) \frac{1}{1 + z} dz, \quad (5.12)$$

where $F_{k_1}(z)$ and $F_{k_{m,k}}(z)$ are given in the following equations:
Chapter 5. Non-orthogonal Multiple Access in Massive MIMO Aided Heterogeneous Networks

\[ F_{k_n}(z) = 1 - \frac{2\pi \lambda_k}{A_k} \int_0^{R_k} x \exp \left( \Lambda(x) - \frac{\sigma^2 x^{\alpha_k}}{a_{n,k} P_k \eta} - \Theta \left( \frac{x^{\alpha_k}}{a_{n,k} P_k \eta} \right) \right) dx, \quad (5.13) \]

and

\[ F_{k_m^*}(z) = 1 - \frac{2\pi \lambda_k}{A_k} \int_0^{R_k} x \exp \left[ - \frac{\sigma^2 R_k^{\alpha_k}}{(a_{m,k} - a_{n,k} z) P_k \eta} z R_k^{\alpha_k} \right] + \Lambda(x) \right] dx. \quad (5.14) \]

Here \( \Lambda(x) = -\pi K \sum_{i=2}^K \frac{\lambda_i P_i B_i x^{\alpha_k}}{(P_i B_i P_k B_k)^{\alpha_k}} \delta_i - \pi \lambda_1 \left( \frac{P_i G M a_{n,k} P_k B_k}{N a_{n,k} P_k B_k} \right)^{\delta_1} \) and \( \Theta(s) \) in (5.13) and (5.14) is given by

\[
\Theta(s) = \lambda_1 \pi \delta_1 \sum_{p=1}^N \left( \frac{N}{p} \right) \left( \frac{s P_1 \eta}{N \eta} \right)^p \left( -s \frac{P_1 \eta}{N \eta} \right)^{\delta_1 - p} \times B \left( -s \frac{P_1 \eta}{N \eta} \left[ \omega_{1,k}(x) \right]^{-\alpha_1}; p - \delta_1, 1 - N \right) \]

\[
+ s \sum_{i=2}^K \lambda_i 2\pi P_i \eta \left( \omega_{i,k}(x) \right)^{2-\alpha_i} \cdot \frac{\delta_i}{\alpha_i (1 - \delta_i)} \times \frac{2 F_1 \left( 1, 1 - \delta_i; 2 - \delta_i; -s P_i \eta \left( \omega_{i,k}(x) \right)^{-\alpha_i} \right)}{\alpha_i (1 - \delta_i),} \quad (5.15) \]

where \( \omega_{1,k}(x) = \left( \frac{P_i G M}{a_{n,k} P_k B_k N} \right)^{\delta_1 x^{\alpha_k}} \) and \( \omega_{i,k}(x) = \left( \frac{P_i B_i P_k B_k}{P_k B_k} \right)^{\delta_i x^{\alpha_k}} \) are the nearest distance allowed between the typical user associated to the \( k \)-th tier small cell and the macro cell BS, and between the typical user and the \( i \)-th tier small cell BS, respectively. \( B(\cdot; \cdot; \cdot) \) and \( 2 F_1(\cdot; \cdot; \cdot; \cdot) \) are the incomplete Beta function \[125\], Eq. (8.319)] and Gauss hypergeometric function \[127\], Eq. (9.142)], respectively.

**Proof.** For small cells, the achievable ergodic rate of near user case for the \( k \)-th tier can be expressed as

\[
\gamma_k^n = E \left\{ \log_2 \left( 1 + \gamma_{k,m^*} \right) + \log_2 \left( 1 + \gamma_{k,n} \right) \right\} = \frac{1}{\ln 2} \int_0^\infty \frac{1 - F_{k_m^*}(z)}{1 + z} dz + \frac{1}{\ln 2} \int_0^\infty \frac{1 - F_{k_n}(z)}{1 + z} dz \quad (5.16)
\]
First it is required to obtain the expressions for \( F_{k_n}(z) \). Based on (5.4), the following expression can be obtained

\[
F_{k_n}(z) = \int_0^{R_k} \Pr \left[ \frac{a_{n,k}P_k g_{o,k} \eta x^{-\alpha_k}}{I_{M,k} + I_{S,k} + \sigma^2} \leq z \right] f_{d_{o,k}}(x) \, dx
\]

\[
= 1 - \int_0^{R_k} \exp \left( -\frac{\sigma^2 z x^{\alpha_k}}{a_{n,k} P_k \eta} \right) L_{I_{k^*}} \left( z x^{\alpha_k} \frac{a_{n,k} P_k \eta}{P_k g_{o,k} \eta} \right) f_{d_{o,k}}(x) \, dx, \tag{5.17}
\]

where it is denoted that \( I_{k^*} = I_{M,k} + I_{S,k} \). Then turn to the attention to the laplace transform of \( I_{k^*} \) with utilizing it as \( L_{I_{k^*}}(s) = L_{I_{M,k}}(s) L_{I_{S,k}}(s) \). Then these two parts are derived in the following:

\[
L_{I_{M,k}}(s) = E_{I_{M,k}} \left[ \exp \left( -s \sum_{\ell \in \Phi_1} \frac{P_1}{N} g_{\ell,1} L(d_{\ell,1}) \right) \right] 
\]

\[
= E_{\Phi_1} \left[ \prod_{\ell \in \Phi_1} E_{g_{\ell,1}} \left[ \exp \left( -s \frac{P_1}{N} g_{\ell,1} \eta d_{\ell,1}^{\alpha_1} \right) \right] \right] 
\]

\[
\overset{(a)}{=} \exp \left( -\lambda_1 2\pi \int_{\omega_{I_{M,k}}}^\infty \left( 1 - E_{g_{\ell,1}} \left[ e^{-s \frac{P_1}{N} g_{\ell,1} \eta} \right] \right) r \, dr \right), \tag{5.18}
\]

where (a) is obtained with the aid of invoking generating functional of PPP. Recall that the \( g_{\ell,1} \) follows Gamma distribution with parameter \((N,1)\). With the aid of Laplace transform for the Gamma distribution, \( E_{g_{\ell,1}} \left[ \exp \left( -s \frac{P_1}{N} g_{\ell,1} \eta r^{\alpha_1} \right) \right] = L_{g_{\ell,1}} \left( \frac{P_1}{N} \eta r^{\alpha_1} \right) = \left( 1 + s \frac{P_1}{N} \eta r^{\alpha_1} \right)^{-N} \) is obtained. As such, (5.18) can be rewritten as

\[
L_{I_{M,k}}(s) = \exp \left( -\lambda_1 2\pi \int_{\omega_{I_{M,k}}}^\infty \left( 1 - \left( 1 + s \frac{P_1}{N} \eta r^{\alpha_1} \right)^{-N} \right) r \, dr \right). \tag{5.19}
\]

Applying binomial expression and after some mathematical manipulations, the Laplace transform of \( I_{M,k} \) is obtained as

\[
L_{I_{M,k}}(s) = \exp \left[ -\lambda_1 \pi \delta_1 \sum_{p=1}^N \binom{N}{p} \left( \frac{P_1}{N} \eta \right)^p \left( -s \frac{P_1}{N} \eta \right)^{\delta_1 - p} \right. 

\times B \left( -s \frac{P_1}{N} \eta |\omega_{I_{M,k}}^{\alpha_1}; p - \delta_1, 1 - N \right), \tag{5.20}
\]
where $B(\cdot; \cdot; \cdot)$ is the incomplete Beta function. Following the similar procedure to obtain (5.20), with the aid of [125, Eq. (3.324)], $I_{s,k}$ can be expressed as

$$
L_{I_{s,k}}(s) = \exp \left[ -s \sum_{i=2}^{K} \frac{\lambda_i 2\pi P_i \eta(\omega_i,k(x))^{2-\alpha_i}}{\alpha_i (1-\delta_i)} \right] \times \frac{2}{2F_1(1,1-\delta_i; 2-\delta_i; -s P_i \eta(\omega_i,k(x))^{-\alpha_i})},
$$

(5.21)

where $2F_1(\cdot; \cdot; \cdot; \cdot; \cdot)$ is the Gauss hypergeometric function. Then combining (5.20) and (5.21), the Laplace transform of $I_{k^*}$ can be obtained as

$$
L_{I_{k^*}}(s) = \exp \left( -\Theta(s) \right),
$$

where $\Theta(s)$ is given in (5.15). Then plugging (5.11) and $L_{I_{k^*}}(s)$ into (5.17), the CDF of $F_{k^*}(z)$ can be obtained as

$$
F_{k^*}(z) = 1 - \int_{0}^{R_k} f_{d_{o,k}}(x) \Pr \left[ \frac{(a_{m,k} - a_{n,k}z)}{P_k \eta R_k^{\alpha_k}} \leq \frac{(I_{M,k} + I_{S,k} + \sigma^2)^z}{P_k \eta R_k^{\alpha_k}} \right] dx.
$$

(5.22)

Note that for the case $z \geq \frac{a_{m,k}}{a_{n,k}}$, it is easy to observe that $F_{k^*}(z) = 1$. For the case $z \leq \frac{a_{m,k}}{a_{n,k}}$, following the similar procedure of deriving (5.13), the following expression can be obtained

$$
F_{k^*}(z) = 1 - \int_{0}^{R_k} \exp \left( -\frac{\sigma^2 z R_k^{\alpha_k}}{(a_{m,k} - a_{n,k}z) P_k \eta} \right) L_{I_{k^*}} \left( \frac{z R_k^{\alpha_k}}{(a_{m,k} - a_{n,k}z) P_k \eta} R_k \right) f_{d_{o,k}}(x) dx.
$$

(5.23)

Plugging $L_{I_{k^*}}(s)$ into (5.23), combining the two cases aforementioned, the following expression is obtained

$$
F_{k^*}(z) = 1 - U \left( \frac{a_{m,k}}{a_{n,k}} - z \right) \times \int_{0}^{R_k} \exp \left[ -\frac{\sigma^2 z R_k^{\alpha_k}}{(a_{m,k} - a_{n,k}z) P_k \eta} - \Theta \left( \frac{z R_k^{\alpha_k}}{(a_{m,k} - a_{n,k}z) P_k \eta} R_k \right) \right] f_{d_{o,k}}(x) dx,
$$

(5.24)

where $U(\cdot)$ is the unit step function. Substituting (5.23) and the (5.13) into (5.16), the
ergodic rate of small cell for the near user case is obtained. The proof is complete.

\[ \square \]

**Lemma 2.** Conditioned on the HPPPs, the achievable ergodic rate of the \( k \)-th tier small cell for the far user case can be expressed as follows:

\[
\tau_k^f = \frac{1}{\ln 2} \int_0^\infty \frac{1 - F_{k,n}^* (z)}{1 + z} dz + \frac{1}{\ln 2} \int_0^{a_{m,k}^*} \frac{1 - F_{k,m} (z)}{1 + z} dz,
\]

(5.25)

where \( F_{k,n} (z) \) and \( F_{k,m}^* (z) \) are given in the following equations:

\[
F_{k,m} (z) = 1 - \frac{2\pi \lambda_k}{A_k} \int_{R_k} \exp \left[ - \frac{\sigma^2 z x^{\alpha_k}}{P_k x^{\alpha_k} (a_{m,k} - a_{n,k} z)} - \Theta \left( \frac{z R_k^{\alpha_k}}{P_k x^{\alpha_k} (a_{m,k} - a_{n,k} z)} \right) \right] dx,
\]

(5.26)

and

\[
F_{k,n}^* (z) = 1 - \frac{2\pi \lambda_k}{A_k} \int_{R_k} \exp \left[ \Lambda (x) - \frac{\sigma^2 z R_k^{\alpha_k}}{P_k x^{\alpha_k} (a_{m,k} - a_{n,k} z)} - \Theta \left( \frac{z R_k^{\alpha_k}}{P_k x^{\alpha_k} (a_{m,k} - a_{n,k} z)} \right) \right] dx.
\]

(5.27)

**Proof.** The proof procedure is similar to the approach of obtaining (5.12), which is detailed introduced above. \[ \square \]

Combining (5.12) and (5.25), a general case for the achievable ergodic rate of the \( k \)-th tier small cell is obtained as

\[
\tau_k = \tau_k^n + \tau_k^f.
\]

(5.28)

### 5.4.2 Achievable Ergodic Rate of Macro cells

In massive MIMO aided macro cells, the achievable ergodic rate can be significantly improved due to multiple-antenna array gains, but with undertaking more power consumption and high complexity. In order to evaluate the spectrum efficiency of the whole system, a tractable lower bound of throughput of macro cell is derived in the following
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Theorem 7. Conditioned on the HPPPs, the lower bound achievable ergodic rate of macro cells can be expressed as follows:

\[ \tau_{1,L} = \log_2 \left( 1 + \frac{P_1 G_M \eta}{N \int_0^\infty (Q_1(x) + \sigma^2) x^{\alpha_1} f_{d_{o,1}}(x) \, dx} \right), \]  

(5.29)

where \( f_{d_{o,1}}(x) \) is given in (5.10), \( Q_1(x) = \frac{2P_1 \eta \pi \lambda_1 x^{2-\alpha_1}}{\alpha_1 - 2} + \sum_{i=2}^K 2\pi \lambda_i \left( \frac{P_i \eta}{\alpha_i - 2} \right) \left[ \omega_{i,1}(x) \right]^{2-\alpha_i}, \)

and \( \omega_{i,1}(x) = \left( \frac{a_{n,i} P_i B_i N}{P_i G_M} \right) x^{\frac{2-\alpha_i}{\alpha_i}} \). Here \( \omega_{i,1}(x) \) is denoted as the nearest distance allowed between \( i \)-th tier small cell BS and the typical user associated to the macro cell.

Proof. With the aid of Jensen’s inequality, the lower bound of the achievable ergodic rate of the macro cell can be obtained as

\[ E\{\log_2 (1 + \gamma_{r,1})\} \geq \tau_{1,L} = \log_2 \left( 1 + \left( E\left\{ (\gamma_{r,1})^{-1} \right\} \right)^{-1} \right) \]  

(5.30)

By invoking the law of large numbers, the following approximation \( h_{o,1} \approx G_M \) can hold. Then \( \tau_{1,L} \) can be approximated as follows:

\[ E\left\{ (\gamma_{r,1})^{-1} \right\} \approx \frac{N}{P_1 G_M \eta} E\left\{ (I_{M,1} + I_{S,1} + \sigma^2) x^{\alpha_1} \right\} \]

\[ = \frac{N}{P_1 G_M \eta} \int_0^\infty \left( E\{I_{M,1} + I_{S,1}\} + \sigma^2 \right) x^{\alpha_1} f_{d_{o,1}}(x) \, dx. \]  

(5.31)

Then turn to the attention to the expectation, denote \( Q_1(x) = E\{I_{M,1} + I_{S,1}\} \), with the aid of Campbell’s Theorem, the following expression is obtained

\[ Q_1(x) = E \left\{ \sum_{\ell \in \Phi_1 \setminus B_{o,1}} \frac{P_1}{N} h_{\ell,1} L(d_{\ell,1}) \right\} + E \left\{ \sum_{i=2}^K \sum_{j \in \Phi_i} P_i h_{j,i} L(d_{j,i}) \right\} \]

\[ = \frac{2P_1 \eta \pi \lambda_1 x^{2-\alpha_1}}{\alpha_1 - 2} + \sum_{i=2}^K 2\pi \lambda_i \left( \frac{P_i \eta}{\alpha_i - 2} \right) \left[ \omega_{i,1}(x) \right]^{2-\alpha_i}, \]  

(5.32)

The proof is complete. \( \square \)
5.4.3 Spectrum Efficiency

Based on the analysis of last two subsection, a tractable lower bound of spectrum efficiency is given by

$$\tau_{SE,L} = A_1 N \tau_{1,L} + \sum_{k=2}^{K} A_k \tau_k,$$

where $N \tau_1$ and $A_k \tau_k$ are the low bound spectrum efficiency of macro cells and exact spectrum efficiency of the $k$-th tier small cells, respectively.

5.5 Numerical Results

In this section, numerical results are presented to facilitate the performance evaluations of NOMA in the considered massive MIMO aided $K$-tier HetNets. The BS density of macro cells is set to be $\lambda_1 = \left(500^2 \times \pi\right)^{-1}$. The considered network is assumed to operate at a carrier frequency of 1 GHz. The noise figure is $N_f = 10$ dB, hence the noise power is $\sigma^2 = -170 + 10 \times \log_{10}(BW) + N_f = -90$ dBm. The path loss exponent for macro cells and $k$-th tier small cells are $\alpha_1 = 3.5$ and $\alpha_k = 4$, respectively. The power allocation coefficients of NOMA are $a_{m,k} = 0.6$ and $a_{n,k} = 0.4$. The distance between small cells and an existing user is $R_k = 50$ m. Monte Carlo simulations are provided to verify the accuracy of the analysis.

Fig. 5.2 shows the effect of $M$ and bias factor on user association probability, where the tiers of HetNets are set to be $K = 3$, including macro cells and two tiers small cells. The curves representing macro cells and small cells are from (5.8) and (5.9), respectively. One can observe that as the number of antennas at macro BS increases, more users are likely to associate to macro cells. This is because that the massive MIMO aided macro cells are capable of providing larger array gain, which in turns enhance the average received power for the connected users. Another observation is that increasing the bias factor can encourage more users connect to the small cells, which is an efficient method to
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Figure 5.2: User association probability of the considered network, with $K = 3$, $N = 15$, $P_1 = 40$ dBm, $P_2 = 30$ dBm and $P_3 = 20$ dBm, $\lambda_2 = \lambda_3 = 20 \times \lambda_1$, and $B_3 = 20B_2$.

Figure 5.3: Comparison of NOMA based and OMA based small cells in terms of spectrum efficiency, with $K = 2$, $M = 200$, $N = 15$, $\lambda_2 = 20 \times \lambda_1$, and $P_1 = 40$ dBm.

extend the coverage of small cells or control loading balance among each tier of HetNets. It is also noted that regarding small cells, the Femto cells can associate with more users than Pico cells. This attributes to the fact that Femto cell BSs have higher transmit power than Pico cell BSs.

Fig. 5.3 plots the spectrum efficiency of NOMA based and OMA based small cells versus bias factor with different transmit power of small cell BSs, respectively. The solid curves representing the performance of NOMA based small cells are from (5.28). One can observe is that the spectrum efficiency of small cells decreases as the bias factor
increases. This behavior can be explained as follows: larger bias factor makes more macro users with low SINR are associated to small cells, which in turn degrades the spectrum efficiency of small cells. It is also worth noting that the performance of NOMA based small cells outperforms the conventional OMA based small cells, which in turn can enhance the spectrum efficiency of the whole HetNets. What is worth pointing out is that optimizing the power allocation between two NOMA users can further enlarge the performance gap over the OMA based scheme [15], which is out of the scope of this chapter.

Fig. 5.4 illustrates the spectrum efficiency versus bias factor with different transmit power of small cell BSs. The curves representing the spectrum efficiency of small cells, macro cells and HetNets are from (5.28), (5.29) and (5.33), respectively. The performance of conventional OMA based small cells is illustrated as a benchmark to demonstrate the effectiveness of the proposed framework. One can observe that macro cells can achieve higher spectrum efficiency compared to small cells. This is attributed to the fact that macro BSs are able to serve multiple users simultaneously with offering promising array gains to each user. It is also noted that the spectrum efficiency of macro cells improves as bias factor increases. The reason is again that more low SINR macro cell users are associated to small cells, which in turn makes the spectrum efficiency of macro cells enhance.

Figure 5.4: Spectrum efficiency of the proposed framework, with $K = 2$, $M = 50$, $N = 5$, $P_2 = 20$ dBm, $\lambda_2 = 100 \times \lambda_1$. 
5.6 Summary

In this chapter, a novel hybrid massive MIMO and NOMA based HetNets framework has been designed. A flexible massive MIMO and NONA based user association scheme was considered. Stochastic geometry was employed to model the networks and evaluate the corresponding performance. Analytical expressions for spectrum efficiency of the networks were derived. It has been demonstrated that NOMA based small cells were able to well-coexist with the current HetNets structure and were capable of achieving higher spectrum efficiency. A promising future direction is to optimize the power allocation among NOMA users to further enhance the spectrum efficiency of the proposed framework.
Chapter 6

Enhancing the Physical Layer Security of Non-orthogonal Multiple Access in Large-scale Networks

This chapter is organized as follows. The main contributions of this work is first introduced in 6.1. In Section 6.2, a single-antenna transmission scenario is investigated in random wireless networks, where channel ordering of the NOMA users is relied on. New expressions are derived in the exact secrecy outage probability (SOP) analysis and diversity order analysis. In Section 6.3, a multiple-antenna transmission scenario is investigated, which relies on generating AN at the BS. New expressions are derived both by the exact analysis and large scale antenna array analysis. The numerical results are presented in Section 6.4 for verifying the proposed analysis, which is followed by the conclusions in Section 6.5.
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6.1 Introduction

The security enhancement of NOMA systems from the perspective of physical layer is investigated in this chapter. Consider the scenario of large-scale networks, where a BS supports randomly roaming NOMA users. In order to avoid sophisticated high-complexity message detection at the receivers, a user pairing technique is adopted for ensuring that only two users share a specific orthogonal resource slot [6], which can be readily separated by low-complexity SIC. A random number of eavesdroppers are randomly positioned on an infinite two-dimensional plane according to a homogeneous PPP. Both the locations and the CSI of the eavesdroppers are assumed to be unknown at the BS. An eavesdropper-exclusion zone is introduced around the BS for improving the secrecy performance of the large-scale networks considered in which no eavesdroppers are allowed to roam. This ‘disc’ was referred to as a protected zone in [75, 126, 127].

Specifically, both a single-antenna scenario and a multiple-antenna scenario at the BS are considered. 1) For the single-antenna scenario, \( M \) NOMA users are randomly roaming in a finite disc (user zone) with the quality-order of their channel conditions known at the BS. For example, the \( m \)-th NOMA user is channel-quality order of \( m \). In this case, the \( m \)-th user is paired with the \( n \)-th user for transmission within the same resource slot; 2) For the multiple-antenna scenario, beamforming is invoked at the BS for generating AN, since beamforming achieves the maximum secrecy capacity for MISO channels [128].

In order to reduce the complexity of channel ordering of MISO channels for NOMA, the circular cell is partitioned into an an internal disc and an external ring. One user is selected from the internal disc and another is selected from the external ring to be paired together for transmission within the same resource slot using a NOMA protocol.

The primary contributions of this chapter are as follows:

- The secrecy performance of large-scale NOMA networks is investigated both for a single-antenna aided and a multiple-antenna assisted scenario at the BS. A protected zone synonymously referred to as the eavesdropper-exclusion area, is invoked in both scenarios for improving the PLS. Additionally, it is proposed to generate
AN at the BS in the multiple-antenna aided scenario for further enhancing the
secrecy performance.

- For the single-antenna scenario, the exact analytical expressions of the secrecy outage probability (SOP) of the selected pair of NOMA users are derived, when relying on channel ordering. Then the secrecy diversity analysis is further extended on and the expressions of asymptotic SOP are derived. The results derived confirm that: 1) for the selected pair, the \( m \)-th user is capable of attaining a secrecy diversity order of \( m \); 2) the secrecy diversity order is determined by the one associated with the worse channel condition between the paired users.

- For the multiple-antenna scenario, the exact analytical expressions of the SOP are derived in conjunction with AN generated at the BS. To gain further insights, it is assumed having a large antenna array and the expressions of SOP is derived, when the number of antennas tends to infinity. The results derived confirm that increasing the number of antennas has no effect on the received SINR at the eavesdroppers, when the BS is equipped with a large antenna array.

- It is shown that: 1) the SOP can be reduced both by extending the protected zone and by generating AN at the BS; 2) the asymptotic SOP results of the large antenna array analysis is capable of closely approximating the exact secrecy outage provability; 3) there is an optimal desired signal-power and AN power sharing ratio, which minimizes the SOP in the multi-antenna scenario.

6.2 Physical Layer Security in Random Wireless Networks with Channel Ordering

As shown in Fig. 6.1, this work focus the attention on a secure downlink communication scenario. In the scenario considered, a BS communicates with \( M \) legitimate users (LUs) in the presence of eavesdroppers (Es). Many existing contention on NOMA have demon-
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strated that it is an effective approach to pair two users together in a single resource slot in order to reduce the implementation complexity [6, 7]. Hence, in this treatise, it is assumed that the $M$ users are divided into $M/2$ orthogonal pairs. For each pair, the NOMA transmission protocol is invoked. The Es would interpret the signal, but without trying to modify it. It is assumed that BS is located at the center of a disc, denoted by $D$, which has a coverage radius of $R_D$ (which is defined as the user zone for NOMA [9]). The $M$ randomly roaming LUs are uniformly distributed within the disc. A random number of Es is distributed in an infinite two-dimensional plane. The spatial distribution of all Es is modeled using a homogeneous PPP, which is denoted by $\Phi_e$ associated with the density $\lambda_e$. It is assumed that the Es can be detected, provided that they are close enough to BS. Therefore, an E-exclusion area having a radius of $r_p$ is introduced. Additionally, all channels are assumed to impose quasi-static Rayleigh fading, where the channel coefficients are constant for each transmission block, but vary independently between different blocks.

Without loss of generality, it is assumed that all the channels between the BS and LUs obey $|h_1|^2 \leq \cdots |h_m|^2 \leq \cdots |h_n|^2 \leq \cdots |h_M|^2$, where $|h_m|^2$ and $|h_n|^2$ represent the ordered channel gain of the $m$-th user and the $n$-th user, respectively. Both the the small-scale fading and the path loss are incorporated into the ordered channel gain. Again, it is assumed that the $m$-th user and the $n$-th user ($m < n$) are paired for transmission in the same resource slot. With loss of generality, this work focus the attention on a single selected pair of users in the rest of the work. In the NOMA transmission protocol, more power should be allocated to the user suffering from worse channel condition [4, 7]. Therefore, the power allocation coefficients satisfy the conditions that $a_m \geq a_n$ and $a_m + a_n = 1$. SIC is invoked for detecting the stronger user first [119]. Based on the aforementioned assumptions, the instantaneous SINR of the $m$-th user and the SNR of the $n$-th user can be written as:

$$\gamma_{B_m} = \frac{a_m|h_m|^2}{a_n|h_m|^2 + \frac{1}{\rho_b}},$$  \hspace{1cm} (6.1)
Figure 6.1: Network model for secure NOMA transmission in single-antenna scenario, where $r_p$, $R_D$, and $\infty$ is the radius of the E-exclusion area, NOMA user zone $\mathcal{D}$ (the disc with yellow color), and an infinite two dimensional plane for Es, respectively.

and

$$\gamma_{B_n} = \rho_b a_n |h_n|^2,$$

(6.2)
respectively. The convenient concept of transmit SNR \( \rho_b = \frac{P_T}{\sigma_b^2} \) is introduced, where \( P_T \) is the transmit power at the BS and \( \sigma_b^2 \) is the variance of the AWGN at the LUs, noting that this is not a physically measurable quantity owing to their geographic separation.

In order to ensure that the \( m \)-th user can successfully decode the message of the \( n \)-th user, the condition of \( a_m \geq (2^{R_m} - 1) a_n \) should be satisfied. Additionally, a bounded path loss model is used for guaranteeing that there is a practical path-loss, which is higher than one even for small distances.

Consider the worst-case scenario of large-scale networks, in which the Es are assumed to have strong detection capabilities. Specifically, by applying multiuser detection techniques, the multiuser data stream received from BS can be distinguished by the Es. Under this assumption, the most detrimental E is not necessarily the nearest one, but the one having the best channel to BS. Therefore, the instantaneous SNR of detecting the information of the \( m \)-th user and the \( n \)-th user at the most detrimental E can be expressed as follows:

\[
\gamma_{E \kappa} = \rho_{e \kappa} a_{\kappa} \max_{e \in \Phi_e, d_e \geq r_p} \left\{ |g_e|^2 L(d_e) \right\},
\]

(6.3)

It is assumed that \( \kappa \in \{m, n\} \), \( \rho_e = \frac{P_A}{\sigma_e^2} \) is the transmit SNR with \( \sigma_e^2 \) being the variance of the AWGN at Es. Additionally, \( g_e \) is defined as the small-scale fading coefficient associated with \( g_e \sim CN(0, 1) \), \( L(d_e) = \frac{1}{d_e^\alpha} \) is the path loss, and \( d_e \) is the distance from Es to BS.

### 6.2.1 New Channel Statistics

In this subsection, several new channel statistics for LUs and Es are derived, which will be used for deriving the secrecy outage probability in the next section.

**Lemma 3.** Assuming \( M \) randomly located NOMA users in the disc of Fig. 6.1, the
cumulative distribution function (CDF) \( F_{\gamma_{Bn}} \) of the \( n \)-th LU is given by

\[
F_{\gamma_{Bn}} (x) = \varphi_n \sum_{p=0}^{M-n} \binom{M-n}{p} \left( \frac{-1}{n+p} \right) \sum_{q_0 + \cdots + q_K} \left( \prod_{k=0}^{K} b_k \right) e^{-\sum_{k=0}^{K} q_k c_k x_{\frac{b_k}{m^n}}} ,
\]

(6.4)

where \( K \) is a complexity-vs-accuracy tradeoff parameter, \( b_k = -\omega_K \sqrt{1 - \frac{\phi_k^2}{K}} \), \( b_0 = -\sum_{k=1}^{K} b_k \), \( c_k = 1 + \frac{R_D^2}{2} \left( \frac{\phi_k+1}{K} \right) \), \( \omega_K = \frac{\pi}{2K} \), and \( \phi_k = \cos \left( \frac{2k-1}{2K} \pi \right) \).

\( \tilde{S}_n^p = \{ (q_0, q_1, \cdots, q_K) \mid \sum_{i=0}^{K} q_i = n+p \} \), \( \frac{\sum_{i=0}^{K} q_i}{q_0! \cdots q_K!} = \frac{(n+p)!}{q_0! \cdots q_K!} \) and \( \varphi_n = \frac{M!}{(M-n)!} \).

Proof. See Appendix B.1. \( \square \)

Lemma 4. Assuming \( M \) randomly positioned NOMA users in the disc of Fig. 6.1, the CDF \( F_{\gamma_{Bm}} \) of the \( m \)-th LU is given by

\[
F_{\gamma_{Bm}} (x) = U \left( x - \frac{a_m}{a_n} \right) + U \left( \frac{a_m}{a_n} - x \right) \varphi_m \sum_{p=0}^{M-m} \binom{M-m}{p} \left( \frac{-1}{m+p} \right) \sum_{q_0 + \cdots + q_K} \left( \prod_{k=0}^{K} b_k \right) e^{-\sum_{k=0}^{K} q_k c_k x_{\frac{b_k}{m^n}}} .
\]

(6.5)

\[ U \left( x \right) = \begin{cases} 1, & x > 0 \\ 0, & x \leq 0 \end{cases} , \]

and \( \tilde{S}_m^p = \{ (q_0, q_1, \cdots, q_K) \mid \sum_{i=0}^{K} q_i = m+p \} \).

Proof. Based on (6.1), the CDF of \( F_{\gamma_{Bm}} (x) \) can be expressed as

\[
F_{\gamma_{Bm}} (x) = \Pr \left\{ \frac{a_m |h_m|^2}{a_n |h_m|^2 + \frac{1}{\rho_b}} < x \right\} = \frac{\Pr \left\{ x < \frac{a_m}{a_n} \right\}}{\Phi_m},
\]

(6.6)
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To derive the CDF of $F_{\gamma_Bm}(x)$, $\Phi_m$ can be expressed as

$$\Phi_m = F_{|h_m|^2} \left( \frac{x}{(a_m - a_n)x \rho_b} \right). \quad (6.7)$$

Based on (B.1.5), interchanging the parameters $m \rightarrow n$ and applying $y = \frac{x}{(a_m - a_n)x \rho_b}$, the following expression is obtained

$$\Phi_m = \varphi_m \sum_{p=0}^{M-m} \binom{M-m}{p} (-1)^p \sum_{n=0}^{p} \left( m + p \right) q_0 + \cdots + q_K \left( \prod_{k=0}^{K} b_k \right) e^{-\sum_{k=0}^{K} q_k c_k \frac{x}{(a_m - a_n)x \rho_b}}. \quad (6.8)$$

By substituting (6.8) into (6.6), with the aid of the unit step function, the CDF of $F_{\gamma_Bm}(x)$ can be obtained. The proof is complete.

Lemma 5. Assuming that the eavesdroppers obey the PPP distribution and the E-exclusion zone has a radius of $r_p$, the probability density function (PDF) $f_{\gamma_{E\kappa}}$ of the most detrimental $E$ (where $\kappa \in \{m, n\}$ ) is given by

$$f_{\gamma_{E\kappa}}(x) = \mu_{\kappa 1} e^{-\mu_{\kappa 1} \Gamma(\delta, \mu_{\kappa 2} x)} \left( \frac{\mu_{\kappa 2} x \Gamma(\delta, \mu_{\kappa 2} x)}{x^{\delta+1}} \right), \quad (6.9)$$

where $\mu_{\kappa 1} = \delta \pi \lambda_c (\rho_c a_{\kappa})^\delta, \mu_{\kappa 2} = \frac{r_p}{\rho_c a_{\kappa}}, \delta = \frac{2}{\alpha}$ and $\Gamma(\cdot, \cdot)$ is the upper incomplete Gamma function.

Proof. To derive the PDF of $f_{\gamma_{E\kappa}}(x)$, it is required to compute the CDF of $F_{\gamma_{E\kappa}}$ firstly as

$$F_{\gamma_{E\kappa}}(x) = \Pr \{ \gamma_{E\kappa} \leq x \} = E_{\Phi_e} \left\{ \prod_{e \in \Phi_e, d_e \geq r_p} \Pr \{ |g_e|^2 \leq \frac{x d_e^2}{\rho_c a_{\kappa}} \} \right\}$$

$$= E_{\Phi_e} \left\{ \prod_{e \in \Phi_e, d_e \geq r_p} F_{|g_e|^2} \left( \frac{x d_e^2}{\rho_c a_{\kappa}} \right) \right\}. \quad (6.10)$$
By applying the generating functional given by [115], (6.10) can be rewritten as

\[ F_{\gamma \kappa} (x) = \exp \left[ -\lambda_e \int_{R^2} \left( 1 - F_{|g|_e} \left( \frac{xd^2_{\rho_e \alpha_e}}{\rho_e \alpha_e} \right) \right) r dr \right] \]

\[ = \exp \left[ -2\pi \lambda_e \int_{R^2} r e^{-\frac{x^2}{\rho_e \alpha_e}} dr \right]. \tag{6.11} \]

By applying [125] Eq. (3.381.9), it is arrived at:

\[ F_{\gamma \kappa} (x) = e^{-\delta \pi \lambda_e \frac{x^2}{\rho_e \alpha_e}}. \tag{6.12} \]

By taking the derivative of the CDF \( F_{\gamma \kappa} (x) \) in (6.12), the PDF \( \gamma \kappa \) is obtained in (6.9). The proof is complete.

\[ \square \]

6.2.2 Secrecy Outage Probability

In this work, the SOP is used as the secrecy performance metric. Additionally, the secrecy rate of the \( m \)-th and of the \( n \)-th user can be expressed as

\[ I_m = \left[ \log_2(1 + \gamma_{B_m}) - \log_2(1 + \gamma_{E_m}) \right]^+, \tag{6.13} \]

and

\[ I_n = \left[ \log_2(1 + \gamma_{B_n}) - \log_2(1 + \gamma_{E_n}) \right]^+, \tag{6.14} \]

respectively, where \([x]^+ = \max\{x, 0\}\). Given the expected secrecy rate \( R_m \) and \( R_n \) for the \( m \)-th and \( n \)-th users, a secrecy outage event is declared, when the instantaneous secrecy rate drops below \( R_m \) and \( R_n \), respectively. Based on (6.13), the SOP for the \( m \)-th user is given by

\[ P_m (R_m) = \Pr \{ I_m < R_m \} = \int_0^{\infty} f_{\gamma \kappa_m} (x) F_{\gamma \kappa_m} \left( 2^{R_m} (1 + x) - 1 \right) dx. \tag{6.15} \]
Based on the assumption of \( a_m \geq (2^{R_m} - 1) a_n \), it is considered that the SOP under the condition that the connection between BS and LUs can be established. Upon using the results of Lemma 4 and Lemma 5 as well as substituting (6.5) and (6.9) into (6.15), after some further mathematical manipulations, the SOP of the \( m \)-th user can be expressed according to the following theorem:

**Theorem 8.** Assuming that the LUs position obeys the PPP for the ordered channels of the LUs, the SOP of the \( m \)-th user is given by

\[
P_m(R_m) = 1 - e^{-\frac{\mu_m}{m^2} \Gamma(\delta, \tau_m)} + \varphi_m \sum_{p=0}^{M-m} \binom{M-m}{p} \sum_{j=0}^{m+p} \binom{m+p}{j} \left( \prod_{k=0}^{K} \frac{b_k^{q_k}}{x^{y_k}} \right)
\]

\[
\times \int_0^{\tau_m} \frac{\mu_1}{m^2} e^{-\frac{\mu_m}{m^2} x} + \frac{\delta \Gamma(\delta, \mu_m x)}{x^{\delta+1}} e^{-\frac{\mu_1}{m^2} \Gamma(\delta, \mu_m x)} \frac{\delta \Gamma(\delta, \mu_m x)}{x^{\delta+1}} \left( \prod_{k=0}^{K} \frac{b_k^{q_k}}{x^{y_k}} \right) dx.
\]

where \( \tau_m = \frac{1}{2^{R_m} (1 - a_m)} - 1 \).

Similarly, for the \( n \)-th user, based on (6.14), the SOP is given by

\[
P_n(R_n) = \Pr \{ I_n < R_n \} = \int_0^\infty f_{\gamma_{R_n}}(x) F_{\gamma_{R_n}}(2^{R_n} (1 + x) - 1) dx.
\]

Upon using the results of Lemma 3 and Lemma 5 and substituting (6.4) and (6.9) into (6.17), after some further mathematical manipulations, the SOP of the \( n \)-th user can be expressed with the aid of the following theorem:

**Theorem 9.** Assuming that the LUs position obeys the PPP for the ordered channels of the LUs, the SOP of the \( n \)-th user is given by

\[
P_n(R_n) = \varphi_n \sum_{p=0}^{M-n} \binom{M-n}{p} \sum_{j=0}^{n+p} \binom{n+p}{j} \left( \prod_{k=0}^{K} \frac{b_k^{q_k}}{x^{y_k}} \right)
\]

\[
\times \int_0^\infty \mu_1 \left( e^{-\mu_n x} + \frac{\delta \Gamma(\delta, \mu_n x)}{x^{\delta+1}} e^{-\frac{\mu_1}{m^2} \Gamma(\delta, \mu_n x)} \frac{\delta \Gamma(\delta, \mu_n x)}{x^{\delta+1}} \left( \prod_{k=0}^{K} \frac{b_k^{q_k}}{x^{y_k}} \right) dx.
\]

\[(6.18)\]
In this chapter, it is considered that the secrecy outage occurs in the $m$-th user and the $n$-th user are independent. In other words, the SOP of the $m$-th user has an effect on the SOP of the $n$-th user and vice versa. As a consequence, the SOP for the selected user pair is defined as that of either the $m$-th user or the $n$-th user outage. Hence, based on (6.16) and (6.18), the SOP of the selected user pair is given by

$$P_{mn} = 1 - (1 - P_m)(1 - P_n).$$

(6.19)

6.2.3 Secrecy Diversity Order Analysis

In order to derive the secrecy diversity order to gain further insights into the system’s operation in the high-SNR regime, the following new analytical framework is introduced. Again, as the worst-case scenario, it is assumed that Es have a powerful detection capability. The asymptotic behavior is analyzed, usually when the SNR of the channels between the BS and LUs is sufficiently high, i.e., when the BS’s transmit SNR obeys $\rho_b \to \infty$, while the SNR of the channels between BS and Es is set to arbitrary values. It is noted that for the E-transmit SNR of $\rho_e \to \infty$, the probability of successful eavesdropping will tend to unity. The secrecy diversity order can be defined as follows:

$$d_s = -\lim_{\rho_b \to \infty} \frac{\log P^\infty}{\log \rho_b},$$

(6.20)

where $P^\infty$ is the asymptotic SOP. The diversity order analysis is commenced by characterizing the CDF of the LUs $F_{\gamma B_m}^\infty$ and $F_{\gamma B_n}^\infty$ in the high-SNR regime. When $y \to 0$, based on (B.1.3) and the approximation of $1 - e^{-y} \approx y$, the asymptotic unordered CDF of $|\tilde{h}_n|^2$ is obtained as follows:

$$F_{|\tilde{h}_n|^2}^\infty (y) \approx \frac{2y}{R^2_D} \int_0^{R_D} (1 + r^\alpha) r dr = y\ell,$$

(6.21)

where $\ell = 1 + \frac{2R_D^\alpha}{\alpha+2}$. 
Substituting (6.21) into (B.1.2), the asymptotic unordered CDF of $|\tilde{h}_n|^2$ is given by

$$F_\infty^{|h_n|^2}(y) = \varphi_n \sum_{p=0}^{M-n} \binom{M-n}{p} \frac{(-1)^p}{n+p} \left( \frac{y^\ell}{n} \right)^{n+p} \approx \frac{\varphi_n}{n} \left( \frac{y^\ell}{n} \right)^n.$$  \hspace{1cm} (6.22)

Based on (B.1.1), the following expression can be obtained

$$F_\infty^{\gamma_{Bn}}(x) = \varphi_n \sum_{p=0}^{M-n} \binom{M-n}{p} \frac{(-1)^p}{m+p} \left( \frac{x^\ell}{m} \right)^{m+p} \approx \frac{\varphi_n}{m} \left( \frac{x^\ell}{m} \right)^m.$$  \hspace{1cm} (6.23)

Based on (6.7) and (6.22), it is arrived at:

$$\Phi_\infty^m = \varphi_m \sum_{p=0}^{M-m} \binom{M-m}{p} \frac{(-1)^p}{m+p} \left( \frac{x^\ell}{m} \right)^{m+p} \approx \frac{\varphi_m}{m} \left( \frac{x^\ell}{m} \right)^m.$$  \hspace{1cm} (6.24)

Substituting (6.24) into (6.6), the asymptotic CDF of $\gamma_{Bm}$ can be expressed as

$$F_\infty^{\gamma_{Bm}}(x) = U \left( x - \frac{a_m}{a_n} \right) + U \left( \frac{a_m}{a_n} - x \right) \Phi_\infty^m,$$  \hspace{1cm} (6.25)

where $\Phi_\infty^m$ is given in (6.24).

Based on (6.17), the CDF of $F_{\gamma_{Bn}}$ can be replaced by the asymptotic $F_\infty^{\gamma_{Bn}}$ of (6.23). After some manipulations, it is arrived at the asymptotic SOP of the $n$-th user formulated by the following theorem.

**Theorem 10.** Assuming that the LUs position obeys the PPP for the ordered channels of the LUs, the asymptotic SOP of the $n$-th user is given by

$$P_\infty^n(R_n) = G_n(\rho_b)^{-D_n} + o \left( \rho_b^{-D_n} \right),$$  \hspace{1cm} (6.26)

where $G_n = \frac{\varphi_n Q_1}{n}$, $Q_1 = \int_0^{\infty} \mu_n e^{-\mu_n x} \frac{(\mu_{n1}^{\ell_1} + \mu_{n2}^{\ell_2})}{\mu_{n1}^{\ell_1} + \mu_{n2}^{\ell_2} + 1} \left( \frac{x^{\ell_1}}{\mu_{n1}^{\ell_1} + \mu_{n2}^{\ell_2} + 1} + 1 \right) dx$, and $D_n = n$. 

Similarly, based on (6.15), the CDF of $F_{\gamma_{Bm}}$ can be replaced by the asymptotic $F_{\gamma_{Bm}}^{\infty}$ of (6.25). Additionally, the asymptotic SOP of the $m$-th user can be formulated by the following theorem.

**Theorem 11.** Assuming that the LUs position obeys the PPP for the ordered channels of the LUs, the asymptotic SOP for the $m$-th user is given by

$$P_{\infty}^m (R_n) = G_m (\rho_b)^{-D_m} + o \left( \rho_b^{-D_m} \right), \quad (6.27)$$

where

$$G_m = \frac{\varphi_m Q_2}{m},$$

$$Q_2 = \int_0^{\mu_m} \mu e^{-\mu \delta (1+x)} \left( \frac{\mu e^{-\mu x}}{x} + \frac{1}{(\mu_2 - \mu_1)^{x+1}} \right) \left( 2^\delta (\mu_1^{(1+x)^\delta} - 1) \right) dx,$$

and

$$D_m = m.$$

Substituting (6.26) and (6.27) into (6.19), the asymptotic SOP for the user pair can be expressed as

$$P_{\infty}^{mn} = P_{\infty}^m + P_{\infty}^n - P_{\infty}^m P_{\infty}^n \approx P_{\infty}^m G_m (\rho_b)^{-D_m}. \quad (6.28)$$

Based on **Theorem 11** and **Theorem 10** and upon substituting (6.26) and (6.27) into (6.20), it is arrived at the following proposition.

**Proposition 1.** For $m < n$, the secrecy diversity order can be expressed as

$$d_s = \lim_{\rho_b \to \infty} \frac{\log (P_{\infty}^m + P_{\infty}^n - P_{\infty}^m P_{\infty}^n)}{\log \rho_b} = m. \quad (6.29)$$

**Remark 1.** The results of (6.29) indicate that the secrecy diversity order and the asymptotic SOP for the user pair considered are determined by the $m$-th user.

**Remark 1** provides insightful guidelines for improving the SOP of the networks considered by invoking user pairing among of the $M$ users. Since the SOP of a user pair is determined by that of the one having a poor channel, it is efficient to pair the user having the best channel and the second best channel for the sake of achieving an increased secrecy diversity order.
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6.3 Enhancing Security with the aid of Artificial Noise

In order to further improve the secrecy performance, let us now consider the employment of multiple antennas at BS for generating AN in order to degrade the Es’ SNR. More particularly, the BS is equipped with $N_A$ antennas, while all LUs and Es are equipped with a single antenna each. The superposed information of NOMA is masked by superimposing AN on Es with the aid of the BS. It is assumed that the CSI of LUs are known at BS. Since the AN is in the null space of the intended LU’s channel, it will not impose any effects on LUs. However, it can significantly degrade the channel and hence the capacity of Es. More precisely, the key idea of using AN as proposed in [129] can be described as follows: an orthogonal basis of $C^{N_A}$ is generated at BS for user $\kappa$, (where $\kappa \in \{m, n\}$) as a $(N_A \times N_A)$ element precoding matrix $U_\kappa = [u_\kappa, V_\kappa]$, where $u_\kappa = \frac{h_\kappa^\dagger}{\|h_\kappa\|^1}$ and $V_\kappa$ is of size $N_A \times (N_A - 1)$. Here, $h_\kappa \in C^{1 \times N_A}$ is denoted as the intended channel between the BS and user $\kappa$. As such, $u_\kappa \in C^{N_A \times 1}$. It is noted that each column of $V_\kappa$ is orthogonal to $u_\kappa$. Beamforming is applied at the BS for generating AN. As such, the transmitted superposed information, which is masked by AN at the BS is given by

$$\sum_{\kappa \in \{m,n\}} \sqrt{a_\kappa} x_\kappa = \sum_{\kappa \in \{m,n\}} \sqrt{a_\kappa} (u_\kappa s_\kappa + V_\kappa t_\kappa), \quad (6.30)$$

where $s_\kappa$ is the information-bearing signal with a variance of $\sigma_s^2$, and $t_\kappa$ is the AN signal. Here the $(N_A - 1)$ elements of $t_\kappa$ are independent identically distributed (i.i.d.) complex Gaussian random variables with a variance of $\sigma_a^2$. As such, the overall power per transmission is $P_T = P_S + P_A$, where $P_S = \theta P_T = \sigma_s^2$ is the transmission power of the desired information-bearing signal, while $P_A = (1 - \theta) P_T = (N_A - 1) \sigma_a^2$ is the transmission power of the AN. Here $\theta$ represents the power sharing coefficients between the information-bearing signal and AN. To reduce the complexity of channel ordering in this MISO system when applying the NOMA protocol, as shown in Fig. 6.2, the disc $D$ is divided into two regions, namely, $D_1$ and $D_2$, respectively. Here, $D_1$ is an internal

\footnote{$^1\dagger$ is the conjugate transpose operator}
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Figure 6.2: Network model for secure NOMA transmission using AN in multiple-antenna scenario, where $r_p$, $R_{D_1}$, $R_{D_2}$, and $\infty$ is the radius of the E-exclusion zone, NOMA user zone for user $n$, NOMA user zone for user $m$, and an infinite two dimensional plane for eavesdroppers, respectively.

disc with radius $R_{D_1}$, and the group of user $n$ is located in this region. $D_2$ is an external ring spanning the radius distance from $R_{D_1}$ to $R_{D_2}$, and the group of user $m$ is located in this region. In this scenario, channel ordering is unnecessary at the BS, since in this case the path loss is the dominant channel impairment. For simplicity, it is assumed that
user $n$ and user $m$ are the selected user from each group in the rest of this chapter. The cell-center user $n$ is assumed to be capable of cancelling the interference of the cell-edge user $m$ using SIC techniques. User $n$ and user $m$ are randomly selected in each region for pairing them for NOMA. The combined signal at user $m$ is given by

$$y_m = \frac{h_m u_m \sqrt{\alpha_m s_m}}{\sqrt{1 + d_m^\alpha}} + \frac{h_m u_n \sqrt{\alpha_n s_n}}{\sqrt{1 + d_m^\alpha}} + \frac{h_m V_n \sqrt{\alpha_n t_n}}{\sqrt{1 + d_m^\alpha}} + n_m$$

where $n_m$ is a Gaussian noise vector at user $m$, while $d_m$ is the distance between the BS and user $m$. Substituting (6.30) into (6.31), the received SINR at user $m$ is given by

$$\gamma_{ANm} = \frac{a_m \sigma_s^2 ||h_m||^2}{a_n \sigma_s^2 ||h_n||^2 + a_n \sigma_s^2 ||h_n V_m||^2 + 1 + d_m^\alpha}$$

where the variance of $n_m$ is normalized to unity. As such, the transmit SNR at BS can be expressed as $\rho_t = P_T$.

Since SIC is applied at user $n$, the interference arriving from user $m$ can be detected and subtracted firstly. The aggregate signal at user $n$ is given by

$$y_n = \frac{h_n u_n \sqrt{\alpha_n s_n}}{\sqrt{1 + d_n^\alpha}} + \frac{h_n V_m \sqrt{\alpha_m t_m}}{\sqrt{1 + d_n^\alpha}} + n_n$$

where $n_n$ is the Gaussian noise at user $n$, while $d_n$ is the distance between the BS and user $n$. The received SINR at user $n$ is given by

$$\gamma_{ANn} = \frac{a_n \sigma_s^2 ||h_n||^2}{a_m \sigma_s^2 ||h_n V_m||^2 + 1 + d_n^\alpha}$$

---

2Dynamic user selection schemes are capable of further improving the performance of the framework considered, but they are beyond the scope of this work.
where the variance of $n_n$ is normalized to unity. The signal observed by Es is given by

$$y_e = \sum_{\kappa \in \{m, n\}} h_e \sqrt{a_{\kappa}} x_\kappa \sqrt{d_e^3} + n_e$$

$$= \frac{h_e h_m^H \sqrt{a_m s_m}}{\sqrt{d_e^6}} \underbrace{+ \frac{h_e h_n^H \sqrt{a_n s_n}}{\sqrt{d_e^6}}}_{\text{Signal part } m} + \frac{h_e V_m \sqrt{a_m t_m}}{\sqrt{d_e^6}} + \frac{h_e V_n \sqrt{a_n t_n}}{\sqrt{d_e^6}} + n_e,$$  \hspace{1cm} (6.35)

where $n_e$ is the Gaussian noises at Es, while $h_e \in \mathbb{C}^{1 \times N_A}$ is the channel vector between the BS and Es. Similar to the single-antenna scenario, again, it is assumed that the Es have a strong detection capability and hence they unambiguously distinguish the messages of user $m$ and user $n$. The received SINR of the most detrimental E associated with detecting user $\kappa$ is given by

$$\gamma_{AN}^{E_\kappa} = a_\kappa \sigma_s^2 \max_{e \in \Phi_e, d_e \geq r_p} \left\{ \frac{X_{e,\kappa}}{I_{AN} + d_e^6} \right\},$$  \hspace{1cm} (6.36)

where the variance of $n_e$ is normalized to unity, and $X_{e,\kappa} = \left| h_e \frac{h^H_i}{\| h_e \|} \right|^2$ as well as $I_{AN} = a_m \sigma_s^2 \| h_e V_m \|^2 + a_n \sigma_s^2 \| h_e V_n \|^2$.

### 6.3.1 New Channel Statistics

In this subsection, several new channel statistics for LUs and Es in the presence of AN are derived, which will be used for deriving the SOP in the next subsection.

**Lemma 6.** Assuming that user $m$ is randomly positioned in the ring $D_2$ of Fig. 6.2 for
the case of $\theta \neq \frac{1}{N_A}$, the CDF of $F_{B_m}^{AN}$ is given by (6.37)

$$F_{B_m}^{AN}(x) = 1 - e^{-\frac{\nu x}{a_m}} \sum_{p=0}^{N_A-1} \frac{(\nu x)^p}{p!} \sum_{q=0}^{p} \frac{p!}{q!} a_m^{-p-a_1} \left( \frac{\Gamma (q+1)}{(\nu x + \frac{1}{F_S})^{q+1}} - \sum_{l=0}^{N_A-2} \frac{B_{N_A-1} - \frac{1}{F_S}^l}{l+1} \right) \times \sum_{u=0}^{p-q} \frac{p-q}{u} \gamma (u+\delta, \frac{\nu x}{a_m} R_{D_2}^a) - \gamma (u+\delta, \frac{\nu x}{a_m} R_{D_1}^a)$$

(6.37)

where $\gamma (\cdot, \cdot)$ is the lower incomplete Gamma function, $\Gamma (\cdot)$ is the Gamma function, $a_1 = \delta (1 - \frac{P_A}{(N_A-1)F_S})^{1-N_A} / ((R_{D_2}^2 - R_{D_1}^2) P_S)$, and $\nu = \frac{a_n}{a_m F_S}$.

For the case of $\theta = \frac{1}{N_A}$, the CDF of $F_{B_m}^{AN}$ is given by (6.37) upon substituting $I(\theta)$ by $I^*(\theta)$, where $I^*(\theta) = \frac{a_2 \Gamma (q+N_A)}{(\nu x + \frac{1}{F_S})^{q+N_A}} \sum_{u=0}^{p-q} \frac{p-q}{u}$ and $a_2 = \frac{\delta}{(R_{D_2}^2 - R_{D_1}^2) P_S^N (N_A-1)}$.

Proof. See Appendix B.2.

Lemma 7. Assuming that user $n$ is randomly positioned in the disc $D_1$ of Fig. 6.2, the CDF of $F_{B_n}^{AN}$ is given by

$$F_{B_n}^{AN}(x) = 1 - b_2 e^{-\frac{\nu x}{a_m}} \sum_{p=0}^{N_A-1} \frac{\theta^p x^p}{p!} \sum_{q=0}^{p} \frac{p!}{q!} a_m^{-p-a_1} \left( \frac{\Gamma (N_A - 1 + q)}{(\theta x + \frac{N_A-1}{F_S})^{N_A-1+q}} \frac{b_{-q}}{a_m} \right) \times \sum_{u=0}^{p-q} \frac{p-q}{u} \gamma (u+\delta, \frac{\nu x}{a_m} R_{D_1}^a)$$

(6.38)

where $b_2 = \frac{\delta}{R_{D_1}^2 \Gamma (N_A-1)} \left( \frac{\mu_{D_1}^A}{(N_A-1)} \right)^{N_A-1}$ and $\theta = \frac{a_n}{a_m F_S}$.

Proof. See Appendix B.3.

Lemma 8. Assuming that the distribution of Es obeys a PPP and that the E-exclusion zone has a radius of $r_p$, the PDF of $f_{E_n}^{AN}$ (where $\kappa \in \{m, n\}$) is given by

$$f_{E_n}^{AN}(x) = -e^{\Theta_n \Psi x_1} \left( \frac{\mu_{E_n}^{AN}}{x} \right)^{\delta} e^{-x \mu_{E_n}^{AN}} \Psi x_1 + \delta \Theta_n \Psi x_1 + \Theta_n \Psi x_2$$

(6.39)
where $\Theta_n = \frac{\Gamma(\delta, \mu_{n1}^A N)}{x^\delta}$, $\Gamma(\cdot, \cdot)$ is the upper incomplete Gamma function, $\Psi_{n1} = \Omega \frac{1}{(\pi_n R_S + \tau_1)^2}$,

$\Psi_{n2} = \Omega \frac{1}{(\pi_n R_S + \tau_1)^2} \left( \frac{x}{\pi_n R_S + \tau_1} \right)^{\frac{1}{2}} a_n P_S$,

$\Omega = (-1)^N \mu_{n1}^A \prod_{i=1}^{N_A} \tau_i^{N_A-1} \sum_{i=1}^{N_A} a_{N_A-j,N_A-1} (2 \tau_i - L)^{j-(2N_A-2)}$,

$\Omega = \frac{N_A-1}{a_m P_A}, \tau_2 = \frac{N_A-1}{a_m P_A}, a_{N_A-j,N_A-1} = (2N_A-j-3), \mu_{n1}^A = \pi \lambda_n \delta(a_n P_S)\delta$, and $\mu_{n2}^A = \frac{\pi^2}{a_n P_S}$.

Proof. See Appendix B.4.

6.3.2 Secrecy Outage Probability

In this subsection, the SOP of a multiple-antenna aided scenario is investigated relying on AN. Using the results of Lemma 6 and Lemma 8, based on (6.15), the SOP of user $m$ is expressed using the following theorem:

**Theorem 12.** Assuming that the LUs and Es distribution obey PPPs and that AN is generated at the BS, for the case $\theta \neq \frac{1}{N_A}$, the SOP of user $m$ is given by

$$P_m^{AN}(R_m) = \int_0^\infty -e^{\Theta_m \psi_1} \left( \left( \mu_{m2}^A \right)^{\delta} e^{-x \mu_{m2}^A} \psi_1 + \delta e^{\Theta_m \psi_{m1}} + e^{\Theta_m \psi_{m2}} \right) \times \left( 1 - a_1^* \sum_{p=0}^{N_A-1} \frac{1}{a_n} \sum_{q=0}^{p} \binom{p}{q} \Gamma(q+1) \left( \frac{a_n A_\tau + 1}{P_S} \right)^{q+1} - \sum_{l=0}^{N_A-2} \frac{1}{P_S} \left( \frac{N_A-1}{P_A} - \frac{1}{P_S} \right)^l \Gamma(q+l+1) \right) T_1^* \right) dx,$$

(6.40)

where $a_1^* = \frac{\delta e^{-1/m}}{(R_{D_2}^2 - R_{D_1}^2)^{1-N_A}}$, $T_1^* = \sum_{u=0}^{p-q} \binom{p}{u} \frac{\Gamma(q+u, \mu_{m2})}{\Gamma(q+u)}, \mu_{m2}^A = \frac{\pi^2}{a_n P_S}$, and $\mu_{m2}^A = \frac{\pi^2}{a_n P_S}$.

For the case of $\theta = \frac{1}{N_A}$, the SOP for user $m$ is given by (6.40) upon substituting $K(\theta)$ with $K*(\theta)$, where $K*(\theta) = 1 - a_2^* \sum_{p=0}^{N_A-1} \frac{1}{a_n} \sum_{q=0}^{p} \binom{p}{q} \frac{\Gamma(q+u, \mu_{m2})}{\Gamma(q+u)} \sum_{u=0}^{p-q} \binom{p}{u} T_1^*$. and $a_2^* = \frac{\delta e^{-1/m}}{(R_{D_2}^2 - R_{D_1}^2)^{N_A(N_A-1)!}}$. 


Similarly, using the results of Lemma 7 and Lemma 8 as well as (6.17), the SOP of user \( n \) is expressed by the following theorem:

**Theorem 13.** Assuming that the LUs and Es distribution obey PPPs and that AN is generated at the BS, the SOP of user \( n \) is given by

\[
P_{AN}^n (R_n) = \int_0^\infty -e^{\Theta_n \Psi_{n1}} \left( \frac{\mu_{n2}^{AN}}{x} \Psi_{n1} + \frac{\delta \Theta_n \Psi_{n1} + \Theta_n \Psi_{n2}}{x} \right) \times \left( 1 - b_2 e^{-\lambda_n} \sum_{p=0}^{N_A-1} \frac{\lambda_{ns}^p}{p!} \sum_{q=0}^{p} \frac{\Gamma (N_A - 1 + q) a_m^q}{(\alpha_m \lambda_{ns} + \frac{N_A-1}{N_A})^{N_A-1+q}} \sum_{u=0}^{p-q} \left( \frac{p-q}{u} \right) \gamma \left( \frac{u + \delta, \lambda_{ns} R_A^\alpha}{\lambda_{ns}} \right) \right) \, dx,
\]

where \( \lambda_{ns} = \frac{\gamma(2R_n(1+x)-1)}{a_m} \).

Based on (6.40) and (6.41), the SOP for the selected user pair can be expressed as

\[
P_{AN}^m = 1 - \left( 1 - P_{AN}^m \right) \left( 1 - P_{AN}^n \right).
\]

### 6.3.3 Large Antenna Array Analysis

In this subsection, the system’s asymptotic behavior is investigated when the BS is equipped with large antenna arrays. It is noted that for the exact SOP derived in (6.40) and (6.41), as \( N_A \) increases, the number of summations in the equations will increase exponentially, which imposes an excessive complexity. Motivated by this, the work seeks good approximations for the SOP associated with a large \( N_A \). With the aid of the theorem of large values, the following approximations can be obtained: \( \lim_{N_A \to \infty} \| h_n \|^2 \to N_A, \lim_{N_A \to \infty} \| h_m \|^2 \to N_A, \lim_{N_A \to \infty} \| h_m V_m \|^2 \to N_A - 1 \), and \( \lim_{N_A \to \infty} \| h_n V_n \|^2 \to N_A - 1 \).

The asymptotic CDF of user \( n \) for \( N_A \to \infty \) is first derived. Based on (6.34), the asymptotic CDF of \( F_{AN}^{B_n, \infty} \) can be first derived as

\[
F_{AN}^{B_n, \infty} (x) = \Pr \left\{ \frac{a_n P_S N_A}{a_m P_A + 1 + a_n^2} \leq x \right\}.
\]
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After some further mathematical manipulations, the CDF of \( F_{AN}^{Bn,\infty} \) for large antenna arrays can be obtained in the following lemma.

**Lemma 9.** Assuming that user \( n \) is randomly located in the disc \( D_1 \) of Fig. 6.2 and \( N_A \to \infty \), the CDF of \( F_{AN}^{Bn,\infty} \) is given by

\[
F_{AN}^{Bn,\infty}(x) = \begin{cases} 
0, & x < \zeta_n \\
1 - \left( \frac{a_n P_S N_A - a_m P_A - 1}{\frac{R_D^2}{R_{D1}^2}} \right)^\delta, & \zeta_n \leq x \leq \xi_n \\
1, & x \geq \xi_n
\end{cases}, \quad (6.44)
\]

where \( \zeta_n = \frac{a_n P_S N_A}{R_{D1}^2 + a_m P_A + 1} \) and \( \xi_n = \frac{a_n P_S N_A}{a_m P_A + 1} \).

Similarly, based on (6.32), the CDF of the asymptotic \( F_{AN}^{Bm,\infty} \) is given by

\[
F_{AN}^{Bm,\infty}(x) = \Pr \left\{ \frac{a_m P_S N_A}{a_n P_S \| h_m h_n^\dagger \|^2 + a_n P_A + 1 + d_m^\alpha} \leq x \right\} \quad , \quad (6.45)
\]

After some further mathematical manipulations, the CDF of \( F_{AN}^{Bm,\infty} \) for large antenna arrays is obtained using the following lemma.

**Lemma 10.** Assuming that user \( m \) is randomly located in the ring \( D_2 \) of Fig. 6.2 and \( N_A \to \infty \), the CDF of \( F_{AN}^{Bm,\infty} \) is given by

\[
F_{AN}^{Bm,\infty}(x) = \begin{cases} 
1, & x \geq \zeta_m \\
\frac{R_{D2}^2 - t_m^2 + b_1 e^{-\frac{a_m P_S N_A}{a_n P_S t_m}}}{R_{D2}^2 - R_{D1}^2} \int_{R_{D1}}^{t_m} r e^{-\frac{a_m P_S N_A}{a_n P_S}} dr, & \zeta_m < x \leq \zeta_m \\n\frac{b_1 e^{-\frac{a_m P_S N_A}{a_n P_S}}}{R_{D2}^2 - R_{D1}^2} \int_{R_{D1}}^{R_{D2}} r e^{-\frac{a_m P_S N_A}{a_n P_S}} dr, & x < \zeta_m
\end{cases}, \quad (6.46)
\]

where \( b_1 = 2 e^{-\frac{a_n P_A + 1}{a_n P_S}} \), \( t_m = \sqrt{\frac{a_m P_S N_A}{x} - a_n P_A - 1} \), \( \zeta_m = \frac{a_m P_S N_A}{R_{D1}^2 + a_n P_A + 1} \), \( \zeta_m = \frac{a_m P_S N_A}{R_{D2}^2 + a_n P_A + 1} \), and \( \xi_m = \frac{a_m P_S N_A}{a_n P_A + 1} \).

Let us now turn the attention to the derivation of the Es' PDF in a large-scale antenna scenario. Using the theorem of large values, the following approximations can
be obtained: \[ \lim_{N_A \to \infty} I_{\gamma E_{\kappa}} = a_m \sigma_n^2 \| h_m V_m \|^2 + a_n \sigma_n^2 \| h_n V_n \|^2 \to P_A. \]

The asymptotic CDF \( F_{\gamma E_{\kappa}} \) associated with \( N_A \to \infty \) is given by

\[
F_{\gamma E_{\kappa}}(x) = \Pr \left\{ \max_{e \in \Phi_e, d_e \geq r_p} \left( \frac{a_e P_S X_{e,\kappa}}{P_{\gamma AN} + a_e} \right) \leq x \right\} = E_{\Phi_e} \left\{ \prod_{e \in \Phi_e, d_e \geq r_p} F_{X_e,\kappa} \left( \frac{(P_A + d_e^p) x}{a_e P_S} \right) \right\}. \quad (6.47)
\]

Following the procedure used for deriving (6.11), this work applies the generating function and switches to polar coordinates. Then with the help of [125, Eq. (3.381.9)], (6.47) can be expressed as

\[
F_{\gamma E_{\kappa}}(x) = \exp \left[ -\mu_{AN1} \Gamma \left( \delta, \mu_{AN2} x \right) e^{-\frac{P_A x}{a_e P_S}} \right]. \quad (6.48)
\]

Taking derivative of (6.48), the PDF of \( f_{\gamma E_{\kappa}} \) is obtained in the following lemma.

**Lemma 11.** Assuming that the Es distribution obeys a PPP and that AN is generated at the BS, the E-exclusion zone has a radius of \( r_p \), and \( N_A \to \infty \), the PDF of \( f_{\gamma E_{\kappa}} \) (where \( \kappa \in \{m,n\} \)) is given by

\[
f_{\gamma E_{\kappa}}(x) = e^{-\mu_{AN1}} \Gamma \left( \delta, \mu_{AN2} x \right) \frac{P_A x}{\pi x^2} e^{-\frac{P_A x}{a_e P_S}} \mu_{AN1} x^{-\delta}
\times \left( \mu_{AN1} \delta x^{\delta-1} e^{-\mu_{AN2} x} + \Gamma \left( \delta, \mu_{AN2} x \right) \left( \frac{P_A}{a_e P_S} + \frac{\delta}{x} \right) \right). \quad (6.49)
\]

**Remark 2.** The results derived in (6.49) show that the PDF of \( f_{\gamma E_{\kappa}} \) is independent of the number of antennas \( N_A \) in the large antenna array analysis. This indicates that \( N_A \) has no effect on the channel of the Es, when the number of antennas is sufficiently high.

Let us now derive the SOP for the large antenna array scenario. Using the results of Lemma 10 and Lemma 11 based on (6.15), the SOP for user \( m \) can be expressed in the following theorem.

**Theorem 14.** Assuming that the LUs and Es distribution obey PPPs, AN is generated
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at the BS, and \( N_A \rightarrow \infty \), the SOP for user \( m \) is given by

\[
P_{m,\infty}^{AN}(R_m) = 1 - e^{-\frac{\mu_{m1}^{AN}g(\delta, \mu_{m2}^{AN})}{(x_{m1})^\delta}} e^{-\frac{P_{A,m1}}{a_{m1}PS}} + \frac{\mu_{m1}^{AN}b_1 A_1}{R_{D2}^2 - R_{D1}^2} \int_{0}^{\chi_{m2}} e^{-\frac{\mu_{m1}^{AN}g(\delta, \mu_{m2}^{AN})}{(x_{m2})^\delta}} e^{-\frac{P_{A,x}}{a_{m2}PS} x^\delta} \left( \frac{R_{D2}^2 - t_{m*}^2 + b_1 e^{-\frac{a_{m}P_{S}N_A}{a_{m1}PS}}}{2} \right) \Xi_1 A_2 dx,
\]

(6.50)

where \( \Xi_1 = x^{-\delta} \left( \mu_{m2}^{AN} \left( \mu_{m2}^{AN} \right)^{\delta - 1} e^{-\mu_{m2}^{AN} x} + \Gamma(\delta, \mu_{m2}^{AN} x) \left( \frac{P_{A}}{a_{m2}PS} + \frac{b_1}{x^\delta} \right) \right) \), \( A_1 = \int_{R_{D1}}^{R_{D2}} e^{a_{m}PS} \frac{r^m}{x} dr \), \( A_2 = \int_{R_{D1}}^{t_{m*}} e^{a_{m}PS} \frac{r^m}{x} dr \), and \( t_{m*} = \sqrt{\frac{a_{m}P_{S}N_A}{2x_{m}} - a_{m}P_A - 1} \), and \( \chi_{m2} = \frac{c_{m2} + 1}{2} - 1 \).

Similarly, using the results of Lemma 9 and Lemma 11 as well as (6.17), the SOP for user \( n \) can be expressed in the following theorem.

Theorem 15. Assuming that the LUs and Es distribution obey PPPs, AN is generated at the BS and \( N_A \rightarrow \infty \), the SOP for user \( n \) is given by

\[
P_{n,\infty}^{AN}(R_n) = 1 - e^{-\frac{\mu_{n1}^{AN}g(\delta, \mu_{n2}^{AN})}{(x_{n1})^\delta}} e^{-\frac{P_{A,n1}}{a_{n1}PS}} + \mu_{n1}^{AN} \int_{\chi_{n1}}^{\chi_{n2}} e^{-\frac{\mu_{n1}^{AN}g(\delta, \mu_{n2}^{AN})}{(x_{n2})^\delta}} e^{-\frac{P_{A,x}}{a_{n2}PS} x^\delta} \times \left( 1 - \frac{1}{R_{D1}^2} \left( \frac{a_{n}P_{S}N_A}{2a_{n1}PS} x + \frac{1}{x^\delta} \right) \right) dx,
\]

(6.51)

where \( \chi_{n1} = \frac{c_{n1} + 1}{2} - 1 \), \( \chi_{n2} = \frac{c_{n2} + 1}{2} - 1 \), and \( \Xi_2 = x^{-\delta} \left( \mu_{n2}^{AN} \left( \mu_{n2}^{AN} \right)^{\delta - 1} e^{-\mu_{n2}^{AN} x} + \Gamma(\delta, \mu_{n2}^{AN} x) \left( \frac{P_{A}}{a_{n2}PS} + \frac{b_1}{x^\delta} \right) \right) \).

Based on (6.50) and (6.51), the SOP for the selected user pair can be expressed as

\[
P_{mn,\infty}^{AN} = 1 - \left( 1 - P_{m,\infty}^{AN} \right) \left( 1 - P_{n,\infty}^{AN} \right).
\]

(6.52)
Figure 6.3: The SOP versus $\rho_b$, with $\rho_e = 10$ dB, $\alpha = 4$, $\lambda_e = 10^{-3}$, $M = 2$, $m = 1$, $n = 2$, and $r_p = 10$ m. The exact analytical results are calculated from (6.16) and (6.18). The asymptotic analytical results are calculated from (6.26) and (6.27).

6.4 Numerical Results

In this section, the numerical results are presented for characterizing the performance of large-scale networks. It is assumed that the power allocation coefficients of NOMA are $a_m = 0.6$, $a_n = 0.4$. The targeted data rates of the selected NOMA user pair are assumed to be $R_m = R_n = 0.1$ bit per channel use (BPCU).

6.4.1 Secrecy outage probability with channel ordering

In Fig. 6.3 to Fig. 6.5 the secrecy performance is investigated in conjunction with channel ordering, which correspond to the scenario considered in Section II.

Fig. 6.3 plots the SOP of a single user ($m$-th and $n$-th) versus $\rho_b$ for different user zone radii. In this case, the number of NOMA users is set to $M = 2$. The curves represent the exact analytical SOP of both the $m$-th user and of $n$-th user derived in (6.16) and (6.18), respectively. The asymptotic analytical SOP of both the $m$-th and $n$-th users, are derived in (6.27) and (6.26), respectively. Monte Carlo simulations are
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Figure 6.4: The SOP of user pair versus the transmit SNR $\rho_b$, with $\rho_e = 10$ dB, $\lambda_e = 10^{-3}$, $R_D = 10$ m, $M = 3$, and $r_p = 10$ m. The exact analytical results are calculated from (6.19). The asymptotic analytical results are calculated from (6.28).

used for verifying the derivations. Fig. 6.3 confirms the close agreement between the simulation and analytical results. A specific observation is that the reduced SOP can be achieved by reducing the radius of the user zone, since a smaller user zone leads to a lower path-loss. Another observation is that the $n$-th user has a more steep slope than the $m$-th user. This is due to the fact that $m < n$ and the $m$-th user as well as $n$-th user achieve a secrecy diversity order of $m$ and $n$ respectively, as inferred from (6.27) and (6.26).

Fig. 6.4 plots the SOP of the selected user pair versus the transmit SNR $\rho_b$ for different path-loss factors. The number of NOMA users is set to $M = 3$. The exact analytical SOP curves are plotted from (6.19). The asymptotic analytical SOP curves are plotted from (6.28). It can be observed that the two kinds of dashed curves have the same slopes. By contrast, the solid curves indicate a higher secrecy outage slope, which is due to the fact that the secrecy diversity order of the user pair is determined by that of the poor one. This phenomenon is also confirmed by the insights in Remark 1.

Fig. 6.5 plots the SOP of the selected user pair versus $r_p$ for different densities of the Es. One can observe that as expected, the SOP decreases, as the radius of the E-
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Figure 6.5: The SOP of user pair versus $r_p$, with $\rho_h = 50$ dB, $\rho_e = 40$ dB, $M = 2$, $m = 1$, $n = 2$, and $\alpha = 4$. The exact analytical results are calculated from (6.19).

exclusion zone increases. Another option for enhancing the PLS is to reduce the radius of the user zone, since it reduces the total path loss. It is also worth noting that having a lower E density $\lambda_e$ results in an improved PLS, i.e. reduced SOP. This behavior is due to the plausible fact that a lower $\lambda_e$ results in having less Es, which degrades the multiuser diversity gain, when the most detrimental E is selected. As a result, the destructive capability of the most detrimental E is reduced and hence the SOP is improved.

6.4.2 Secrecy outage probability with artificial noise

In Fig. 6.6 to Fig. 6.10 the secrecy performance in the presence of AN is investigated, which corresponds to the scenario considered in Section III.

Fig. 6.6 plots the SOP of user $m$ and user $n$ versus $\theta$ for different E-exclusion zones. The dashed and solid curves represent the analytical performance of user $m$ and user $n$, corresponding to the results derived in (6.40) and (6.41). Monte Carlo simulations are used for verifying the derivations. Fig. 6.6 confirms a close agreement between the simulation and analytical results. Again, a reduced SOP can be achieved by increasing the E-exclusion zone, which degrades the channel conditions of the Es. Another obser-
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Figure 6.6: The SOP versus $\theta$, with $\alpha = 4$, $R_{D_1} = 5$ m, $R_{D_2} = 10$ m, $\lambda_e = 10^{-4}$, $N_A = 4$, $\rho_t = 30$ dB. The exact analytical results are calculated from (6.40) and (6.41).

Observation is that user $n$ achieves a lower SOP than user $m$, which is explained as follows: 1) user $n$ has better channel conditions than user $m$, owing to its lower path loss; and 2) user $n$ is capable of cancelling the interference imposed by user $m$ using SIC techniques, while user $m$ suffers from the interference inflicted by user $n$. It is also worth noting that the SOP is not a monotonic function of $\theta$. This phenomenon indicates that there exists an optimal value for power allocation, which depends on the system parameters. Actually, the optimal power sharing value $\theta^*$ can be analytically calculated by setting the first-order derivative of the SOP expressions with respect to $\theta$ to zero [130], which is however beyond the scope of this work.

Fig. 6.7 plots the SOP of user $m$ and user $n$ versus $\lambda_e$ for different number of antennas. One can observe that the SOP decreases, as the E density is reduced. This behavior is caused by the fact that a lower $\lambda_e$ leads to having less Es, which reduces the multiuser diversity gain, when the most detrimental E is considered. As a result, the distinctive capability of the most detrimental E is reduced and hence the secrecy performance is improved. It is also worth noting that increasing the number of antennas is capable of increasing the secrecy performance. This is due to the fact that $\|h_m\|^2$ in (6.32) and $\|h_n\|^2$ in (6.34) both follow $\text{Gamma}(N_A,1)$ distributions, which is the benefit of the
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Figure 6.7: The SOP versus $\lambda_e$, with $\theta = 0.8$, $\alpha = 4$, $R_{D_1} = 5$ m, $R_{D_2} = 10$ m, $\rho_t = 30$ dB, $r_p = 4$ m. The exact analytical results are calculated from (6.40) and (6.41).

Figure 6.8: The SOP of the selected user pair versus $N_A$, with $R_{D_1} = 5$ m, $R_{D_2} = 10$ m, $\alpha = 3$, $\lambda_e = 10^{-3}$, $\rho_t = 30$ dB.

improved multi-antenna diversity gain.

Fig. 6.8 plots the SOP of the selected user pair versus $N_A$ for different number of antennas. In this figure, the curves representing the case without AN are generated by setting $\theta = 1$, which means that all the power is allocated to the desired signal. In this case, the BS only uses beamforming for transmitting the desired signals and no AN is generated. The curves in the presence of AN are generated by setting $\theta = 0.9$. It is
shown that the PLS can be enhanced by using AN. This behavior is caused by the fact that at the receiver side, user $m$ and user $n$ are only affected by the AN generated by each other; By contrast, the Es are affected by the AN of both user $m$ and user $n$. One can observe that the SOP of the selected user pair decreases, as the E-exclusion radius increases.

Fig. 6.9 plots the SOP of the selected user pair versus $\rho_t$ and $\theta$. It is observed that the SOP first decreases then increases as $\rho_t$ increases, which is in contrast to the traditional trend, where the SOP always decreases as the transmit SNR increases. This behavior can be explained as follows. The SOP of the selected user pair is determined by user $m$. As $\rho_t$ increases, on the one hand, the signal power of user $m$ is increased, which improves the secrecy performance; On the other hand, user $m$ also suffers from the interference imposed by user $n$ (including both the signal and AN), because when $\rho_t$ increases, the signal power of user $n$ is also increased, which in turn degrades the secrecy performance. As a consequence, there is a tradeoff between $\rho_t$ and the SOP. It is also noted that the power sharing factor $\theta$ also affect the optimal SOP associated with different values of $\rho_t$. This phenomenon indicates that it is of salient significance to select beneficial system parameters. Furthermore, optimizing the parameters $\rho_t$ and
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Figure 6.10: Large analysis for the SOP of user pair versus $N_A$, with $\theta = 0.8$, $R_{D_1} = 5$ m, $R_{D_2} = 10$ m, $\lambda_c = 10^{-4}$, $r_p = 5$ m. The asymptotic analytical results are calculated from (6.52).

$\theta$ is capable of further improving the SOP.

Fig. 6.10 plots the SOP of large antenna arrays of the selected user pair versus $N_A$ parameterized by different transmit SNRs. The dashed curves represent the analytical SOP of the selected user pair, corresponding to the results derived in (6.52). It is observed that a close agreement between the theoretical analysis and the Monte Carlo simulations, which verifies the accuracy of the derivations. It is observed that as $N_A$ increases, the approximation used in the analysis approaches the exact SOP. This phenomenon indicates that the asymptotic SOP derived converges to the exact values, when $N_A$ is a sufficiently large number.

6.5 Summary

In this chapter, the secrecy performance of applying the NOMA protocol in large-scale networks was examined. Specifically, stochastic geometry based techniques were used for modeling both the locations of NOMA users and of the Es in the networks considered. Additionally, new analytical SOP expressions were derived for characterizing the system’s
secrecy performance in both single-antenna and multiple-antenna scenarios. For the single-antenna scenario, the secrecy diversity order of the user pair was also characterized. It was analytically demonstrated that the secrecy diversity order was determined by that one of the user pair who had a poorer channel. For the multiple-antenna scenario, it was shown that the Es’ channel quality is independent of the number of antennas at the BS for large antenna array scenarios. Numerical results were also presented for validating the analysis. It was concluded that the secrecy performance can be improved both by extending the E-exclusion zone and by generating AN at the BS. Optimizing the power sharing between the information-bearing signal and AN in the multiple-antenna aided scenario is capable of further improving the secrecy performance of the networks considered, which is a promising future research direction.
Chapter 7

Fairness of User Clustering in MIMO Non-orthogonal Multiple Access Systems

This chapter is organized as follows. The main contributions of this work is first introduced in 7.1. In Section 7.2, a cluster based MIMO-NOMA scenario is considered with applying a low complexity precoding design. In Section 7.3, a dynamic user allocation and power allocation problem is formulated. A two stage optimization approach is proposed to solve the formulated problem. The numerical results are presented in Section 7.4, which is followed by the conclusions in Section 7.5.

7.1 Introduction

A key feature of NOMA is the balanced tradeoff between throughput and user fairness. Different from [15] which considered the fairness issue in single-antenna scenarios, a dynamic user allocation and power optimization problem is investigated in this chapter, by considering the fairness issue in cluster-based MIMO-NOMA systems. Allocating
users into different clusters is a non-deterministic polynomial-time (NP)-hard problem, where exhaustive search yields optimal performance but with prohibitive complexity. The main contributions of this chapter are summarized in the following. From the standpoint of fairness, a two-step sub-optimal method is proposed for solving the dynamic user allocation problem. In the first step, the power allocation coefficients are optimized by invoking a bisection search based algorithm in order to maximize the SINR of the worst user in each cluster. In the second step, three efficient user allocation algorithms are proposed to seek a tradeoff between computational complexity and throughput of the worst user. The results of this chapter demonstrate that: 1) The proposed bisection search based power allocation algorithm is capable of efficiently enhancing the performance compared to the random power allocation scheme. 2) The three proposed user allocation algorithms can achieve a good throughput/complexity tradeoff in the considered cluster based MIMO-NOMA design.

7.2 System Model

A downlink MIMO NOMA scenario is considered, where a BS is equipped with $M$ antennas, while $K$ users are equipped with $N$ antennas each. In order to implement NOMA in the considered MIMO scenario, the $K$ users are further grouped into $M$ clusters, where each cluster includes at least two users. It is assumed that the number of users and clusters are fixed. This assumption is motivated by the fact that these number are predetermined by the load of the networks. The number of users in each cluster is denoted as $\mathbf{L} = \{L_m\}, m = 1, \ldots, M$ with $L_m \geq 2$, and $K = \sum_{m=1}^{M} L_m$. The signals transmitted by the BS are given by

$$x = P \tilde{s},$$

(7.1)

where $P$ is a $M \times M$ identity precoding matrix. This kind of precoding approach means that the BS can broadcasts the information of users’ without any manipulation. By
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doing so, the significant system overhead can be avoided. The $M \times 1$ vector $\tilde{s}$ is given by

$$\tilde{s} = \begin{bmatrix} \sqrt{\alpha_{1,1}s_{1,1}} + \cdots + \sqrt{\alpha_{1,L_1}s_{1,L_1}} \\ \vdots \\ \sqrt{\alpha_{M,1}s_{M,1}} + \cdots + \sqrt{\alpha_{M,L_M}s_{M,L_M}} \end{bmatrix} \overset{\Delta}{=} \begin{bmatrix} \tilde{s}_1 \\ \vdots \\ \tilde{s}_M \end{bmatrix}, \quad (7.2)$$

where $s_{m,k}$ and $\alpha_{m,k}$ are defined as the transmitted information and the power allocation coefficient of the $k$-th user ($\{k = 1, \ldots, L_m\}$) in the $m$-th cluster, respectively.

The received signal at the $k$-th user in the $m$-th cluster is given by

$$y_{m,k} = H_{m,k}P\tilde{s} + n_{m,k}, \quad (7.3)$$

where $H_{m,k}$ is the $N \times M$ channel gain matrix from the BS to the $k$-th user in the $m$-th cluster, and $n_{m,k}$ is an AWGN vector.

If denote $w_{m,k}$ as the detection vector at the receiver, then the signal model can be expressed as

$$w_{m,k}^H y_{m,k} = w_{m,k}^H H_{m,k}P\tilde{s} + w_{m,k}^H n_{m,k}. \quad (7.4)$$

Denote the $i$-th column of $P$ by $p_i$. The signal model in (7.4) can be written as

$$w_{m,k}^H y_{m,k} = \sum_{i=1, i \neq m}^{M} w_{m,k}^H H_{m,k}p_i\tilde{s}_i + w_{m,k}^H n_{m,k}$$

$$+ w_{m,k}^H H_{m,k}p_m \left( \sqrt{\alpha_{m,1}s_{m,1}} + \cdots + \sqrt{\alpha_{m,L_m}s_{m,L_m}} \right). \quad (7.5)$$

In NOMA systems, the ordering of channel conditions is important for canceling interference between users in the same cluster using SIC. Without loss of generality, when implementing NOMA, channel gains and power allocation coefficients for the $m$-th
cluster are assumed to be ordered as

\[
\begin{align*}
|w_{m,1}^H H_{m,1} p_m| ^2 & \geq \cdots \geq |w_{m,L_m}^H H_{m,L_m} p_m| ^2 .
\end{align*}
\]  

(7.6)

To completely remove the inter-cluster interference, the detection matrices need to satisfy

\[
\begin{align*}
w_{i,k}^H H_{i,k} p_m = 0 , 
\end{align*}
\]  

(7.7)

where \(i \in \{1, \ldots, M, i \neq m\}\), as described in [14]. As such, for the \(k\)-th user in the \(i\)-th cluster, the constraints are rewritten as follows:

\[
\begin{align*}
w_{i,k}^H \begin{bmatrix} h_{i,1k} & \cdots & h_{i-1,ik} & h_{i+1,ik} & \cdots & h_{M,ik} \end{bmatrix} = 0 ,
\end{align*}
\]  

(7.8)

where \(h_{i,ik}\) is the \(m\)-th column of \(H_{i,k}\), which has been removed. It is noted that \(\tilde{H}_{i,k}\) is a submatrix of \(H_{i,k}\) by removing column \(h_{i,ik}\). As such, the problem of finding the detection matrix is essentially to obtain the null space of \(\tilde{H}_{i,k}\). One possible approach is to adopt singular value decomposition (SVD) approach [131] as follows:

\[
\begin{align*}
w_{i,k} = U_{i,k} z_{i,k} ,
\end{align*}
\]  

(7.9)

where \(U_{i,k}\) contains all the left singular vectors of \(\tilde{H}_{i,k}\) corresponding to zero singular values, and \(z_{i,k}\) is a \((N - M + 1) \times 1\) normalized vector. Normally there are many possible choices of \(z_{i,k}\) as the dimension of the null space is large. As a consequence, it is important to choose a good one. The choice of \(z_{i,k}\) in this work is to use the maximal radio combining (MRC)\(^2\). Adopting the similar approach as [14], a choice of \(z_{i,k}\) is given

---

\(^1\)It is assumed that \(N \geq M\) to ensure the existence of \(w_{i,k}\).

\(^2\)Note that the choice of \(z_{i,k}\) can be further optimized with using the similar method in [25], which is out of the scope of this work.
by

\[ z_{i,k} = \frac{U_{i,k}^H h_{i,ik}}{|U_{i,k}^H h_{i,ik}|}. \] (7.10)

By adopting the detection vector \( w_{m,k} \) at the receiver, the inter-cluster interference can be removed. Note that the identity precoding scheme in this work does not require the users to feedback their channel matrices to the base station. Instead, each user only needs to feedback one effective channel gain which is a scalar value, and therefore the amount of the required CSI feedback can be significantly reduced. As such, in the \( m \)-th cluster, the SINR for the \( k \)-th user \((1 \leq k \leq L_m)\) to detect the \( j \)-th user \((k \leq j \leq L_m)\) is given by

\[ SINR_{m,k}^j = \frac{|w_{m,k}^H h_{m,mk}|^2 \alpha_{m,j}}{\sum_{l=1}^{j-1} |w_{m,k}^H h_{m,mk}|^2 \alpha_{m,l} + |w_{m,k}|^2} \rho. \] (7.11)

where \( \rho \) denotes the transmit SNR. For the special case \( k = j = 1 \), the SINR can be simplified as

\[ SINR_{m,1}^1 = \rho \frac{|w_{m,1}^H h_{m,m1}|^2 \alpha_{m,1}}{|w_{m,1}|^2}. \] (7.12)

7.3 Problem Formulation and Proposed Optimization Methods

7.3.1 Problem Formulation

The objective of this work is to maximize the throughput of the worst user among all \( K \) users, by dynamically allocating users into different clusters. For each given combination of user allocation, in order to further improve the performance of MIMO-NOMA within each cluster, the power allocation coefficients are optimized according to instantaneous
channel conditions in each cluster. In addition, as aforementioned in Section II, each cluster accommodates at least two users. Taking into account above, the throughput of the system can be optimized by solving the following problem:

\[
\max_{\Omega} \min_{\forall m} \left( \log_2 \left( 1 + \max_{\alpha_m} \min_{\forall k, \forall j} \left( \text{SINR}^j_{m,k} \right) \right) \right),
\]

\[
\text{s.t.} \quad \sum_{j=1}^{L_m} \alpha_{m,j} \leq \frac{L_m}{K},
\]

\[
\alpha_{m,j} \geq 0, j \in L_m.
\]

where \( \Omega \) is defined as the set of all user allocation combinations, \( \alpha_m = \{\alpha_{m,1}, \cdots, \alpha_{m,L_m}\} \), is the power allocation coefficient vector.

### 7.3.2 Proposed Optimization Methods

In order to solve the above non-convex optimization problem, the alternating optimization strategy is used in this work, which splits the throughput over \( j, k, \alpha_m, m, \) and \( \Omega \) into two steps:

#### 7.3.2.1 Step 1

Fixing one combination of user allocation in \( \Omega \), and updating \( j, k, \) and \( \alpha_m \), the following sub-optimal problem can be solved:

\[
\max_{\alpha_m} \min_{\forall k, \forall j} \left( \text{SINR}_m (\alpha_m) \right) \quad \text{s.t.} \quad (7.13b),
\]

where \( \text{SINR}_m \) denotes all possible values of \( \text{SINR}^j_{m,k}, \forall k, \forall j \) in the \( m \)-th cluster. Note that the max-min problem in (7.14) is not convex, which motives us to seek good equivalent transformations to make it tractable. Define the set \( Q_\Delta = \{\text{SINR}_m (\alpha_m) \geq \Delta, \Delta \in \mathbb{R}\} \) as the set of \( \alpha_m \) when the objective function is not smaller than \( \Delta \). Using the similar approach in [15], problem (7.14) can be prove to be quasi-concave. As such, (7.14) can
be equivalently transformed as

\[
\text{Find } \alpha_m \text{ s.t. } (7.13b) \text{ and } |w_{m,k}^H h_{m,mk}|^2 \alpha_{m,j} \geq \Delta J, \quad (7.15)
\]

where \( J = \sum_{l=1}^{j-1} |w_{m,k}^H h_{m,mk}|^2 \alpha_{m,l} + |w_{m,k}|^2 \frac{1}{\rho} \). It is implied that with the aid of appropriately bounding \( \Delta \), a bisection search based method can be effectively used to reduce the searching scope of possible SINRs for obtaining \( \alpha_m \). Note that (7.15) is linear programs can be solved with standard optimization solvers. In this work, the \textit{cvx} tool is invoked to find the optimal \( \alpha_m \) by utilizing the \textit{Mosek} solver. The details of solving (7.15) are illustrated in Algorithm 1. Here \( \text{SINR}_{\text{min}} \) is the minimum of \( \text{SINR}_m \). \( \Delta_{UB} \) and \( \Delta_{LB} \) are initialized as the upper bound and lower bound for \( \text{SINR}_m \), respectively, and \( \varepsilon \) is the tolerance. After obtaining the minimum value of \( \text{SINR}_m \) for the \( m \)-th cluster, the throughput of the worst user \( \forall m \) can be calculated using (7.13a).

\textbf{Algorithm 1} Optimization Algorithm for Solving (7.15)

\begin{algorithm}
\begin{algorithmic}[1]
\Require \( \Delta_{LB}, \Delta_{UB}, \varepsilon \).
\While {\( \Delta_{UB} - \Delta_{LB} \geq \varepsilon \)}
\State Update \( \Delta = (\Delta_{UB} + \Delta_{LB})/2 \);
\State Calculate \( \alpha_m \) with the constraints in (7.15), by solving the convex problem;
\If {feasible}
\State \( \alpha^*_m = \alpha_m; \text{SINR}_{\text{min}} = \Delta \);
\State Update \( \Delta_{LB} = \Delta \);
\Else
\State Update \( \Delta_{UB} = \Delta \);
\EndIf
\EndWhile
\Ensure Output \( \text{SINR}_{\text{min}} \) and \( \alpha^*_m \).
\end{algorithmic}
\end{algorithm}

7.3.2.2 Step 2

The second step is to traverse all the combinations, which is a NP-hard problem. In order to lower the computational complexity, three efficient algorithms, named Top-
down A, Top-down B, and Bottom-up are proposed. The details of these algorithms are included in Algorithm 2, 3, and 4. In these algorithms, \( C_0 \) denotes the number of combinations for exhaustive search among all the users, while \( C_{th} \) denotes the threshold.

Top-down A: As shown in Algorithm 2, this algorithm begins from the cluster with largest number (denoted by \( \bar{L}_1 \)) of users, where \( \bar{L}_1 \) users are randomly allocated to this cluster. Lately, the number of combinations \( C_1 \) is calculated and then \( C_1 \) is compared with the threshold, \( C_{th} \). If \( C_1 < C_{th} \), then exhaustive search is performed for the rest of the clusters, and return the obtained maximal throughput as the output. Otherwise, random user allocation for the cluster with the second maximal user number is continued, until the calculated combinations is less than \( C_{th} \). The advantage of this algorithm is that it can reduce the complexity with the least decision times. This algorithm is suitable for the case when all the clusters have similar number of users.

Top-down B: As shown in Algorithm 3, initially, \( n \) users are randomly allocated to the cluster with the maximum number of users. Consequently, the number of combinations, \( C_1 \), is calculated, and compared with \( C_{th} \). If \( C_1 < C_{th} \), exhaustive search is performed among the rest of the clusters and the maximal throughput is obtained as the return value. Otherwise, \( n \) random users are allocated to the second sorted cluster. If \( C_2 < C_{th} \), the obtained maximal throughput is returned. Otherwise, \( n = n + 1 \) is updated and the above user allocation scheme is performed until the calculated com-
Algorithm 3 Top-down B Algorithm

Require:
\( K, L, \bar{L} = \text{sort} (L, \text{descend}), C_{th}, C_0, m = 1, 0 < n < \min (L) \).

1: while \( C_{m-1} > C_{th} \) do
2: \quad for \( m = 1 \) to \( M \) do
3: \quad Allocate \( n \) users randomly to the cluster with \( m \)-th maximal users number from \( K - (m - 1) \times n \) users;
4: \quad Update \( m = m + 1 \);
5: \quad if \( C_m < C_{th} \) then
6: \quad \quad Exhaustive search among the rest clusters;
7: \quad \quad Record the user allocation scheme, break;
8: \quad end if
9: \quad end for
10: Update \( n = n + 1 \);
11: end while

Ensure: The corresponding user allocation scheme.

Combinations is less than \( C_{th} \). Finally, the corresponding throughput and the related user allocation scheme are output as return values. The advantage of this algorithm is that its complexity is the most controllable among the three.

**Bottom-up:** As shown in Algorithm 4, each cluster is randomly allocated with two users, as the starting point. Then, the cluster with the minimum user number is filled up randomly. After that the possible combination \( C_1 \) is calculated and it is compared with \( C_{th} \). If \( C_1 < C_{th} \), exhaustive search is used to allocate the remaining users to the remaining clusters in order to achieve maximal throughput for the worst users. Otherwise, the random user allocation is continued for the following clusters until the calculated combinations is less than \( C_{th} \). The advantage of this algorithm is to guarantee that all clusters have some random search, and this is suitable for the case where the size of each cluster is significantly different.

### 7.3.3 Complexity of the proposed algorithms

Note that the complexity of this formulated problem contains two parts: 1) It can be easily observed that the complexity of solving (7.15) in step 1 is linear to the number of users \( L_m \). As a consequence, the computational complexity is \( O(L_m) \). 2) The complexity
Algorithm 4 Bottom-up Algorithm

Require:
\( K, \mathbf{L}, \tilde{\mathbf{L}} = \text{sort} (\mathbf{L}, \text{ascend}), C_{th}, C_0, m = 1. \)

1: while \( C_{m-1} > C_{th} \) do
2: Allocate every two users into each cluster randomly.
3: Allocate \( \tilde{\mathbf{L}}_m - 2 \) users randomly from \( K - \sum_{p=1}^{m-1} L_p \) users to the cluster with \( m \)-th minimal number of users;
4: Update \( m = m + 1; \)
5: if \( C_m < C_{th} \) then
6: Exhaustive search among the rest clusters;
7: Record the user allocation scheme, break;
8: end if
9: end while

Ensure: The corresponding user allocation scheme.

of solving (7.13a) in step 2 is given by Table 7-A at the top of the next page, where \( r \) is the number of cluster which includes random search.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exhaustive Search</td>
<td>( O \left( \frac{K!}{\prod_{m=1}^{M} L_m!} \right) )</td>
</tr>
<tr>
<td>Top-down A</td>
<td>( O \left( \frac{\left( K - \sum_{m=1}^{M} L_m \right)!}{\prod_{m=r+1}^{M} L_m!} \right) )</td>
</tr>
<tr>
<td>Top-down B</td>
<td>( O \left( \frac{(K-r \times n)!}{\prod_{m=1}^{M} (\tilde{L}<em>m-n)! \prod</em>{m=r+1}^{M} \tilde{L}_m!} \right) )</td>
</tr>
<tr>
<td>Bottom-up</td>
<td>( O \left( \frac{\left( K - \sum_{m=1}^{M} \tilde{L}<em>m - 2(M-r) \right)!}{\prod</em>{m=r+1}^{M} \tilde{L}_m!} \right) )</td>
</tr>
</tbody>
</table>

7.4 Numerical Results

In this section, simulation results are presented to demonstrate the performance of the user allocation schemes, as described in Section III. In the simulations, it is assumed that the total number of users is \( K = 9 \), the number of clusters is \( M = 3 \), the number
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of antennas at the BS and the receiver are assumed to be the same as $M = N = 3$, and each cluster contains $L = \{4, 3, 2\}$ users. For simplicity, large scale path loss is not considered in this work and all the channel gains between the BS and users are assumed to be independent and identically complex Gaussian distributed, which is valid for many indoor scenarios. The initial values in Algorithm 1 are, $\Delta_{LB} = 0$, $\Delta_{UB} = 1000$, $\varepsilon = 10^{-4}$, and $C_{th} = 200$. The initial values of $m$ are set as $m = 1$, in Algorithm 2, 3, and 4. The initial value of $n$ is set as, $n = 1$, in Algorithm 3.

Fig. 7.1 shows the comparison of throughput for the worst case user among the three proposed algorithms and the exhaustive search with different transmit SNR. The solid curves represent the case with the optimal power allocation for each user within the cluster, while the dashed curves represent random power allocation which follows increasing order ($\alpha_{m,1} \leq \cdots \leq \alpha_{m,L_m}$) for each user. One can observe that the optimal power allocation achieves much better performance than random power allocation, which demonstrates the effectiveness of the proposed Algorithm 1. It is observed that the three proposed algorithms can achieve better performance than the random allocation scheme, and the performance of them follows the order of top-down B, bottom up, and top-down A.

Fig. 7.2 shows the fairness comparison between NOMA and OMA for the exhaustive
search and the three proposed algorithms. The solid curves represent NOMA, while the dashed curves represent OMA. It is observed that the exhaustive search and Top down B algorithms with NOMA outperform the corresponding ones with OMA, while the Bottom up and Top down B algorithms with OMA outperform the corresponding ones with NOMA. This behavior can be explained as follows: the fairness in NOMA is more sensitive to the times of searching and system parameters. However, for the OMA scheme, since all the users are with the same power, reducing the time of searching will not affect much of the fairness performance. Therefore, it is concluded that by carefully designing the system parameters and choosing appropriate algorithm, NOMA can outperform OMA in term of fairness. Note that carefully selecting $C_{th}$ and dynamically varying the number of clusters/users will further improve the performance of the considered MIMO-NOMA systems, which is out of the scope of this work. Fig. 7.3 shows the complexity comparison, measured by the number of combinations, among the exhaustive search and the three proposed algorithms under different thresholds $C_{th}$. One can observe that the exhaustive search algorithm requires highest combinations for user allocation as expected. For the proposed top-down A algorithm, the number of combinations reduces to ten, when the first cluster is filled up with four random users. With the lowest combination number, top-down A algorithm achieves the lowest throughput of the three proposed algorithms as shown in Fig. 7.1. It is worth noting that the proposed
top-down B and bottom-up algorithms require higher complexity for user allocation but their achieved throughput get more close to the exhaustive search algorithm. Combining the observations from Figs. 7.1 and 7.3 it is noted that there is a tradeoff between the achieved throughput of the worst user and the computational complexity. It is also worth noting that top-down B algorithm presents a good balance between achievable throughput of the worst user and the computational complexity.

7.5 Summary

In this chapter, a dynamic clustering optimization problem considering the fairness in MIMO-NOMA systems, was investigated. In order to solve this non-convex problem, a two-step optimization method was proposed. Three efficient suboptimal algorithms were proposed to reduce the computational complexity. To further improve the performance of the worst user in each cluster, power allocation coefficients were optimized by using bi-section search. Numerical results demonstrated that the proposed algorithms can achieve a good tradeoff between throughput and system complexity.
Chapter 8

Conclusions and Future Works

8.1 Contributions and Insights

This thesis concentrates on the NOMA in wireless networks, which is regarded as one promising technology in future 5G networks. The following three aspects are presented in this thesis: 1) The basic principles of NOMA is introduced, including the two key technologies—SC and SIC, information theoretic investigation of NOMA, mathematical demonstration of NOMA and the basic downlink/uplink NOMA transmission model; 2) The potential combination of NOMA with the emerging technologies such as SWIPT, cognitive radio and HetNets; and 3) The physical layer security enhancement and the fairness issue of NOMA have been utilized. The main contributions and insights are summarized as follows.

In Chapter 3 the application of SWIPT in NOMA networks was investigated. A new cooperative SWIPT NOMA protocol has been proposed, in which near NOMA users that are close to the source act as energy harvesting relays to help far NOMA users. Stochastic geometry is utilized to model the locations of NOMA users. Since the locations of users have a significant impact on the performance, three user selection schemes based on the user distances from the base station have been proposed. To
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characterize the performance of the proposed selection schemes, closed-form expressions for the outage probability and system throughput were derived. These analytical results have demonstrated that the use of SWIPT will not jeopardize the diversity gain compared to the conventional NOMA. The proposed results confirmed that the opportunistic use of node locations for user selection can achieve low outage probability and deliver superior throughput in comparison to the random selection scheme. It was demonstrated that the performance of the proposed cooperative SWIPT NOMA protocol outperforms the non-cooperative NOMA scheme. It was also worth pointing that inappropriate choice of rate and power may lead the outage probability always be one.

In Chapter 4, fundamental questions were addressed when NOMA was applied to large-scale underlay CR networks with randomly deployed users. In order to characterize the performance of the considered network, new closed-form expressions of the outage probability have been derived using stochastic-geometry. More importantly, by carrying out the diversity analysis, new insights were obtained under the two scenarios with different power constraints: 1) fixed transmit power of the PTs, and 2) transmit power of the PTs being proportional to that of the secondary base station. It was analytically demonstrated that: 1) For the first scenario, a diversity order of \( m \) is experienced at the \( m \)-th ordered NOMA user; 2) For the second scenario, there is an asymptotic error floor for the outage probability. Simulation results have been provided to verify the accuracy of the derived results. A pivotal conclusion was reached that by carefully designing target data rates and power allocation coefficients of users, NOMA is capable of outperforming conventional orthogonal multiple access in underlay CR networks. The expressions reveal important design insights surrounding the impact of the primary network on the secondary network in cognitive radio NOMA networks.

In Chapter 5, the application of NOMA into \( K \)-tier HetNets has been investigated. A new promising transmission framework was proposed, in which massive MIMO is employed in macro cells and NOMA is adopted in small cells. For maximizing the biased average received power at mobile users, a massive MIMO and NOMA based user
association scheme was developed. In an effort to evaluate the performance of the proposed framework, analytical expressions for the spectrum efficiency of each tier have been derived using stochastic geometry. Simulation results were presented to verify the accuracy of the proposed analytical derivations and confirmed that NOMA is capable of enhancing the spectrum efficiency of the network compared to the OMA based HetNets. It is believed that the proposed framework will be a promising rewarding candidates in future 5G networks for its high spectrum efficiency, low complexity and better fairness/throughput tradeoff characteristics.

In Chapter 6, the physical layer security of NOMA was examined in large-scale networks with invoking stochastic geometry. Both single-antenna and multiple-antenna aided transmission scenarios were considered, where the BS communicates with randomly distributed NOMA users. In the single-antenna scenario, a protected zone around the BS is adopted to establish an eavesdropper-exclusion area with the aid of careful channel-ordering of the NOMA users. In the multiple-antenna scenario, artificial noise was generated at the BS for further improving the security of a beamforming-aided system. New exact expressions of the security outage probability have been derived for both single-antenna and multiple-antenna aided scenarios. It was demonstrated that 1) for the single antenna scenario, the analytical results derived demonstrated that the secrecy diversity order is determined by the specific user having the worse channel condition among the selected user pair; and 2) for the multiple-antenna scenario, the results derived indicated that the channels of the eavesdroppers are independent of the number of transmit antennas for sufficiently large antenna arrays. It was confirmed that the security performance of the NOMA networks can be improved by invoking the protected zone and by generating artificial noise at the BS.

In Chapter 7, a downlink MIMO NOMA communication scenario was considered. A dynamic user clustering problem was addressed from a fairness perspective. Three sub-optimal algorithms, namely top-down A, top-down B, and bottom up, have been proposed to realize different tradeoffs of complexity and throughput of the worst user.
Additionally, for each given user clustering case, the power allocation coefficients were further optimized for the users in each cluster by adopting a bisection search based algorithm. It is demonstrated that that the proposed algorithms can lower the complexity with an acceptable degradation on throughput compared with the exhaustive search method. One interesting conclusion is that top-down B algorithm can achieve the best tradeoff between complexity and throughput among the three proposed algorithms.

8.2 Future Works

8.2.1 Extensions of Current Works

In this subsection, the potential extensions of the current works in this thesis are described in the following.

8.2.1.1 Power Allocation in NOMA

Power controlling/allocation is an eternal research direction for each generation of networks, since the inappropriate allocating power among users will inevitably trigger energy consumption and also degrade the performance of the system throughput of the networks. Due to the fact that one of the key characteristics of downlink NOMA is to adopt SC at the transmitter, the power allocation issue is naturally existing in all NOMA scenarios. In Chapter 3–6, the power allocation coefficients at transmitters are fixed, and optimized power allocation is capable of further enhancing the performance of each considered NOMA scenario, which is worth researching in the future works.

8.2.1.2 Imperfect CSI

Current work in this thesis on NOMA mostly have relied on the perfect CSI assumption (e.g., in Chapter 3–6), which is difficult to realize, since sending more pilot signals to
improve the accuracy of channel estimation reduces the spectral efficiency. Therefore, it is important to study the impact of imperfect CSI on the reception reliability in NOMA systems. Another example of the strong CSI assumptions is that many NOMA protocols require the CSI at the transmitter, which can cause significant system overhead. However, the use of only a few bits of feedback is promising in NOMA systems, since obtaining the orders of users’ channel conditions is sufficient for the implementation of NOMA in many applications. Therefore, investigating the existing considered NOMA systems with imperfect CSI would be more interesting on the standpoint of the implementation perspective.

8.2.2 Promising Future Directions on NOMA

In this subsection, some promising future directions in terms of NOMA are presented in the following.

8.2.2.1 Spectral-Energy Efficiency Tradeoff of NOMA

The recent research contributions of NOMA in terms of resource allocation mostly aims to maximize the system spectral efficiency (SE). However, the energy efficiency (EE) of NOMA systems—as one main concern in the state-of-the-art wireless communications—which is to the best of my knowledge, has not been investigated and still in its fancy. Thus, it is imperative to study the SE-EE tradeoff in NOMA systems. Besides, although the above literature addresses the issue of rate fairness, there is a lack of a general framework to model different types of rate fairness in resource allocation. As a consequence, investigating the spectral and energy efficiency tradeoff considering fairness issue is a promising future research direction and it is my undergoing topics.
8.2.2.2 D2D NOMA Communications towards 5G

Due to the recent rapid explosion in the demand of local area services in cellular networks, an emerging technology, namely D2D communication, was invoked to enable direct communications between devices without the assistance of cellular BSs [132]. The main advantages of integrating D2D communications into cellular networks are: i) It enables low-power transmission of proximity services to improve the energy efficiency; ii) It allows to reuse the frequency of the cellular networks in an effort to increase the spectral efficiency; and iii) It has penitential to facilitate new types of peer-to-peer (P2P) services [133]. Note that one of common features for both D2D and NOMA is to enhance the spectral efficiency by managing the interference among users in one resource block. Motivated by this, it is naturally to consider to investigate more intelligent joint interference management approaches, for fully exploiting the potential benefits of both D2D and NOMA, which is another my ongoing research work.

8.2.2.3 Novel Channel Estimation Design in Massive-MIMO-NOMA

In practical wireless communication system, obtaining the channel state information at the transmitter (CSIT) is not a trivial problem, which requires the pilot training process, especially in Massive-MIMO-NOMA systems. Massive-MIMO-NOMA enables large number of antennas be equipped at the BS, which provides large array gains or multiplexing gains for NOMA. However, large number arrays brings challenges for accurate channel estimation, the downlink pilot training overhead and the uplink CSI feedback overhead will become prohibitively large. Additionally, the channel coherence time and bandwidth limits the number of independent pilot available symbols [109]. Motivated by all the aforementioned reasons, a novel CSIT estimation design is more than necessary to support the Massive-MIMO-NOMA systems. By utilizing the joint sparsity of the user channel matrix, compressive sensing (CS) can be invoked as an effective approach to achieve low-cost channel estimation by reducing the training pilot symbols [134], as well
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as to reduce the feedback overhead from receivers to the BS. In the CS based CSI estimation for Massive-MIMO-NOMA, a suitable measurement matrix is more than desired, by considering the universality, recovery complexity, speed minimal number of measurements required and implementation. More specifically, machine learning is supposed to be invoked for measurement matrix design and sparse domain selection in channel estimation for Massive-MIMO-NOMA, which is another valuable research topic.

8.2.2.4 Hybrid Multiple Access Design

It has been envisioned that future cellular networks will be designed by using more than one MA techniques, and this trend has also been evidenced by the recent application of NOMA to 3GPP-LTE. Particularly, MUST is a hybrid MA scheme between OFDMA and NOMA, where NOMA is to be used when users have very different CSI, e.g., one user close to the BS and the other at the cell edge. Therefore it is important to study how to combine NOMA with other types of MA schemes in future research works, including not only the conventional OMA schemes but also those newly developed 5G MA techniques.

8.2.2.5 Cross-layer Optimization of NOMA

Cross-Layer optimization is important to maximize the performance of NOMA in practice and meet the diversified demands of 5G, e.g, spectral efficiency, energy efficiency, massive connectivity, and low latency. For example, practical designs of coding and modulation are important to realize the performance gain of NOMA at the physical layer, and it is crucial to study how to feed these gains from the physical layer to the design of upper layer protocols. This cross-layer optimization is particularly important to NOMA which, unlike conventional MA schemes, takes the user fairness into consideration, which means that the issues related to user scheduling and pairing, power allocation, pilot and retransmission schemers design need to be jointly optimized. As such, the joint cross-layer optimization of NOMA can be an interesting research topic.
Appendix A

Proof in Chapter 3

A.1 Proof of Theorem 2

Substituting (3.4) and (3.12) into (3.22), the outage probability can be expressed as follows:

\[
P_{A_i} = \Pr \left( \gamma_{A_i, \text{MRC}}^{x_{i1}} < \tau_1, \frac{\rho |h_{B_i}|^2 |p_{i1}|^2}{\rho |h_{B_i}|^2 |p_{i2}|^2 + 1 + d_{B_i}^\alpha} > \tau_1 \right)_{\Theta_1}
\]

\[
+ \Pr \left( \gamma_{S, A_i}^{x_{i1}} < \tau_1, \frac{\rho |h_{B_i}|^2 |p_{i1}|^2}{\rho |h_{B_i}|^2 |p_{i2}|^2 + 1 + d_{B_i}^\alpha} < \tau_1 \right)_{\Theta_2}
\]

(A.1.1)
\( \Theta_1 \) is expressed as

\[
\Theta_1 = \Pr \left( Z_i < \frac{\tau_i - \frac{\rho X_i \rho^2}{\rho X_i \rho^2 + 1}}{\eta^p (Y_i - \varepsilon_{A_i})}, X_i < \varepsilon_{A_i}, Y_i > \varepsilon_{A_i} \right)
\]

\[
= \int_{D_0} \int_{D_A} \int_{\varepsilon_{A_i}}^{\infty} \int_{\varepsilon_{A_i}}^{\infty} \left( 1 - e^{-(1+d_{C_i}^\alpha)} \frac{\tau_i - \frac{\rho X_i \rho^2}{\rho X_i \rho^2 + 1}}{\eta^p (y-a_{A_i})} \right) f_{Y_i}(y) \, dy \, \Xi
\]

\[
\times f_{X_i}(x) \, dx \, f_{W_A}(\omega_{A_i}) \, d\omega_{A_i} \, f_{W_B}(\omega_{B_i}) \, d\omega_{B_i}, \quad (A.1.2)
\]

where \( f_{X_i}(x) = (1 + d_{A_i}^\alpha) e^{-(1+d_{A_i}^\alpha)x} \) and \( f_{Y_i}(y) = (1 + d_{B_i}^\alpha) e^{-(1+d_{B_i}^\alpha)y} \).

Based on (A.1.2), using \( t = y - \varepsilon_{A_i} \), \( \Xi \) is calculated as follows:

\[
\Xi = \int_0^\infty \left( 1 - e^{-(1+d_{C_i}^\alpha)} \frac{\tau_i - \frac{\rho X_i \rho^2}{\rho X_i \rho^2 + 1}}{\eta^p (1+d_{B_i}^\alpha)} e^{-(1+d_{B_i}^\alpha)(t+\varepsilon_{A_i})} \right) dt. \quad (A.1.3)
\]

Applying [125] Eq. (3.324), (A.1.3) is rewritten as follows:

\[
\Xi = e^{-(1+d_{B_i}^\alpha)\varepsilon_{A_i}} \left( 1 - 2\sqrt{\chi \Lambda K_1} \left( \frac{2}{\sqrt{\chi \Lambda}} \right) \right), \quad (A.1.4)
\]

where \( \Lambda = \frac{(1+d_{B_i}^\alpha)(1+d_{C_i}^\alpha)}{\eta^p} \) and \( \chi = \tau_i - \frac{\rho X_i \rho^2}{\rho X_i \rho^2 + 1} \).

The series representation of Bessel functions is used to obtain the high SNR approximation which is expressed as follows:

\[
x K_1(x) \approx 1 + \frac{x^2}{2} \left( \ln \frac{x}{2} + c_0 \right), \quad (A.1.5)
\]

where \( K_1(\cdot) \) is the modified Bessel function for the second kind, \( c_0 = -\frac{\varphi(1)}{2} - \frac{\varphi(2)}{2} \), and \( \varphi(\cdot) \) denotes the psi function [125].

To obtain the high SNR approximation of (A.1.4) and using (A.1.5), the following
express is obtained as

\[
\Xi \approx -\chi \Lambda \left( \ln \chi \Lambda + 2c_0 \right).
\]  
(A.1.6)

Substituting (A.1.6) into (A.1.2), (A.1.2) is rewritten as follows:

\[
\Theta_1 = -\int_0^{\epsilon A_i} \chi \int_{D_{A_i}} \Lambda e^{-\left(1+d_{B_i}^2\right)x} \left( 1 + d_{B_i}^2 \right) \left( \ln \chi \Lambda + 2c_0 \right) f_{W_{B_i}}(\omega_{B_i}) d\omega_{B_i} f_{W_{A_i}}(\omega_{A_i}) d\omega_{A_i} dx.
\]

(A.1.7)

Since \( d_{C_i} = \sqrt{d_{A_i}^2 + d_{B_i}^2 - 2d_{A_i}d_{B_i}\cos(\theta_i)} \) and \( R_{D_C} \gg R_{D_B} \), the distance can be approximated as \( d_{A_i} \approx d_{C_i} \). Applying (3.16), \( \Phi \) is calculated as follows:

\[
\Phi \approx 2 \frac{R_{D_B}}{m_0^2} \int_0^{R_{D_B}} (1 + r^\alpha) \left( \ln m_0 (1 + r^\alpha) + 2c_0 \right) r dr,
\]

(A.1.8)

where \( m_0 = \frac{\chi(1+d_{C_i}^2)}{\eta p} \approx \frac{\chi(1+d_{A_i}^2)}{\eta p} \).

For an arbitrary choice of \( \alpha \), the integral in (A.1.8) is mathematically intractable, Gaussian-Chebyshev quadrature is used to find the approximation. Then \( \Phi \) can be approximated as follows:

\[
\Phi \approx \frac{\omega N}{2} \sum_{n=1}^{N} \left( \sqrt{1 - \phi_n^2} c_n \left( \ln m_0 c_n + 2c_0 \right) (\phi_n + 1) \right).
\]

(A.1.9)
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Substituting (A.1.9) into (A.1.7), (A.1.7) is rewritten as follows:

\[
\Theta_1 = -\frac{1}{\pi \left( R_{DA}^2 - R_{DC}^2 \right)} \omega_N \int_0^{\xi_{A_i}} \int_{R_{DA}}^{R_{DC}} \int_0^{2\pi} \frac{\chi (1 + r^\alpha)^2}{\eta \rho} e^{-(1 + r^\alpha) x} d\theta d\phi d\xi \times \sum_{n=1}^{N} \left( \sqrt{1 - \phi_n^2} c_n \left( \ln \frac{\chi (1 + r^\alpha)}{\eta \rho} c_n + 2c_0 \right) (\phi_n + 1) \right) r d\phi d\xi dx
\]

\[
= -\frac{\omega_N}{R_{DA}^2 - R_{DC}^2} \int_0^{\xi_{A_i}} \int_{R_{DA}}^{R_{DC}} \int_0^{2\pi} \frac{\chi}{\eta \rho} \sum_{n=1}^{N} (\phi_n + 1) \sqrt{1 - \phi_n^2} \chi e^{-(1 + r^\alpha) x} c_n \left( \ln \frac{\chi (1 + s_k^\alpha)}{\eta \rho} c_n + 2c_0 \right) dr d\theta d\xi. 
\]

(A.1.10)

Similarly as above, Gaussian-Chebyshev quadrature is used to find an approximation of \( \Delta \) in (A.1.10) as follows:

\[
\Delta \approx \omega_K \left( R_{DA} - R_{DC} \right) \sum_{k=1}^{K} \sqrt{1 - \psi_{m}^2} (1 + s_k^\alpha)^2 
\times e^{-(1 + s_k^\alpha) x} c_n \left( \ln \frac{\chi (1 + s_k^\alpha)}{\eta \rho} c_n + 2c_0 \right) dx. 
\]

(A.1.11)

Substituting (A.1.11) into (A.1.10), (A.1.10) is rewritten as follows:

\[
\Theta_1 = a_2 \sum_{n=1}^{N} (\phi_n + 1) \sqrt{1 - \phi_n^2} c_n \sum_{k=1}^{K} \sqrt{1 - \psi_{m}^2} (1 + s_k^\alpha)^2 
\times \int_0^{\xi_{A_i}} \chi e^{-(1 + s_k^\alpha) x} \left( \ln \frac{\chi (1 + s_k^\alpha)}{\eta \rho} c_n + 2c_0 \right) dx. 
\]

(A.1.12)

where \( a_2 = -\frac{\omega_N \omega_K}{2(R_{DA} + R_{DC}) \eta \rho} \).

Similarly, Gaussian-Chebyshev quadrature is used to find an approximation of \( \Psi \) in (A.1.12) as follows:

\[
\Psi \approx \frac{\omega_M \xi_{A_i}}{2} \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2} e^{-(1 + s_k^\alpha) t_m} \chi_{t_m} \left( \ln \frac{\chi_{t_m} (1 + s_k^\alpha)}{\eta \rho} c_n + 2c_0 \right). 
\]

(A.1.13)
Substituting (A.1.13) into (A.1.12), the following expression is obtained

\[ \Theta_1 \approx \zeta_1 \sum_{n=1}^{N} (\phi_n + 1) \sqrt{1 - \phi_n^2} c_n \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 s_k (1 + s_k^0)^2} \]
\[ \times \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2} e^{-(1+s_m^0)t_m} \chi_m \frac{\ln \chi_m (1 + s_m^0)}{\eta \rho} c_n + 2c_0}. \]  
(A.1.14)

\[ \Theta_2 \text{ can be expressed as follows:} \]
\[ \Theta_2 = \Pr(X_i < \varepsilon_{A_i}) \Pr(Y_i < \varepsilon_{A_i}). \]  
(A.1.15)

The CDF of \( X_i \) for \( A_i \) is given by

\[ F_{X_i}(\varepsilon) = \int_D \left( 1 - e^{-\left(1+d_{A_i}\right)^\varepsilon} \right) f_{W_{A_i}}(\omega_{A_i}) d\omega_{A_i} \]
\[ = \frac{2}{R_{DA}^2 - R_{DC}^2} \int_{R_{DC}}^{R_{DA}} \left( 1 - e^{-(1+r^\alpha)^\varepsilon} \right) rdr. \]  
(A.1.16)

For an arbitrary choice of \( \alpha \), similarly to (3.19), Gaussian-Chebyshev quadrature is provided to find the approximation for the CDF of \( X_i \). (A.1.16) is rewritten as follows:

\[ F_{X_i}(\varepsilon) \approx \frac{\omega K}{R_{DA} + R_{DC}} \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 \left( 1 - e^{-(1+s_k^0)^\varepsilon} \right) s_k}. \]  
(A.1.17)

When \( \varepsilon \to 0 \), a high SNR approximation of the (A.1.17) is given by

\[ F_{X_i}(\varepsilon) \approx \frac{\omega K \varepsilon}{R_{DA} + R_{DC}} \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 (1 + s_k^0)s_k}. \]  
(A.1.18)

Substituting (A.1.18) and (3.19) into (A.1.15), the approximation for the general case
can be obtained as follows:

\[
\Theta_2 \approx a_1 \sum_{n=1}^{N} \sqrt{1 - \phi_n^2 c_n (\phi_n + 1)} \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 (1 + s_k^0) s_k}.
\]  (A.1.19)

Combining (A.1.14) and (A.1.19), (3.23) can be obtained.

The proof is complete.

### A.2 Proof of Corollary 2

For the special case \( \alpha = 2 \), and let \( \lambda = (1 + r^2) \), (A.1.9) is rewritten as follows:

\[
\Phi|_{\alpha=2} = \frac{1}{R_{DB}^2} \int_{1}^{1+R_{DB}^2} \lambda (\ln m_0^* \lambda + 2 c_0) d\lambda
\]

\[
= \frac{(R_{DB}^2 + 2)}{2} \ln m_0^* + b_0,
\]  (A.2.1)

where \( m_0^* = \frac{\chi(1+\rho_c^2)}{\eta \rho} \approx \frac{\chi(1+\rho_A^2)}{\eta \rho} \).

Substituting (A.2.1) and applying \( \alpha = 2 \) into (A.1.2), the following expression is obtained

\[
\Theta_1|_{\alpha=2} = -\frac{(R_{DB}^2 + 2)}{2(R_{DA}^2 - R_{DC}^2)} \eta \rho \int_{0}^{\varepsilon A_i} \chi
\]

\[
\left[ \int_{R_{DC}}^{R_{DA}} r (1 + r^2)^{e - (1 + r^2)x} \left( \ln \frac{\chi (1 + r^2)}{\eta \rho} + b_0 \right) dr \right] dx.
\]  (A.2.2)

Note that the integral \( \Delta|_{\alpha=2} \) in (A.2.2) is mathematically intractable. Gaussian-Chebyshev quadrature is used to find an approximation. Then \( \Delta|_{\alpha=2} \) can be approxi-
mated as follows:

\[
\Delta|_{\alpha=2} \approx \frac{\omega_K}{2} \left( R_{DA} - R_{DC} \right) \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 s_k (1 + s_k^2)^2} e^{-\left(1 + s_k^2\right)x} \left( \ln \frac{\chi (1 + s_k^2)}{\eta \rho} + b_0 \right).
\]  
(A.2.3)

Substituting (A.2.3) into (A.2.2), (A.2.2) is rewritten as follows:

\[
\Theta_1|_{\alpha=2} = -\frac{\omega_K}{4 (R_{DA} + R_{DC})} \eta \rho \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 s_k (1 + s_k^2)^2}
\times \int_{0}^{\varepsilon_{\kappa_i}} x e^{-\left(1 + s_k^2\right)x} \left( \ln \frac{\chi (1 + s_k^2)}{\eta \rho} + b_0 \right) \, dx.
\]  
(A.2.4)

Similarly, Gaussian-Chebyshev quadrature is used to find the approximation of \(\Psi|_{\alpha=2}\) in (A.2.4) as follows:

\[
\Psi|_{\alpha=2} \approx \frac{\omega_M \varepsilon_{\kappa_i}}{2} \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2} \chi_t e^{-\left(1 + s_k^2\right)t_m} \left( \ln \frac{\chi_t (1 + s_k^2)}{\eta \rho} c_n + b_0 \right).
\]  
(A.2.5)

Substituting (A.2.5) into (A.2.4), the following expression is obtained

\[
\Theta_1|_{\alpha=2} = \zeta_2 \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 s_k (1 + s_k^2)^2} \sum_{m=1}^{M} \sqrt{1 - \varphi_m^2}
\times \chi_t e^{-\left(1 + s_k^2\right)t_m} \left( \ln \frac{\chi_t (1 + s_k^2)}{\eta \rho} c_n + b_0 \right).
\]  
(A.2.6)

For the special case \(\alpha = 2\), the CDF of \(X_i\) in (A.1.16) can be calculated as follows:

\[
F_{X_i}(\varepsilon)|_{\alpha=2} = 1 - \frac{e^{-\left(1 + R_{DA}^2\right)\varepsilon}}{\varepsilon \left( R_{DA}^2 - R_{DC}^2 \right)} + \frac{e^{-\left(1 + R_{DA}^2\right)\varepsilon}}{\varepsilon \left( R_{DA}^2 - R_{DC}^2 \right)}.
\]  
(A.2.7)

Substituting (A.2.7) and (3.21) into (A.1.15), \(\Theta_2\) for the special case \(\alpha = 2\) in exact
closed-form can be obtained as follows:

$$
\begin{align*}
\Theta_2|_{\alpha=2} &= \left(1 - \frac{e^{-\left(1+R_{DC}^2\right)} e_{A_i}}{e_{A_i}} \left(R_{DA}^2 - R_{DC}^2\right) e_{A_i}\right) + \left(1 - \frac{e^{-\left(1+R_{DB}^2\right)} e_{A_i}}{R_{DB}^2 e_{A_i}}\right) \\
&\times \left(1 - \frac{e^{-\left(1+R_{DA}^2\right)} e_{A_i}}{R_{DA}^2 e_{A_i}}\right).
\end{align*}
$$

(A.2.8)

Combining (A.2.6) and (A.2.8), (3.24) can be obtained.

The proof is complete.

A.3 Proof of Theorem 4

Conditioned on the event that the numbers of users in group \{A_i\} and \{B_i\} satisfy $V = N_A \geq 1, N_B \geq 1$, the outage probability for $A_i^*$ by applying $X_i^* \to X_i, Y_i^* \to Y_i,$ and $Z_i^* \to Z_i$ in (A.1.1) is expressed as

$$
P_{A_i^*} = \Pr \left( \frac{\rho X_i^* |p_{i1}|^2}{\rho X_i^* |p_{i2}|^2 + 1} < \tau_1, \frac{\rho Y_i^* |p_{i2}|^2 Y_i^* + 1}{\rho |p_{i2}|^2 Y_i^* + 1} < \tau_1 \bigg| V \right)$$

$$
+ \Pr \left( Z_i^* < \frac{\tau_1 - \rho X_i^* |p_{i2}|^2 + 1}{\rho (Y_i^* - e_{A_i})}, X_i^* < e_{A_i}, Y_i^* > e_{A_i} \bigg| V \right)
$$

(A.3.1)

where $X_i^* = \frac{|h_{A_i}|^2}{1 + d_{A_i}^2}$, $Y_i^* = \frac{|h_{B_i}|^2}{1 + d_{B_i}^2}$, and $Z_i^* = \frac{|g_i|^2}{1 + d_{C_i}^2}$. Here $d_{A_i^*}$, $d_{B_i^*}$, and $d_{C_i^*}$ are distances from the BS to $A_i^*$, from the BS to $B_i^*$, and from $A_i^*$ to $B_i^*$, respectively.

Since $R_{DC} \gg R_{DB}$, the distance can be approximated as $d_{A_i^*} \approx d_{C_i^*}$. Using a similar approximation method as that used to obtain (A.1.2), $\Theta_1^*$ is calculated as follows:

$$
\Theta_1^* = - \int_0^{e_{A_i}} \chi \int_{R_{DC}}^{R_{DA}} \frac{\left(1 + r_A^2\right)^2}{\eta \rho} e^{-\left(1+r_A^2\right)} \Phi^* f_{d_{A_i^*}} \left(r_A\right) dr_A dx,
$$

(A.3.2)
where

\[ \Phi^* = \int_0^{R_{DB}} (1 + r_B^2) \left( \ln \frac{(1+r_A^2)(1+r_A^2)}{\eta p} + 2c_0 \right) f_{d_{Bi}^*}(r_B) \, dr_B \]
and \( f_{d_{Ai}^*}(r_A) \) is the PDF of the nearest \( A_i^* \).

Similar to (3.33) and applying stochastic geometry within the ring \( D_A \), \( f_{d_{Ai}^*}(r_A) \) is obtained as follows:

\[ f_{d_{Ai}^*}(r_A) = \xi_A r_A e^{-\pi \lambda_A r_A^2} \]

(3.33)

where

\[ \xi_A = \frac{2\pi \lambda_A}{1 - e^{-\pi \lambda_A (R_{DA}^2 - R_{DC}^2)}}. \]

Substituting (A.3.3) and (3.33) into (A.3.2), and using the Gaussian-Chebyshev quadrature approximation, \( \Phi^* \) can be expressed as follows:

\[ \Phi^* \approx \frac{\xi_B \omega N R_{DB}}{2} \sum_{n=1}^N \sqrt{1 - \phi_n^2} (1 + c_{n*}^0) \left( \ln m_{B*} (1 + c_{n*}^0) + 2c_0 \right) c_{n*} e^{-\pi \lambda_B c_{n*}^2} \]

(3.34)

where \( m_{B*} = \frac{\chi (1+r_A^2)}{\eta p} \).

Substituting (A.3.4) into (A.3.2), the following expression is obtained

\[ \Theta^*_1 = -\frac{\xi_B \omega N R_{DB}}{2 \eta p} \int_0^{R_{DA}} e^{-\pi \lambda_A r_A^2} \sum_{n=1}^N \sqrt{1 - \phi_n^2} (1 + c_{n*}^0) c_{n*} e^{-\pi \lambda_B c_{n*}^2} \Delta^* dx, \]

(A.3.5)

where \( \Delta^* = \int_{R_{DC}}^{R_{DA}} \left( \ln \frac{(1+r_A^2)}{\eta p} (1 + c_{n*}^0) + 2c_0 \right) (1 + c_{n*}^0)^2 r_A e^{-\pi \lambda_A (r_A^2 - R_{DC}^2)} \, dr_A. \)

Applying Gaussian-Chebyshev quadrature approximation to \( \Delta^* \), the following expression is obtained

\[ \Delta^* \approx \frac{\omega K (R_{DA} - R_{DC})}{2} \sum_{k=1}^K \sqrt{1 - \psi_k^2 (1 + s_k^2)^2} \times \left( \ln \frac{(1+s_k^2)(1 + c_{n*}^0)}{\eta p} + 2c_0 \right) s_k e^{-\pi \lambda_A (s_k^2 - R_{DC}^2)}. \]

(A.3.6)
Substituting (A.3.6) into (A.3.2), the following expression is obtained

\[ \Theta_1^* = b_5 \sum_{n=1}^{N} \sqrt{1 - \phi_n}^2 (1 + c_{n*}) c_{n*} e^{-\pi \lambda_p c_n^2} \]

\[ \times \sum_{k=1}^{K} \sqrt{1 - \psi_k^2} (1 + s_k^2)^2 s_k e^{-\pi \lambda_p (s_k^2 - R_{DC}^2)} \]

\[ \times \int_{0}^{\varepsilon_{A_i}} \chi e^{-(1+r_{A})x} \left( \ln \chi (1 + s_k^2) (1 + c_{n*}^0) + 2c_0 \right) dx, \]  

(A.3.7)

where \( b_5 = -\frac{\xi_B \omega_N \omega_K R_D B (R_D A - R_D C)}{4 \eta_p} \).

Applying Gaussian-Chebyshev quadrature approximation to \( \Psi^* \), the following expression is obtained

\[ \Psi^* \approx \sum_{m=1}^{M} \omega_m \frac{\varepsilon_{A_i}}{2} \sqrt{1 - \phi_m^2} e^{-(1+s_k^2)t_m} \chi t_m \left( \ln \chi t_m (1 + s_k^2) (1 + c_{n*}^0) + 2c_0 \right). \]  

(A.3.8)

Substituting (A.3.8) into (A.3.7), the following expression is obtained

\[ \Theta_1^* = s^* \sum_{n=1}^{N} \sqrt{1 - \phi_n}^2 (1 + c_{n*}) c_{n*} e^{-\pi \lambda_p c_n^2} \sum_{k=1}^{K} \sqrt{1 - \psi_k^2} \]

\[ \times (1 + s_k^2)^2 s_k e^{-\pi \lambda_p (s_k^2 - R_{DC}^2)} \sum_{m=1}^{M} \sqrt{1 - \phi_m^2} \]

\[ \times e^{-(1+s_k^2)t_m} \chi t_m \left( \ln \chi t_m (1 + s_k^2) (1 + c_{n*}^0) + 2c_0 \right). \]  

(A.3.9)

Conditioned on the number of users in group \( \{A_i\} \) and \( \{B_i\} \), \( \Theta_2^* \) is obtained as follows:

\[ \Theta_2^* = \Pr \left( X_{i*} < \varepsilon_{A_i} | N_A \geq 1 \right) \Pr \left( Y_{i*} < \varepsilon_{A_i} | N_B \geq 1 \right) \]

\[ = F_{X_{i*}} (\varepsilon_{A_i}) F_{Y_{i*}} (\varepsilon_{A_i}). \]  

(A.3.10)
Similar to (3.34), the CDF of $A_i^*$ is given by

$$F_{X_i^*}(\varepsilon) = \xi_A \int_{R_{DC}}^{R_D A} \left(1 - e^{-(1+r_A^*)\varepsilon} \right) r_A e^{-\pi \lambda_A \left(r_A^2 - R_{DC}^2 \right)} dr_A. \quad (A.3.11)$$

Applying the Gaussian-Chebyshev quadrature approximation, the following expression is obtained

$$F_{X_i^*}(\varepsilon) \approx b_2 \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 \left(1 - e^{-(1+s_k^*)\varepsilon} \right) s_k e^{-\pi \lambda_A s_k^2}}. \quad (A.3.12)$$

Substituting (A.3.12) and (3.35) into (A.3.10) and using a high SNR approximation, the following expression is obtained

$$\Theta_2^* \approx b_2 b_3 \sum_{k=1}^{K} \sqrt{1 - \psi_k^2 \left(1 + s_k^\alpha \right) s_k e^{-\pi \lambda_A s_k^2}} \sum_{n=1}^{N} \left( \sqrt{1 - \phi_n^2 \left(1 + c_n^\alpha \right) c_n e^{-\pi \lambda_B c_n^2}} \right). \quad (A.3.13)$$

Combining (A.3.13) and (A.3.7), (3.37) is obtained.

The proof is complete.

A.4 Proof of Theorem 5

The outage probability for $A_i^*$ by applying $X_i^* \rightarrow X_i$, $Y_i^* \rightarrow Y_i$, and $Z_i^* \rightarrow Z_i$ in (A.1.1) can be expressed as

$$P_{A_i^*} = \Pr \left( \left. \begin{array}{c}
\frac{\rho X_i^*|p_i|}{\rho X_i^*|p_i|^2 + 1} < \tau_1, \frac{\rho Y_i^*|p_i|}{\rho|p_i|^2} < \tau_1 \\
\Theta_2^*, \Theta_2^*
\end{array} \right| V \right)$$

$$+ \Pr \left( \left. \begin{array}{c}
\frac{Z_i - \rho X_i^*|p_i|^2}{\eta \rho (Y_i^* - \varepsilon_{A_i})} \leq \tau_1, X_i^* < \varepsilon_{A_i}, Y_i^* > \varepsilon_{A_i}
\end{array} \right| V \right), \quad (A.4.1)$$
where $X'_i = \frac{|h_{A_i}|^2}{1+d_{A_i}'}$ and $Z'_i = \frac{|g_{i}|^2}{1+d_{C_i}'}$. Here $d_{A_i}'$ and $d_{C_i}'$ are distances from the BS to $A_i'$ and from $A_i'$ to $B_i'$, respectively.

Since $R_{D_C} \gg R_{D_B}$, the distance can be approximated as $d_{A_i}' \approx d_{C_i}'$. Using a similar approximation method as that used to get (A.1.2), first $\Theta_1'$ is calculated as follows:

$$\Theta_1' = -\int_0^{\varepsilon_{A_i}} \chi \int_{R_{D_C}}^{R_{D_A}} \frac{1+(1+r_A'^2)}{\eta \rho} e^{-(1+r_A'^2)x} \times \int_0^{R_{D_B}} (1+r_B'^2) \left( \ln \frac{1+r_B'^2}{1+r_A'^2} \frac{\eta \rho + 2c_0}{\eta \rho} \right) \times f_{d_{A_i}'}(r_B) dr_B f_{d_{A_i}'}(r_A) dr_A dx,$$  \hspace{1cm} (A.4.2)

where $f_{d_{A_i}'}(r_A)$ is the PDF for the farthest $A_i'$.

Similar to (3.33) and applying stochastic geometry within the ring $D_A$, the following expression is obtained $f_{d_{A_i}'}(r_A)$ as follows:

$$f_{d_{A_i}'}(r_A) = \xi_A r_A e^{-\pi \lambda_A (R_{D_A}^2 - r_A^2)}.$$  \hspace{1cm} (A.4.3)

Conditioned on the number of $A_i'$ and $B_i^*$, the following expression is obtained

$$\Theta_2' = \Pr (X_i' < \varepsilon_{A_i} | N_A \geq 1) \Pr (Y_i^* < \varepsilon_{A_i} | N_B \geq 1)$$

$$= F_{X_i'} (\varepsilon_{A_i}) F_{Y_i^*} (\varepsilon_{A_i}).$$ \hspace{1cm} (A.4.4)

Following a similar procedure as that used to obtain $\Theta_1'$ and $\Theta_2'$ in Appendix B, $\Theta_1'$ and $\Theta_2'$ can be obtained. Then combining $\Theta_1'$ and $\Theta_2'$, the general case (3.42) is obtained. For the special case $\alpha = 2$, following a method similar to that used to calculate (3.38), (3.43) can be obtained.

The proof is complete.
Appendix B

Proof in Chapter 6

B.1 Proof of Lemma 3

To derive the CDF of $F_{\gamma_B}$, based on (6.2), the following expression can be formulated

$$F_{\gamma_B}(x) = \Pr\{\rho_B a_n|h_n|^2 \leq x\} = F_{|h_n|^2}\left(\frac{x}{\rho_B a_n}\right), \quad (B.1.1)$$

where $F_{|h_n|^2}$ is the CDF of the ordered channel gain for the $n$-th user.

Assuming $y = \frac{x}{\rho_B a_n}$, and using order statistics [124] as well as applying binary series expansion, the CDF of the ordered channels has a relationship with the unordered channels captured as follows:

$$F_{|h_n|^2}(y) = \varphi_n \sum_{p=0}^{M-n} \binom{M-n}{p} (-1)^p \left( F_{|\tilde{h}_n|^2}(y) \right)^{n+p}, \quad (B.1.2)$$

where $F_{|\tilde{h}_n|^2}$ is the CDF of unordered channel gain for the $n$-th user.

Based on the assumption of homogeneous PPP, and by relying on polar coordinates,
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\[ F_{|\hat{h}_n|^2} \] is expressed as

\[ F_{|\hat{h}_n|^2}(y) = \frac{2}{R_D^2} \int_0^{R_D} \left( 1 - e^{-(1+r^n)y} \right) r dr. \quad (B.1.3) \]

However, it is challenging to arrive at an easily implemented insightful expression for \( F_{|\hat{h}_n|^2}(y) \). Therefore, the Gaussian-Chebyshev quadrature relationship of [120] is invoked for finding an approximation of \((B.1.3)\) in the following form:

\[ F_{|\hat{h}_n|^2}(y) \approx \sum_{k=0}^{K} b_k e^{-c_k y}. \quad (B.1.4) \]

Substituting \((B.1.4)\) into \((B.1.2)\) and applying the multinomial theorem, the CDF \( F_{|\hat{h}_n|^2} \) of ordered channel gain is given by

\[ F_{|\hat{h}_n|^2}(y) = \varphi_n \sum_{p=0}^{M-n} \binom{M-n}{p} \left( \frac{-1}{n+p} \sum_{S_k}^{q_0+\cdots+q_K} \left( \prod_{k=0}^{K} b_{q_k} \right) e^{-\sum_{k=0}^{K} q_k c_k y} \right). \quad (B.1.5) \]

Substituting \( y = \frac{x}{\rho_n \sigma_n} \) into \((B.1.5)\), \((6.4)\) can be obtained. The proof is complete.

B.2 Proof of Lemma 6

Based on \((6.32)\), the CDF of \( F_{B_m}^{AN} \) can be expressed as

\[ F_{B_m}^{AN}(x) = \Pr \left\{ \gamma_{B_m}^{AN} \leq x \right\} \]

\[ = \Pr \left\{ \frac{a_m \sigma_s^2 \| h_m \|^2}{a_n \sigma_s^2 \| h_m h_m^\dagger \|^2 + a_n \sigma_s^2 \| h_m V_n \|^2 + 1 + d_m^2} \leq x \right\}. \quad (B.2.1) \]
It may be readily seen that $\|h_m\|^2$ obeys a Gamma distribution having the parameters of $(N_A, 1)$. Hence the CDF of $\|h_m\|^2$ is given by

$$F_{B_m}^{AN}(x) = 1 - e^{-x} \sum_{p=0}^{N_A-1} \frac{x^p}{p!}.$$ \hspace{1cm} (B.2.2)

Denoting $X_m = \left| \frac{h_m^\dagger h_m}{\|h_m\|^2} \right|^2, Y_m = \|h_m V_n\|^2$, based on (B.2.2), (B.2.1) can be rewritten as

$$F_{B_m}^{AN}(x) = \Pr \left\{ \|h_m\|^2 \leq x \nu \left( f_{m}^{AN} + \frac{1 + d_m\alpha}{a_n} \right) \right\} = 1 - \int_{D_2} \int_0^{\infty} \sum_{p=0}^{N_A-1} \frac{\nu^p}{p!} \left( 1 + \frac{d_m\alpha}{a_n} \right)^p \nu x \sum_{q=0}^{\nu x} \left( p_1 \right) f_{D_2}(\omega_m) d\omega_m, \hspace{1cm} (B.2.3)$$

where $\nu = \frac{a_n}{a_m P_S}, f_{m}^{AN}$ and $f_{D_2}$ are the PDF of $I_m^{AN}$ and $D_2$, respectively. Here $I_m^{AN} = \sigma_s^2 X_m + \sigma_a^2 Y_m$ and $f_{D_2}(\omega_m) = \frac{1}{\pi (R_2^2 - R_1^2)}$.

Applying a binary series expansion to (B.2.3), it is arrived at:

$$F_{B_m}^{AN}(x) = 1 - \sum_{p=0}^{N_A-1} \frac{\nu^p}{p!} \sum_{q=0}^{\nu x} \left( p_1 \right) Q_1 \int_{D_2} e^{-\nu x \frac{1 + d_m\alpha}{a_n}} \left( 1 + \frac{d_m\alpha}{a_n} \right)^{-p-q} f_{D_2}(\omega_m) d\omega_m, \hspace{1cm} (B.2.4)$$

where $Q_1 = \int_0^\infty e^{-\nu x z_m} z_m f_{m}^{AN}(z_m) dz_m$. Note that the distance $d_m$ is determined by the location of $\omega_m$. Then changing to polar coordinates and applying a binary series expansion again, it is obtained

$$F_{B_m}^{AN}(x) = 1 - \frac{2e^{\frac{-\nu x}{a_n}}}{R_2^2 - R_1^2} \sum_{p=0}^{N_A-1} \frac{\nu^p}{p!} \sum_{q=0}^{\nu x} \left( p_1 \right) Q_1 \frac{1}{a_n^{p-q}} \sum_{u=0}^{p-q} \left( p - q \right) u \int_{R_1}^{R_2} r^{a_n + 1} e^{-\nu x P_S r^a} dr.$$ \hspace{1cm} (B.2.5)
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By invoking [125, Eq. (3.381.8)], the following expression is obtained

\[ F_{ANB}^m(x) = 1 - \frac{2e^{-\frac{\nu x}{an}}}{R_{D_2}^2 - R_{D_1}^2} \sum_{p=0}^{N_A-1} \frac{\nu^p x^p}{p!} \sum_{q=0}^{p} \frac{p}{q!} Q_1 \frac{1}{a_n^{p-q}} \]
\[ \times \sum_{u=0}^{p-q} \left( \frac{p-q}{u} \right) \gamma \left( u + \delta, \frac{\nu x}{an} R_{D_2}^p \right) - \gamma \left( u + \delta, \frac{\nu x}{an} R_{D_1}^p \right) \] \( \gamma(\nu x a_n u + \delta, \alpha) \), \( \alpha \).

(B.2.6)

Let us now turn the attention to the derivation of the integral \( Q_1 \) in (B.2.4) – (B.2.6).

Note that \( X_m \) follows the exponential distribution with unit mean, while \( Y_m \) follows the distribution \( Y_m \sim Gamma(N_A - 1, 1) \). As such, the PDF of \( f_{IA^N} \) is given by [75]

\[ f_{IA^N}(z_m) = \begin{cases} \frac{1}{\Gamma(q+1)} \left( 1 - \sum_{l=0}^{N_A-2} \frac{\left( \frac{N_A-1}{PS} - \frac{1}{x} \right)^l z_m}{l e^{\left( \frac{N_A-1}{PS} - \frac{1}{x} \right) z_m}} \right), & \theta \neq \frac{1}{N_A} \\ \frac{z_m^{N_A-1} e^{-\frac{z_m}{PS}}}{P_N A (N_A - 1)!}, & \theta = \frac{1}{N_A} \end{cases} \] (B.2.7)

where \( t_1 = \left( \frac{P_{A'}}{PS} \right)^{1-N_A} \). Based on (B.2.7), and applying [125, Eq. (3.326.2)], \( Q_1 \) can be expressed as follows:

\[ Q_1 = \begin{cases} \frac{t_1 \Gamma(q+1)}{(x+\frac{1}{PS})^{q+1}} - \sum_{l=0}^{N_A-2} \frac{t_1 \left( \frac{N_A-1}{PS} \right)^l \Gamma(q+l+1)}{(x+\frac{N_A-1}{PS})^{q+l+1}}, & \theta \neq \frac{1}{N_A} \\ \frac{\Gamma(q+N_A)}{P_N A (N_A - 1)! (x+\frac{1}{PS})^{q+N_A}}, & \theta = \frac{1}{N_A} \end{cases} \] (B.2.8)

Upon substituting (B.2.8) into (B.2.6), the CDF of \( F_{BN}^{AN} \) is given by (6.37).
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B.3 Proof of Lemma 7

Based on (6.34), the CDF of $F_{AN}^{B_n}$ is expressed as follows:

$$F_{AN}^{B_n}(x) = \Pr \left\{ \| h_n \| \leq x \nu \left( \frac{P_A}{N_A - 1} Y_n + \frac{1 + d_n^a}{a_m} \right) \right\}$$

$$= 1 - \sum_{p=0}^{N_A-1} \frac{\vartheta^p p!}{p!} \sum_{q=0}^{p} \left( \begin{array}{c} p \\ q \end{array} \right) Q_3 \int_{D_1} e^{-\frac{\vartheta x}{a_m}(1+d_n^a)} \left( \frac{1}{a_m} (1 + d_n^a) \right)^{p-q} f_{D_1}(\omega_n) d\omega_n, \quad (B.3.1)$$

where $\vartheta = \frac{a_m}{a_n P_S}$, $Q_3 = \int_0^\infty e^{-\vartheta x} \frac{\vartheta}{a_m} f_{I_{AN}^n}(z_n) dz_n$, $f_{I_{AN}^n}$ and $f_{D_1}(\omega_n)$ are the PDF of $I_{AN}^n$ and $D_1$. Here $I_{AN}^n = \frac{P_A}{N_A - 1} Y_n$, $Y_n = \| h_n V_m \|^2$, and $f_{D_1}(\omega_n) = \frac{1}{\pi R_{D_1}^2}$. Upon changing to polar coordinates and applying [125, Eq. (3.381.8)], it is arrived at

$$F_{AN}^{B_n}(x) = 1 - \frac{\delta e^{-\frac{\vartheta x}{a_m}}}{R_{D_1}^2} \sum_{p=0}^{N_A-1} \frac{\vartheta^p p!}{p!} \sum_{q=0}^{p} \left( \begin{array}{c} p \\ q \end{array} \right) Q_3 a_m^{q-p} \sum_{u=0}^{p-q} \left( \begin{array}{c} p - q \\ u \end{array} \right) \gamma \left( u + \delta, \frac{\vartheta x}{a_m} \right) \frac{R_{D_1}^2}{(\frac{\vartheta x}{a_m})^{u+\delta}}. \quad (B.3.2)$$

Finally turn the attention on $Q_3$. It is readily seen that $I_{AN}^n$ obeys the Gamma distribution in conjunction with the parameter $\left( N_A - 1, \frac{P_A}{N_A - 1} \right)$. Then the PDF of $f_{I_{AN}^n}(z_n) = \frac{N_A-2}{P_A} e^{-\frac{z_n}{P_A}} \left( \frac{P_A}{N_A - 1} \right)^{N_A-1} \Gamma(N_A-1)$ can be obtained. Applying [125, Eq. (3.326.2)], $Q_3$ can be expressed as $Q_3 = \frac{\Gamma(N_A-1+q)}{\Gamma(N_A-1)} \left( \frac{P_A}{N_A - 1} \right)^{N_A-1} \left( \frac{\vartheta x}{a_m} \right)^{N_A-1+q}$. Upon substituting $Q_3$ into (B.3.2), the CDF of $F_{AN}^{B_n}(x)$ is obtained as (6.38).
B.4 Proof of Lemma 8

Based on (6.36), the CDF of $F_{\gamma_{E_n}}$ can be expressed as

$$F_{\gamma_{E_n}}(x) = \Pr \left\{ \max_{e \in \Phi, d_e \geq r_p} \left\{ \frac{a_n P_S X_{e,n}}{I^{AN}_e + d^2_e} \right\} \leq x \right\} = E_{\Phi_e} \left\{ \prod_{e \in \Phi, d_e \geq r_p} \int_0^\infty F_{X_{e,n}} \left( \frac{(z + d^2_e) x}{a_n P_S} \right) f_{I^{AN}_e}(z) \, dz \right\}. \quad (B.4.1)$$

Following a procedure similar to that used for obtaining (6.11), this work applies the generating function [115] and switches to polar coordinates. Then (B.4.1) can be expressed as

$$F_{\gamma_{E_n}}(x) = \exp \left[ -2\pi \lambda_e \int_{r_p}^\infty r e^{-\frac{a_n P_S r^2}{2}} \, dr Q_2 \right], \quad (B.4.2)$$

where $Q_2 = \int_0^\infty e^{-z \frac{a_n P_S}{2}} f_{I^{AN}_e}(z) \, dz$. Applying [125, Eq. (3.381.9)], it is arrived at

$$F_{\gamma_{E_n}}(x) = \exp \left[ -\frac{\mu^{AN}_{e1} \Gamma \left( \delta, \mu^{AN}_{e2} x \right)}{x^\delta} Q_2 \right]. \quad (B.4.3)$$

Let us now turn the attention to solving the integral $Q_2$. Note that all the elements of $\mathbf{h}_e \mathbf{V}_m$ and $\mathbf{h}_e \mathbf{V}_n$ are independent complex Gaussian distributed with a zero mean and unit variance. The notation $Y_{e,m} = \|\mathbf{h}_e \mathbf{V}_m\|^2$ and $Y_{e,n} = \|\mathbf{h}_e \mathbf{V}_n\|^2$ are introduced. As a consequence, both $Y_{e,m}$ and $Y_{e,n}$ obey the Gamma $(N_A - 1, 1)$ distribution. Based on the properties of the Gamma distribution, the following expressions are obtained: $a_m \sigma_a^2 Y_{e,m} \sim Gamma \left( N_A - 1, a_m \sigma_a^2 \right)$, $a_n \sigma_a^2 Y_{e,n} \sim Gamma \left( N_A - 1, a_n \sigma_a^2 \right)$. Then the sum of these two items $I^{AN}_e$ obeys the generalized integer Gamma (GIG) distribution. According to [135], the PDF of $I^{AN}_e$ is given by

$$f_{I^{AN}_e}(z) = (-1)^{N_A-1} \prod_{i=1}^{2} \tau_i^{-N_A-1} \sum_{i=1}^{2} \sum_{j=1}^{N_A-1} \frac{a_{N_A-j,N_A-1}}{(j-1)!} (2 \tau_i - L) j^{-(2N_A-2)} z^{j-1} e^{-\tau_i z}. \quad (B.4.4)$$
Upon substituting (B.4.4) into (B.4.3), as well as applying [125, Eq. (3.381.4)], after some further manipulations, the CDF of $F_{\gamma_{AN}}$ is obtained as

$$F_{\gamma_{AN}}(x) = \exp \left[ \Omega \frac{\Gamma(\delta, x\mu_{AN}^\Lambda)}{\sum_{p=0}^{j} \binom{j}{p}(x)^{p+\delta}(a\mu_{AN}^\Lambda)^{-p}r_i^{-p}} \right]. \quad (B.4.5)$$

Upon setting the derivative of the CDF in (B.4.5), (6.39) can be obtained.

References


[7] Y. Saito, Y. Kishiyama, A. Benjebbour, T. Nakamura, A. Li, and K. Higuchi,


[22] K. Higuchi and A. Benjebbour, “Non-orthogonal multiple access (NOMA) with successive interference cancellation for future radio access,” *IEICE Transactions on Communications*, vol. 98, no. 3, pp. 403–414, 2015.


[40] J. B. Kim and I. H. Lee, “Non-orthogonal multiple access in coordinated direct


Appendix B. Proof in Chapter


Appendix B. Proof in Chapter 6


Appendix B. Proof in Chapter 6


