Effects of non-linearities on magnetic field generation
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Abstract. Magnetic fields are present on all scales in the Universe. While we understand the processes which amplify the fields fairly well, we do not have a “natural” mechanism to generate the small initial seed fields. By using fully relativistic cosmological perturbation theory and going beyond the usual confines of linear theory we show analytically how magnetic fields are generated. This is the first analytical calculation of the magnetic field at second order, using gauge-invariant cosmological perturbation theory, and including all the source terms. To this end, we have rederived the full set of governing equations independently. Our results suggest that magnetic fields of the order of $10^{-30} - 10^{-27}$ G can be generated (although this depends on the small scale cut-off of the integral), which is largely in agreement with previous results that relied upon numerical calculations. These fields are likely too small to act as the primordial seed fields for dynamo mechanisms.

PACS numbers: 98.80.Cq
1. Introduction

Magnetic fields are prevalent everywhere in the universe, from the small scales in our solar system to larger, intergalactic scales. These fields are relatively strong on planetary scales, of the order of a few Gauss, and have a coherence length of a few thousand kilometres, but become weaker as the scales, and the fields’ coherence length, increase. On galactic scales, magnetic fields are observed with a coherence length of a few kiloparsecs and a strength of around $1\mu$G, while on galaxy cluster scales similar strength magnetic fields are found with larger coherence lengths, of a few megaparsecs. Recently there have been some exciting observations showing the existence of inter-cluster magnetic fields within voids, with strengths between $10^{-17} - 10^{-14}$G.

Despite their importance, surprisingly little is known about the origin of the magnetic fields in our universe. While astrophysical mechanisms could account for some of the fields on smaller scales, the fact that magnetic fields appear to exist also on very large scales, and at large redshift suggest that they are cosmological in origin.

The presence of magnetic fields in present-day galaxies can perhaps be explained by the amplification of small seed fields by either the dynamo mechanism, or by the adiabatic compression of a previously magnetised cloud. The dynamo mechanisms require a seed field with strength between $10^{-12}$G and $10^{-30}$G in order to satisfy observational constraints, while amplification by adiabatic compression is not as efficient as the dynamo, and requires a larger seed field of at least $10^{-20}$G.

While both these mechanisms can explain the magnetic fields observed on galactic and possible cluster scales, they face difficulties with those observed at high redshift and even more difficulties with the intergalactic fields. Additionally, the question remains: what is the origin of the seed magnetic field? There are many explanations for the origin of the seed magnetic fields, each with its own problem. Astrophysical processes after recombination and battery-type effects, such as the Biermann-battery or supernova batteries, are one possible solution. However, although these are strong enough to seed dynamos, these processes only work on galactic scales and so cannot source magnetic fields on cluster or intergalactic scales. Therefore, we suppose that magnetic fields were formed at an earlier time than when these processes are at work.

The generation of magnetic fields in the very early universe has been the focus of many studies in the literature, for example Refs. There are many such methods, all which have their own flaws, and sustaining magnetic fields in the early universe proves difficult. Most of these methods fall into the following categories: quantum-mechanically generated fields during inflation, field generation through phase transitions such as electroweak symmetry breaking, magnetic fields generated during (p)reheating.

Additionally, magnetic fields could have been created by vorticity, in a process first investigated by Harrison. Here, the fields could be created continuously in a period...
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between lepton decoupling and recombination by vorticity naturally occurring in higher order perturbation theory \cite{36, 37, 38, 39}. This process will be the focus of the present work.

In addition to acting as a seed for the dynamo mechanisms, the primordial magnetic field must satisfy other observational constraints. These come from nucleosynthesis, gravitational waves and various CMB observables such as the magnetised Sunyaev-Zeldovich effect, Faraday rotations and cosmological perturbations \cite{40}.

Magnetic fields can have post-recombination effects which put an upper bound on their strength. For instance magnetic fields can affect the thermal and chemical evolution of the Intergalactic Medium (IGM) during dark ages. The dissipation of a small fraction of the magnetic field energy increases the temperature, enhancing the ionisation fraction of the IGM and leading to larger molecule abundances. Magnetic fields also affect the formation of the first stars through changing their mass scale due to the magnetic Jeans mass dominating over the thermal Jeans mass. The magnetic fields would also impact upon the epoch of reionisation which could potentially be detectable through future 21cm experiments \cite{41, 42}.

In this paper we consider magnetic field generation in cosmological perturbation theory, working up to second order. There have been fully numerical studies reported in the literature, focusing on specific terms in the evolution equations, such as in Refs. \cite{43, 44}. The full set of governing equations has been solved numerically in Ref. \cite{45}. Here we present the first complete study using analytical techniques throughout. First, we derive the governing equations for the electric and magnetic field up to second order in metric perturbation theory. We then compute the power spectrum of the resultant magnetic field, comparing to previous results where appropriate. This is the first analytical calculation of the magnetic field at second order that has included all the source terms – where previous analytical calculations have been performed, they omitted the particularly tricky part of the source term (e.g. Ref. \cite{38}). As will be shown, the magnetic field is generated, in part, by non-adiabatic pressure perturbations. In this work, we consider two sources of non-adiabatic pressure: the isocurvature perturbations left over from inflation, and imprinted in the CMB, and the relative non-adiabatic pressure arising from the multi-component nature of the cosmic fluid. Our analytical calculations largely agree with previous results and the magnetic field that is generated at second order in perturbation theory is likely too weak to act as the primordial seed field for later, astrophysical battery-type mechanisms.

We can get an idea on how the, at first glance, different generation mechanisms listed above are related by considering the “naive” magnetic field constraint equation (see Eq. (2.19) below for the “full” equation)

\[ \mathcal{M}_{ik} \simeq \omega^j \mathcal{E}_i \quad . \]  

We can see in the above equation the close relation of the magnetic field, \( \mathcal{M}^k \) defined in Eq. (2.11), to vorticity, \( \omega^j \) defined in Eq. (2.23), and hence the generation of magnetic
Effects of non-linearities on magnetic field generation

Fields is very similar and related to the generation of vorticity. In the above, $E^i$ is the electric field defined in Eq. (2.10).

There are now several possibilities to use Eq. (1.1) to generate magnetic fields. One possibility is to generate vorticity explicitly, e.g. by introducing shocks into the system as in Ref. [46]. Alternatively, we can get vorticity by requiring or directly prescribing the velocity field to have rotational components, or use the velocity difference in the fluids present, as in the classic paper by Harrison [35].

Another possibility is to take the time derivative of Eq. (1.1), and we immediately get the classical “Biermann battery”, since $\dot{\omega}^i$ is sourced by the gradients of energy density and the non-adiabatic pressure perturbation [20]. We follow a very similar route in this work, allowing for gradients in the energy density and the non-adiabatic pressure or entropy perturbation, however, using cosmological perturbation theory which allows us to study the problem in full generality.

The paper is structured as follows: in the next section we introduce magnetic fields in a cosmological setting, providing a brief introduction to cosmological perturbation theory, magnetic fields and the Maxwell equations, followed by a derivation of the evolution equations of the magnetic and electric fields up to second order in perturbation theory. In Section 3 we solve the governing equations and present our results. We summarise our findings in Section 4 and conclude with a discussion of potential future work.

2. Magnetic fields in cosmology

First, we introduce the formalism and equations governing a cosmological system including electromagnetism. For more detail, we direct the interested reader to, e.g., Ref. [47], although we stress that in this article we use metric cosmological perturbation theory throughout.

2.1. Cosmological perturbations

In this paper we consider perturbations to a FLRW spacetime and work in the uniform curvature gauge, neglecting tensor perturbations, in which the line element takes the form [48, 49]

$$ds^2 = a^2(\eta) \left[ - (1 + 2\phi) d\eta^2 + 2aB^i dx^i d\eta + \delta_{ij} dx^i dx^j \right]. \quad (2.1)$$

Here $a(\eta)$ is the scale factor, $\eta$ denotes the conformal time coordinate, $\phi$ is the lapse function and $B^i$ is the shear. Throughout this paper, Greek indices ($\kappa, \lambda, \mu, \ldots$) denote full spacetime indices, Latin letters ($i, j, k, \ldots$) denote spatial indices and Greek indices ($\alpha, \beta, \ldots$) label different fluid species. We consider flat spatial slices in agreement with

$\ddagger$ Although vectors and tensors couple at higher order, the vector modes after inflation are negligible, and the gravitational wave contribution is small. Since we are interested in the magnetic field from scalar perturbations, we neglect tensors and, later, vectors in this work.
current observations \cite{50} with the matter content of the universe to be well-modelled by a perfect fluid, for which the energy-momentum tensor takes the form

\[ T_{\mu \nu} = (\rho + P)u_\mu u_\nu + P \delta_{\mu \nu} . \] (2.2)

Here, \( \rho \) and \( P \) are the energy density and pressure of the fluid, respectively, and \( u^\mu \) is the fluid four-velocity, subject to the constraint \( u_\mu u^\mu = -1 \).

All perturbed quantities are then expanded in a series up to second order (following, e.g., Refs. \cite{51,52}) as, for example for the energy density,

\[ \delta \rho(x^i, \eta) = \delta \rho_1(x^i, \eta) + \frac{1}{2} \delta \rho_2(x^i, \eta) + \cdots , \] (2.3)

where the subscript denotes the order of the perturbation. The components of the fluid four-velocity are, up to second order in perturbation theory, then

\[ u_0 = -a \left[ 1 + \phi_1 + \frac{1}{2} \phi_2 - \frac{1}{2} \phi_1^2 + v_1 k v_1^k \right] , \] (2.4)

\[ u_i = a \left[ V_{1i} + \frac{1}{2} V_{2i} - \phi_1 B_{1i} \right] , \] (2.5)

\[ u^0 = \frac{1}{a} \left[ 1 - \phi_1 - \frac{1}{2} \phi_2 + \frac{3}{2} \phi_1^2 + v_{1k} (B^k_1 + V^k_1) \right] , \] (2.6)

\[ u^i = \frac{1}{a} \left[ v_i^1 + \frac{1}{2} v_i^2 \right] , \] (2.7)

where \( v^i \) is the fluid three-velocity and \( V^i = v^i + B^i \).

The governing equations are then the energy-momentum conservation and Einstein equations, respectively,

\[ \nabla_\mu T^{\mu \nu} = 0 , \] (2.8)

\[ G^{\mu \nu} = 8\pi G T^{\mu \nu} . \] (2.9)

To solve these equations we perturb them to the required order, for this work up to second order. We do not present the equations in detail here, but note that they can be found in, e.g., Ref. \cite{52}.

### 2.2. Magnetic fields and Maxwell equations

The electromagnetic fields are described invariantly by the antisymmetric Faraday tensor, \( F_{\mu \nu} \). We can then define fields as measured by a comoving observer: the electric field is

\[ \mathcal{E}^\mu = F^{\mu \nu} u_\nu , \] (2.10)

and the magnetic field is\footnote{We choose to denote the magnetic field as \( \mathcal{M}^\mu \) to avoid confusion with the metric perturbation \( B^i \) which is non-zero in the uniform curvature gauge in which we work.}

\[ \mathcal{M}^\mu = \frac{1}{2} \epsilon^{\mu \nu \lambda \delta} u_\nu F_{\lambda \delta} , \] (2.11)
where $\epsilon^{\mu\nu\lambda\delta}$ is the fully antisymmetric tensor, and
\begin{align}
\mathcal{E}_\mu u^\mu &= 0, \quad (2.12) \\
\mathcal{M}_\mu u^\mu &= 0. \quad (2.13)
\end{align}

The Maxwell equations govern the evolution of the electromagnetic field and are written, in a compact form, as (e.g., [53])
\begin{align}
F_{[\mu\nu,\lambda]} &= 0, \quad (2.14) \\
F_{\mu\nu,\nu} &= \mu_0 j^\mu, \quad (2.15)
\end{align}

where $j^\mu = \frac{1}{a}(\hat{\rho}, \hat{j})$ is the four-current that sources the electromagnetic field, $\hat{\rho}$ is the comoving charge density, $\hat{j}$ is the comoving three-current and $\mu_0$ is the magnetic permeability of the vacuum.

In order to perform the decomposition of the Maxwell equations, we introduce the projection tensor $h_{\mu\nu}$ defined as
\begin{equation}
h_{\mu\nu} = g_{\mu\nu} + u_\mu u_\nu, \quad (2.16)
\end{equation}

which satisfies the conditions $h_{\mu\nu}u_\nu = 0$, $h^\mu_{\mu} = 3$ and $h^\mu_{\nu} h^{\nu}_\lambda = h^\mu_\lambda$. With this, the derivative of the fluid four-velocity can be decomposed as
\begin{equation}
\nabla_\nu u_\mu = \sigma_{\mu\nu} + \omega_{\mu\nu} + \frac{1}{3} \theta h_{\mu\nu} - \dot{u}_\mu u_\nu \quad (2.17)
\end{equation}

where $\hat{\rho} = -j^\mu u_\mu$, $\mathcal{J}^\mu = h^\mu_{\nu} j^\nu$. We can now decompose the Maxwell equations by projecting along and orthogonal to the fluid four-velocity, $u^\mu$. In order to achieve this, we multiply the Maxwell equations by $u_\mu$ and $h_{\mu\nu}$, respectively. We omit the working, and instead quote the result. We obtain two constraint equations,
\begin{align}
\mathcal{E}_\mu,\mu + \Gamma^\mu_{\kappa\mu} \mathcal{E}_\kappa &= -\dot{\hat{\rho}} - 2\omega_\mu \mathcal{M}_\mu, \quad (2.19) \\
\mathcal{M}_\mu,\mu + \Gamma^\mu_{\kappa\mu} \mathcal{M}_\kappa - \dot{u}_\mu \mathcal{M}^\mu &= -\omega^\mu \mathcal{E}_\mu, \quad (2.20)
\end{align}

and two evolution equations
\begin{align}
\mathcal{E}_\mu^{\lambda\alpha} \mathcal{E}_\alpha &= -(u^\lambda_{\mu} u^\mu_{\kappa} - \Gamma^\lambda_{\kappa\alpha}) u^\alpha \mathcal{E}^\kappa + (\omega^\lambda_{\nu} + \sigma^\lambda_{\nu} - \frac{2}{3} \theta h^\lambda_{\nu}) \mathcal{E}^\nu \\
&+ \epsilon^{\lambda\mu\nu} \mathcal{E}_\nu \mathcal{M}_\mu - \epsilon^{\lambda\mu\nu} (\mathcal{M}_\nu,\mu - \Gamma^\kappa_{\nu\mu} \mathcal{M}_\kappa) - \mathcal{J}^\lambda, \quad (2.21)
\end{align}

where $\epsilon^{\lambda\mu\nu} = \epsilon^{\lambda\mu\nu} u_5$ and we have used the fact that the covariant derivative of a vector is given by $\mathcal{E}_\mu^{\nu} = \mathcal{E}_\mu^{\nu} + \Gamma^\nu_{\mu\nu} \mathcal{E}^{\nu}$. Here, $\Gamma^\nu_{\mu\nu}$ are the Christoffel symbols for perturbed FLRW and an overdot denotes a covariant derivative along the fluid flow, i.e. $\dot{u}_\mu = \nabla_\nu u_\mu u^\nu$. The vorticity vector is defined as
\begin{equation}
\omega^\mu = \epsilon^{\mu\nu\lambda} \omega^\nu_{\nu\lambda}. \quad (2.23)
\end{equation}
2.3. Maxwell equations in perturbation theory

Having introduced cosmological perturbation theory along with the Maxwell equations in a covariant form, we are now in a position to combine the two, and to present the governing equations for an electromagnetic field in cosmological perturbation theory. Since neither the magnetic field [37] nor the vorticity [54, 55] is not sourced in linear perturbation theory, we set $M_1$ and $\omega_1$ to zero, along with the linear shear.

Expanding the equations in the previous section up to linear perturbations results in the evolution and constraint equations for the electric field:

$$\mathcal{E}_1^i + 2 \mathcal{H} \mathcal{E}_1^i = -a \mu_0 J_1^i, \quad (2.24)$$
$$\partial_1 \mathcal{E}_1^i = \mu_0 \rho_1, \quad (2.25)$$

where a prime denotes a derivative with respect to conformal time, $\eta$.

To second order in perturbation theory, we obtain a set of equations for the electric field

$$\partial_i \mathcal{E}_2^i + 2 \mathcal{H} \mathcal{E}_2^i = -2a \mu_0 \phi_1 J_1^i - 2v_1^i \partial_j \mathcal{E}_1^j + \frac{4}{3} \partial_j v_1^j \mathcal{E}_1^i + \epsilon_0^{ijk} a^2 \partial_j M_{2k} - a \mu_0 J_2^i, \quad (2.26)$$

along with the following pair of equations for the magnetic field

$$\partial_i M_2^i = 0, \quad (2.28)$$
$$\mathcal{M}_2^i + 2 \mathcal{H} \mathcal{M}_2^i = \epsilon_0^{ijk} a^2 \left[2 (\partial_j \phi_1 - 2V_1^j \mathcal{H}) \mathcal{E}_{1k} \right.\left. \left. - \partial_j \mathcal{E}_2^k + 2 \mu_0 V_1^j a \mathcal{J}_{1k} \right]. \quad (2.29)$$

In order to close the system, we require equations governing the matter and gravity sector. These come from the Einstein field equations and energy-momentum conservation equations, as described above. In particular, the linear momentum conservation for a fluid, $\alpha$, is [49, 56], where from now on we neglect linear vector perturbations so that $V_1^i = \partial_i V_1$,

$$V_1^i + (1 - 3 c_\alpha^2) \mathcal{H} V_1 + \phi_1 + \frac{1}{\rho_0 + P_0} \left[ \delta P_{1\alpha} - \sum_{\beta} f_{1\alpha\beta} \right] = 0, \quad (2.30)$$

where $c_\alpha^2$ is the adiabatic sound speed of the $\alpha$ fluid, i.e. $c_\alpha^2 = P_0^\prime/\rho_0^\prime$ and $f_{\alpha\beta}$ is the momentum transfer between fluids [56].

We consider a system containing three fluid species: protons (p), electrons (e) and photons ($\gamma$), with an electromagnetic background (F). The protons and electrons are assumed to act as pressureless matter, hence $P_e = P_p = c_e = c_p = 0$, and the photons act as radiation so that $c_\gamma^2 = 1/3$. The linearly perturbed Einstein equations give us a constraint between the metric potential $\phi_1$ and the fluid velocities,

$$\phi_1 = - \frac{4 \pi G a^2}{\mathcal{H}} \left( \rho_0 V_{1p} + \rho_0 V_{1e} + \frac{4}{3} \rho_0 V_{1\gamma} \right). \quad (2.31)$$
Putting these together results in the following system of equations for the velocities of the fluid species

\[
V_{1p}' + \mathcal{H}V_{1p} - \frac{3\mathcal{H}}{2\rho_0} \left( \rho_{0p} V_{1p} + \rho_{0c} V_{1c} + \frac{4}{3} \rho_0 \gamma V_{1\gamma} \right) - \frac{a}{\rho_{0p}} (f_{1pc} + f_{1p\gamma} + f_{1pF}) = 0, \tag{2.32}
\]

\[
V_{1c}' + \mathcal{H}V_{1c} - \frac{3\mathcal{H}}{2\rho_0} \left( \rho_{0p} V_{1p} + \rho_{0c} V_{1c} + \frac{4}{3} \rho_0 \gamma V_{1\gamma} \right) - \frac{a}{\rho_{0c}} (f_{1cp} + f_{1c\gamma} + f_{1cF}) = 0, \tag{2.33}
\]

\[
V_{1\gamma}' - \frac{3\mathcal{H}}{2\rho_0} \left( \rho_{0p} V_{1p} + \rho_{0c} V_{1c} + \frac{4}{3} \rho_0 \gamma V_{1\gamma} \right) + \frac{1}{4\rho_0} \delta \rho_{1\gamma} - \frac{3a}{4\rho_0} (f_{1\gamma p} + f_{1\gamma c}) = 0. \tag{2.34}
\]

The interaction terms between the species depend on the velocity difference, i.e. \(f_{1\alpha\beta} = \alpha_{\alpha\beta}(V_{1\alpha} - V_{1\beta})\), where \(\alpha_{\alpha\beta}\) are the interaction coefficients between the fluid species, and the momentum transfer with the electromagnetic field, to first order, is \(f_{1SF} = q_n n_0 \mathcal{E}_1\). Substituting for these, using the values for the constants found in the appendix, closes the system of equations.

3. Results

Having introduced the formalism and presented our set of equations in the previous section, we are now in a position to solve the system. In order to achieve our goal to compute the second order magnetic field power spectrum, we must solve Eq. \((2.29)\), assuming no vector perturbations and working, now, at an early time in a radiation background (where \(10^{-12} < a < 10^{-5}\)), we can simplify the evolution equation for the second order magnetic field, Eq. \((2.29)\), by using the governing equations, to become

\[
\mathcal{M}_{2,i}'' + 2\mathcal{H}\mathcal{M}_{2,i} = 2a^2 e^{i0k} \left[ \left( \frac{\delta P_{1,j}}{c^2 \rho_0 (1+w)} - \frac{1}{2} \delta P_{1,j} \right) \mathcal{E}_{1,k} - \alpha c \mu_0 \mathcal{J}_{1,k} V_{1,j} - \frac{1}{2} \mathcal{E}_{2,j} \right],
\]

which we denote, in a shorthand, as

\[
\mathcal{M}_{2,i}'' + 2\mathcal{H}\mathcal{M}_{2,i} = S_i, \tag{3.2}
\]

where \(S_i\) is the source term for the equation. Here, we have introduced the equation of state parameter, \(w = P_0/\rho_0\) and the adiabatic sound speed \(c_s^2 = P_0/\rho_0\). We can then transform to Fourier space, and on substituting for \(V_1\) and dropping the term involving \(\mathcal{E}_2\), since it can be shown not to contribute to the source term, obtain

\[
S_i(k, \eta) = \frac{a^2}{(1+w)\rho_0 (2\pi)^{3/2}} \int d^3\tilde{k} \tilde{k}_j \left[ \frac{\delta P_{1,j}(\tilde{k}, \eta)}{(9\mathcal{H}^2(1+w) + 2c^2 k^2)} \right] \times \left[ 2ac^2 \mu_0 \left( 2\delta \rho_1(\tilde{k}, \eta) + 2\mathcal{H}(3 + w)\delta \rho_1(\tilde{k}, \eta) + \frac{6\mathcal{H}}{c^2} \delta P_1(\tilde{k}, \eta) \right) \mathcal{J}_1(\tilde{k} - \tilde{k}, \eta) \right] \right.
\]

\[
- \left\{ \mathcal{H}(1 - 6c_s^2 + 3w) \left( 2\delta \rho_1(\tilde{k}, \eta) + 3\mathcal{H}(3 + w)\delta \rho_1(\tilde{k}, \eta) \right) \right. \right.
\]

\[
- \left\{ \frac{4}{c^2} \left( 3\mathcal{H}^2(3c_s^2 + 1) + c^2 \tilde{k}^2 \right) \delta P_1(\tilde{k}, \eta) \right\} \mathcal{E}_1(\tilde{k} - \tilde{k}, \eta) \right]\] \tag{3.3}

In order to solve this, we follow the calculation in Refs. [57, 52], and expand the magnetic field vector by employing the basis

\[
\mathcal{M}_i(k, \eta) = \mathcal{M}_A(k, \eta) e_i(k) + \mathcal{M}_B(k, \eta) \bar{e}_i(k) + \mathcal{M}_C(k, \eta) \tilde{k}_i, \tag{3.4}
\]
where the subscripts $A, B, C$ denote the three Fourier modes. Noting that the magnetic field, like the vorticity, is an axial vector, we find that

$$S_A(k, \eta) = -\frac{a^2}{(1 + w)\rho_0} k\hat{e}^j \int d^3\hat{k} \frac{\delta P_1(\hat{k}, \eta)}{(9\mathcal{H}^2(1 + w) + 2c^2\hat{k}^2)} \times \left[ 2ac^2\mu_0 \left(2\delta \rho_1(\hat{k}, \eta) + 2\mathcal{H}(3 + w)\delta \rho_1(\hat{k}, \eta) + \frac{6\mathcal{H}}{c^2} \delta P_1(\hat{k}, \eta) \right) \mathcal{J}_1(k - \hat{k}, \eta) ight] - \left\{ \mathcal{H}(1 - 6c_s^2 + 3w) \left(2\delta \rho_1(\hat{k}, \eta) + 3\mathcal{H}(3 + w)\delta \rho_1(\hat{k}, \eta) \right) \right. $$

$$ - \left. \frac{4}{c^2} \left(3\mathcal{H}^2(3c_s^2 + 1) + c^2\hat{k}^2 \right) \delta P_1(\hat{k}, \eta) \right\} \mathcal{E}_1(k - \hat{k}, \eta),$$

$$S_B(k, \eta) = \frac{a^2}{(1 + w)\rho_0} k\hat{e}^j \int d^3\hat{k} \frac{\delta P_1(\hat{k}, \eta)}{(9\mathcal{H}^2(1 + w) + 2c^2\hat{k}^2)} \times \left[ 2ac^2\mu_0 \left(2\delta \rho_1(\hat{k}, \eta) + 2\mathcal{H}(3 + w)\delta \rho_1(\hat{k}, \eta) + \frac{6\mathcal{H}}{c^2} \delta P_1(\hat{k}, \eta) \right) \mathcal{J}_1(k - \hat{k}, \eta) ight] - \left\{ \mathcal{H}(1 - 6c_s^2 + 3w) \left(2\delta \rho_1(\hat{k}, \eta) + 3\mathcal{H}(3 + w)\delta \rho_1(\hat{k}, \eta) \right) \right. $$

$$ - \left. \frac{4}{c^2} \left(3\mathcal{H}^2(3c_s^2 + 1) + c^2\hat{k}^2 \right) \delta P_1(\hat{k}, \eta) \right\} \mathcal{E}_1(k - \hat{k}, \eta),$$

$$S_C(k, \eta) = 0.$$ 

The two point correlator of the magnetic field is then computed from the source term as

$$\langle M^*(k_1, \eta) M(k_2, \eta) \rangle = \eta^{-4} \int_{\eta_0}^{\eta} d\eta_1 \eta_1^{-2} \int_{\eta_0}^{\eta} d\eta_2 \eta_2^{-2} \langle S^*(k_1, \eta_1) S(k_2, \eta_2) \rangle.$$ 

We now focus on the $S_A$ term, since the amplitudes of the two non-zero polarisations are identical, up to the basis vector (dropping the subscript in the following), and work on large scales, using the approximation $c^2\hat{k}^2 \ll 6\mathcal{H}^2$. Furthermore, assuming that the electric field and current can be decomposed into an $\eta$-dependent and $k$-dependent piece, we note from Eq. (2.24) that the scale dependence of $\mathcal{E}_1$ and $\mathcal{J}_1$ are identical, and therefore

$$\mathcal{J}_1(k, \eta) = J(\eta) \mathcal{E}_1(k), \quad (3.9)$$

$$\mathcal{E}_1(k, \eta) = E(\eta) \mathcal{E}_1(k). \quad (3.10)$$

Thus, the source term can be written in a simplified form as

$$S(k, \eta) = \frac{a^2 k\hat{e}^j}{(1 + w)\rho_0} \int \frac{d^3\hat{k} \hat{k}_j}{9\mathcal{H}^2(1 + w) + 2c^2\hat{k}^2} \left[ f(\hat{k}, \eta) \delta \rho_1(\hat{k}, \eta) + g(\hat{k}, \eta) \delta P_{\text{nad1}}(\hat{k}, \eta) \right] \mathcal{E}_1(k - \hat{k}, \eta)$$

where we have introduced the functions

$$f(\hat{k}, \eta) \equiv 2\mathcal{H}ac^2\mu_0(1 + 3w + 6c_s^2)J(\eta)$$

$$- \left\{ \mathcal{H}\left[ (1 - 6c_s^2 + 3w)(1 + 3w) - 3c_s^2(3c_s^2 + 1) \right] - c^2c_s^2\hat{k}^2 \right\} E(\eta),$$

$$g(\hat{k}, \eta) \equiv \frac{4}{c^2} \left(3\mathcal{H}ac^2\mu_0J(\eta) + \left[ 3\mathcal{H}^2(3c_s^2 + 1) + c^2\hat{k}^2 \right] E(\eta) \right).$$

(3.10)
and have split the pressure perturbation as

$$\delta P_1 = c_s^2 \delta \rho_1 + \delta P_{\text{nad1}},$$

(3.14)

where $\delta P_{\text{nad1}}$ is the non-adiabatic pressure perturbation.

In order to complete this calculation, we now need to obtain solutions for the energy density and pressure perturbations and the electric and magnetic field, via the velocity differences. This will be the focus of the next subsections.

### 3.1. Energy density and pressure perturbations

The solutions for the linear energy density and pressure are well known. At early times and on large scales, the solution for the density perturbation is\(^{57}\) (where we have dropped the subscript for this section, since we are considering linear energy density and pressure perturbations)

$$\delta \rho_{\gamma}(k, \eta) = A(k) \left( \frac{\eta}{\eta_0} \right)^{-4}.$$  

(3.15)

The scale dependence can then be determined from observations. We know that

$$A = \delta \rho_{\text{init}} \left( \frac{k}{k_0} \right)^{\frac{1}{2}(1-n_s)},$$

(3.16)

and the energy density perturbation in the flat gauge can be related to the curvature perturbation on uniform density hypersurfaces, $\zeta$, during radiation domination through

$$\delta \rho = -\frac{\rho_0' \zeta}{\mathcal{H}} = 4 \rho_0 \zeta,$$

(3.17)

and hence the initial power spectra can be related as $\langle \delta \rho_{\text{init}} \delta \rho_{\text{init}} \rangle = 16 \rho_{\text{init}}^2 \langle \zeta_{\text{init}} \zeta_{\text{init}} \rangle$, where

$$\langle \zeta_{\text{init}} \zeta_{\text{init}} \rangle = \frac{2\pi}{k_0^3} P_\zeta(k, \eta_{\text{init}}) = \frac{2\pi^2}{k^3} L^3 \Delta_\zeta^2(k) = \frac{2\pi^2}{k_0^3} L^3 \Delta_\zeta^2(k_0) \left( \frac{k}{k_0} \right)^{n_s - 1},$$

(3.18)

where we have introduced the length scale $L$ to correct the units. Substituting this into the above we have

$$A^2 = 32 \pi^2 \rho_{\text{init}}^2 L^3 k_0^{-3} \Delta_\zeta^2(k_0),$$

(3.19)

which will prove to be a required amplitude later.

In order to solve for the pressure, we use the non-adiabatic pressure perturbation defined above in Eq. (3.14). Since we know the behaviour of the density perturbation, we focus on the non-adiabatic part of the pressure perturbation. Each individual fluid is assumed to be a perfect fluid, and so does not have an intrinsic non-adiabatic part. However, there are two other origins of non-adiabatic pressure in our system. These are: (i) the non-adiabatic pressure perturbation which arises from inflation drive by multiple fields and imprinted as an isocurvature fraction in the CMB ($\delta P_{\text{inf}}$), and (ii) the relative non-adiabatic pressure perturbation caused by the interaction between the different fluids ($\delta P_{\text{rel}}$).
The inflationary contribution is close to scale-invariant, and has the functional form
\[ \delta P_{\text{inf}} = D_{\text{inf}} \left( \frac{\eta}{\eta_0} \right), \] (3.20)
while the relative contribution has the approximate solution at early times and on large scales [58]
\[ \delta P_{\text{rel}} = D_{\text{rel}} \left( \frac{k}{k_0} \right)^4 \left( \frac{\eta}{\eta_0} \right). \] (3.21)
Since these are both power law scalings, we will use the following expression throughout our calculation in order to accommodate both cases,
\[ \delta P_{\text{nad}} = P \left( \frac{k}{k_0} \right)^m \left( \frac{\eta}{\eta_0} \right), \] (3.22)
where \( P \) and \( m \) depend on which of the above cases we are interested in.

In order to obtain \( D_{\text{inf}} \), we consider the non-adiabatic pressure perturbation. The comoving entropy perturbation introduced in Refs. [59, 60] is defined as
\[ S = \frac{\mathcal{H}}{c^2 P} \delta P_{\text{inf}}, \] (3.23)
which, in a radiation background, reduces to
\[ \delta P_{\text{inf}} = -\frac{4}{3} c^2 \rho_0 S. \] (3.24)
From the definition of the entropy power spectrum, we can relate the power in the curvature perturbation to the power in the isocurvature perturbation through the function \( \alpha(k) \),
\[ \frac{\alpha(k_0)}{1 - \alpha(k_0)} = \frac{P_S(k_0)}{P_R(k_0)} = \bar{\alpha}^2, \] (3.25)
where we note the standard definitions for the power spectrum
\[ P_R(k, \eta) = \frac{k^3}{2\pi} \langle |\mathcal{R}(k, \eta)|^2 \rangle \]
\[ \Delta_R^2(k) = \frac{k^3}{2\pi^2 L^3} \langle |\mathcal{R}(k)|^2 \rangle = \Delta_R^2(k_0) \left( \frac{k}{k_0} \right)^{n_s - 1}. \] (3.26)
We can then write the entropy power spectrum as
\[ P_S(k, \eta) = \frac{k^3}{2\pi} \langle |S(k, \eta)|^2 \rangle = \frac{\alpha(k_0)}{1 - \alpha(k_0)} \pi L^3 \Delta_R^2(k_0) \left( \frac{k}{k_0} \right)^{n_s - 1}. \] (3.27)
Combining these, we obtain
\[ D_{\text{inf}}^2 = \rho_0^2 \rho_0 \bar{c}^4 \frac{32\pi^2}{9 k_0^3} L^3 \frac{\alpha(k_0)}{1 - \alpha(k_0)} \Delta_R^2(k_0). \] (3.28)
The amplitude for the relative non-adiabatic pressure perturbation, \( D_{\text{rel}} \), is obtained from Ref. [58] as approximately \( 10^{-3} \) Mpc\(^{-1}\).
3.2. Velocity differences, current and electric field

We are interested in obtaining a solution for the magnetic field around recombination, where the tight coupling approximation breaks down. This means that the protons and electrons move independently, and so \( V_{1e} \neq V_{1p} \). Additionally, since recombination occurs after matter-radiation equality, we cannot assume a background of radiation when computing the velocity differences; instead, we introduce the baryon to photon ratio, \( R_b \).

In order to solve the above set of equations for the velocity difference, we assume that the time dependence of the three velocities is well-described as a power law, e.g., \( V_{1\gamma} = \tilde{V}_{1\gamma}(x^i)\eta^n \). Then, the set of Eqs. (2.33), (2.32), (2.34), together with the definition for the linear current in terms of the velocity difference of protons and electrons,

\[
J_1 = caen (V_{1p} - V_{1e}),
\]

can be solved, employing the approximation for the energy density perturbation of radiation, presented in Section 3.1. Furthermore, we assume that the electric field and current have the same scale dependence, which is well-described as a power law, e.g., \( E_1(k, \eta) = \tilde{E}(\eta)k^l \) where, for the large scales on which we are working, \( l = 0 \).

The solution for the velocity difference results in the following expression for the electric field

\[
\tilde{E}(\eta) = \left( \frac{2A\beta c^2}{3\epsilon H_b} a^{-2} + \frac{2A\sigma^2 c^2 m_p \beta^2}{3\mu_0 R_b e^3} a^{-8} \right),
\]

where we have included the two most dominant terms. Using Eq. (2.24), we can then obtain the linear current

\[
\tilde{J}(\eta) = \frac{4A\sigma^2 c^2 m_p \beta^2}{\mu_0 R_b e^3 \eta_0} a^{-10}.
\]

3.3. Power spectrum of the second order magnetic field

We are now in a position to compute the power spectrum of the second order magnetic field, putting together the previous elements of the calculation. Recall that we are working on large scales, and in a radiation background. In this case, and noting that \( S^*(k, \eta) = -S(-k, \eta) \), the source term Eq. (3.11) then gives rise to the correlator

\[
\langle S(k_1, \eta_1) S^*(k_2, \eta_2) \rangle = \frac{\eta_1^8 \eta_2^8}{(2\pi)^3 4^{1/2} \rho_0^{1/2} \eta_0^{1/2}} k_1 k_2 e^2 e^* \delta(k_1 - k_2)
\]

Although we do not want to assume radiation domination, we are only interested in the time up to and including recombination, and therefore we will still restrict the calculation to \( a \leq 10^{-3} \). During this period, the factor \( (1 + 4/3 \hat{R}_b) \), which enters the calculation through the expression for the Hubble parameter, takes the range of values

\[
1 < (1 + 4/3 \hat{R}_b) < 2.
\]

Since we are interested in only an order of magnitude result for the final solution, we can safely approximate this to 1, which allows us to solve the system of equations.
\[
\times \int d^3 \hat{k} \left[ f(\eta_1) f(\eta_2) A^2 \eta_0^8 \eta_1^{-4} \eta_2^{-4} + f(\eta_1) g(\eta_2) A P \eta_0^3 \eta_0^{-2m} \eta_1^{-4} \eta_2 \hat{k}^m + g(\eta_1) f(\eta_2) A P \eta_0^3 \eta_0^{-2m} \eta_1^{-4} \eta_2 \hat{k}^m + g(\eta_1) g(\eta_2) P^2 \eta_0^{-2} \eta_1^{-2m} \eta_2 \hat{k}^m \right]
\]

where we have used Wick’s theorem and integrated out the delta functions, following the calculation in [57] and the functions \( f(\eta) \) and \( g(\eta) \) are

\[
f(\eta) = \frac{4 A c^2 \beta}{3 \eta_0^2 m_0 c} \left( \frac{24 \eta_0 \sigma_T \sigma_p \beta}{\mu_0 R c^2} - \eta^6 \right) \eta^{-10} = E (J_0 \eta^8 \eta^{-10} - \eta_0^2 \eta^{-4}),
\]

\[
g(\eta) = \frac{48 A \beta}{3 \eta_0^2 m_0 c} \left( \frac{3 \eta_0 \sigma_T \sigma_p \beta}{\mu_0 R c^2} - \eta^6 \right) \eta^{-10} = \frac{12 E}{c^2} \left( J_0 \eta^8 \eta^{-10} - \eta_0^2 \eta^{-4} \right),
\]

where we have introduced the constants

\[
E = \frac{4 A c^2 \beta}{3 \eta_0^2 c},
\]

\[
J = \frac{24 \eta_0 \sigma_T \sigma_p \beta}{\mu_0 R c^2}.
\]

In order to solve the integral in Eq. (3.33), we switch to spherical coordinates \((k, \theta, \varphi)\), for which the integral becomes

\[
\int_0^{\pi} \sin^2 \theta d\theta \int_0^{2\pi} f(\eta_1) f(\eta_2) A^2 \eta_0^8 \eta_1^{-4} \eta_2^{-4} k^4 \left[ \left( \frac{\hat{k}}{k} \right)^4 + \left( 1 + \left( \frac{\hat{k}}{k} \right)^2 - 2 \left( \frac{\hat{k}}{k} \right) \cos \theta \right) \frac{1}{2} \right] k \left( \frac{\hat{k}}{k} \right)^3 \]

\[
+ f(\eta_1) g(\eta_2) A P \eta_0^3 \eta_0^{-2m} \eta_1^{-4} \eta_2 \hat{k}^{m+4} \left[ \left( \frac{\hat{k}}{k} \right)^{m+4} + \left( \frac{\hat{k}}{k} \right)^2 - 2 \left( \frac{\hat{k}}{k} \right) \cos \theta \right] \left( \frac{\hat{k}}{k} \right)^{3}\]

\[
+ g(\eta_1) f(\eta_2) A P \eta_0^3 \eta_0^{-2m} \eta_1 \eta_2^{-4} \hat{k}^{m+4} \left[ \left( \frac{\hat{k}}{k} \right)^{m+4} + \left( \frac{\hat{k}}{k} \right)^{m+3} \left( 1 + \left( \frac{\hat{k}}{k} \right)^2 - 2 \left( \frac{\hat{k}}{k} \right) \cos \theta \right) \right]^{1/2}\]

\[
+ g(\eta_1) g(\eta_2) P^2 \eta_0^{-2} \eta_0^{-2m} \eta_1 \eta_2 \hat{k}^{2m+4} \left[ \left( \frac{\hat{k}}{k} \right)^{2d+4} + \left( \frac{\hat{k}}{k} \right)^{d+3} \left( 1 + \left( \frac{\hat{k}}{k} \right)^2 - 2 \left( \frac{\hat{k}}{k} \right) \cos \theta \right) \right]^{1/2}\]
\]

where we have introduced a small-scale cut-off such that \( k < k_c \). This integral is most easily computed using a further change of variables,

\[
v = \frac{\hat{k}}{k}, \quad u = \left( 1 + \left( \frac{\hat{k}}{k} \right)^2 - 2 \left( \frac{\hat{k}}{k} \right) \cos \theta \right),
\]

for which we can write the correlator in the form

\[
\langle S(\mathbf{k}_1, a_1) S^*(\mathbf{k}_2, a_2) \rangle = \frac{\pi \eta_0^4}{(2\pi)^2} \left[ f(\eta_1) f(\eta_2) A^2 \eta_0^8 \eta_1^{-4} \eta_2^{-4} I_1(k) + f(\eta_1) g(\eta_2) A P \eta_0^3 \eta_1^{-4} \eta_2 I_2(k) \right.
\]

\[
+ g(\eta_1) f(\eta_2) A P \eta_0^3 \eta_1 \eta_2^{-4} I_3(k) + g(\eta_1) g(\eta_2) P^2 \eta_0^{-2} \eta_1 \eta_2 I_4(k) \delta(\mathbf{k}_1 - \mathbf{k}_2),
\]

\[\text{This cut-off is required since, on sufficiently small scales, the cosmological calculation we focus on in this paper will be dominated by strongly nonlinear astrophysical effects and so perturbation theory will break down.}\]
where the individual integrals are

\[ I_1(k) = k^7 \int_0^{k_c/k} \int_{[1-v]}^{[1+v]} (v + u) u (4v^2 - (1 + v^2 - u^2)^2) \, du \, dv, \quad (3.41) \]

\[ I_2(k) = k^{m+7} k_0^{-m} \int_0^{k_c/k} \int_{[1-v]}^{[1+v]} (v^{m+1} + u^{m+1}) u (4v^2 - (1 + v^2 - u^2)^2) \, du \, dv, \quad (3.42) \]

\[ I_3(k) = k^{m+7} k_0^{-m} \int_0^{k_c/k} \int_{[1-v]}^{[1+v]} (v^{m+1} + v^m u) u (4v^2 - (1 + v^2 - u^2)^2) \, du \, dv, \quad (3.43) \]

\[ I_4(k) = k^{2m+7} k_0^{-2m} \int_0^{k_c/k} \int_{[1-v]}^{[1+v]} (v^{2m+1} + v^m u^{m+1}) u (4v^2 - (1 + v^2 - u^2)^2) \, du \, dv. \quad (3.44) \]

The solution of these integrals depends on which source of non-adiabatic pressure we are considering, as discussed above. The time integrals can then be evaluated to give the following expression for the power spectrum of the magnetic field

\[ k^3 P_M(k, \eta) = \frac{k^6}{2(2\pi)^{3/2} \rho_0^2} E^2 \eta^{-4} \eta^{-6} \left[ \frac{A^2}{9} I_1(k) + \frac{AP}{2c^2} \left( I_2(k) + I_3(k) \right) + \frac{9P^2}{4c^4} I_4(k) \right]. \quad (3.45) \]

Since we are interested in the magnitude of the magnetic field, we consider \( \sqrt{k^3 P_M} \). Substituting the above expression for the amplitudes, in turn, into Eq. (3.45), along with numerical values for the constants (given in the appendix), keeping only the leading order term, and converting the units into Gauss, we obtain, first for the inflationary non-adiabatic pressure

\[ \sqrt{k^3 P_M(k, \eta)} = \frac{A E \eta_0}{32\sqrt{2}(2\pi)^{3/2} \rho_0} \left( \frac{k_c}{Mpc^{-1}} \right)^{13/2} \left( \frac{\eta_c}{\eta} \right)^2 \left[ \frac{32}{135} + \hat{\alpha} \frac{16}{27} \frac{k_c}{k_0} + \hat{\alpha}^2 \frac{8}{21} \left( \frac{k_c}{k_0} \right)^2 \right]^{1/2} \left( \frac{k_c}{k} \right)^4. \quad (3.46) \]

and for the relative non-adiabatic pressure, the magnetic field power spectrum is

\[ \sqrt{k^3 P_M(k, \eta)} = \frac{E A \eta_0}{32\sqrt{2}(2\pi)^{3/2} \rho_0} \left( \frac{k_c}{Mpc^{-1}} \right)^{13/2} \left( \frac{\eta_c}{\eta} \right)^2 \left[ \frac{32}{135} + \hat{D} \frac{32}{27} A \left( \frac{k_c}{k_0} \right)^4 + \frac{24}{13} \frac{\hat{D}^2}{A^2} \left( \frac{k_c}{k_0} \right)^8 \right]^{1/2} \left( \frac{k_c}{k} \right)^4. \quad (3.47) \]

where \( \hat{D} = D_{rel}/c^2 \).

As expected, this result depends on our small scale cut-off, \( k_c \), and both sources of non-adiabatic pressure result in a field which scales like \( M \propto k^4 \eta^{-2} \), in agreement with other work [45]. We now take the cut-off scale to be \( k_c = 10 Mpc^{-1} \) for illustrative purposes, and evaluate the spectrum from the inflationary contribution at \( \eta = \eta_{eq} \), this time including all terms from the \( I(k) \) integrals above, instead of the dominant contributions, to obtain

\[ \sqrt{k^3 P_M} = 3.2 \times 10^{-17} \left[ 736.3 \left( \frac{k}{10} \right)^8 + 515.4 \left( \frac{k}{10} \right)^{10} - 4 \times 315 \left( \frac{k}{10} \right)^{12} + 4 \times 2835 \left( \frac{k}{10} \right)^{14} \right]^{1/2}. \quad (3.48) \]

We note that the power spectrum is rising towards smaller scales.

Finally, we estimate the magnetic field strength, for both cases, on cluster scales of \( k = 1 Mpc^{-1} \) and evaluated today. For the inflationary non-adiabatic pressure we obtain

\[ \sqrt{k^3 P_M} \approx 5.9 \times 10^{-27} G, \quad (3.49) \]
and for the relative non-adiabatic pressure

\[ \sqrt{k^3 P_M} \approx 2 \times 10^{-30} G. \]  

(3.50)

Our results are heavily dependent on the cut-off scale, \( k_c \), which is to be expected. We are limited in our choice of cut-off and although we would like to take the cut-off as high as possible (since the spectrum is rising) our series approximations are only valid in the regime \( ak \ll 7630 \text{Mpc}^{-1} \). We also want the cut-off to be larger than the scales we are interested in, which are cluster scales \( k \sim 1 \text{Mpc}^{-1} \). So, in quoting the result above, we choose \( k_c = 10 \text{Mpc}^{-1} \), a reasonable value for both of these limits, in order to illustrate the results.

If we vary the cut-off slightly between \( k_c = 1 \text{Mpc}^{-1} \) to \( k_c = 1000 \text{Mpc}^{-1} \) we get results that vary from \( \sim 10^{-30} - 10^{-20} G \) (however we should not put too much trust in the upper end of the scale). The results for the inflationary non-adiabatic pressure (evaluated at matter-radiation equality) are plotted in Fig. 1.
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**Figure 1.** A plot showing \( \sqrt{k^3 P_M} \) in the scenario where we have inflationary non-adiabatic pressure for illustrative choices of \( k_c \) evaluated at \( \eta = \eta_{eq} \).

4. Discussion

In this paper we have revisited the topic of magnetic field generation at second order in cosmological perturbation theory using solely analytical techniques. This is a beneficial task, since it allows us to understand the primordial magnetic field generated in the early universe without having to rely on numerical computations. We have derived the equations governing the electromagnetic field using full relativistic metric perturbation theory and presented the equations up to second order. By making simple approximations for the velocity difference, we have then computed the current and the electric field. Using expressions for the energy density and non-adiabatic pressure perturbation from linear perturbation theory, we have then computed the second order
magnetic field on cluster scales, obtaining a magnitude of \( \sqrt{k^3P_M} \approx 5.9 \times 10^{-27} \) G and
\( \sqrt{k^3P_M} \approx 2 \times 10^{-30} \) G, for our two cases, at \( k = 1 \) Mpc\(^{-1} \) with a scale dependence of
\( \sqrt{k^3P_M} \propto k^4 \), evaluated for the small scale cut-off value of \( k_c = 10 \) Mpc\(^{-1} \). The result depends on the small scale cut-off, and on choosing slightly different cut-off values, we obtain slightly different results, as quantified in the previous section.

This is the first analytical calculation of the second order magnetic field which takes into account all source terms in the evolution equation. Our result is in agreement with the relevant numerical calculation presented in Ref. [45]. Since it is well known that some Boltzmann codes have convergence issues, as pointed out in Refs. [61, 62], our analytical calculation strengthens the numerical result and adds to the literature on the magnetic field generated by second order effects. Additionally, the numerical calculations assume adiabatic initial conditions, and therefore do not take into account any amplification due to the inflationary non-adiabatic pressure that we consider in our work.

Although the magnetic field we find from solely second order effects is perhaps too small to act as the primordial seed field, this should not be taken as the final word on the matter. As we have shown, the power spectrum is rising towards smaller scales in agreement with the result of the fully numerical calculation presented in Ref. [45]. It is not impossible that power could move coherently from short to large scales and therefore a complete calculation including small scales could lead to an enhanced result for the amplitude of magnetic fields today. To see if this is indeed the case one would need to study the small scale result in more detail. This is beyond the scope of this paper and is left for future work. We also recall that the origin of the first magnetic fields in our Universe is still largely unknown. Therefore, it is particularly important to continue to investigate the possibility that their origin is due to the non-linear nature of gravity, since this mechanism requires the introduction of no new physics. As described in the introduction, there are many different models of magnetogenesis in the very early universe that can generate a small seed field, each of which has its own problem. However, the calculations of the size of the magnetic field generated have all assumed that the field decays with the expansion of the universe (i.e. decays like radiation), after the magnetogenesis mechanism turns off. As presented in this article, on allowing for second order perturbations a magnetic field is generated. Therefore, in order to obtain a true prediction from these inflationary magnetogenesis mechanisms, non-linear effects must be included. For example, the magnetic field may not decay as quickly as the current estimates assuming a decay with radiation predict, and the resultant field might be larger than predicted. Using the analytical framework we have developed, we will investigate this interesting scenario in a future article [63].

Finally, it would be interesting to compare our results to additional numerical computations. There have been some great improvements in the sophistication of Boltzmann CMB codes to deal with perturbations beyond first order in the past year [61, 64, 62]. Using these codes to perform a computation of the magnetic field both solely from non-linear effects and also including a non-zero linear order seed field will be an exciting task for the future. This will enable us to fully understand the magnetic
field generated by non-linear cosmological perturbations.
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Appendix A. Appendix

Appendix A.1. Interaction coefficients

The interaction coefficients for the velocity difference equations are

\[
\alpha_{pe} = \frac{n^2 e^2}{4\pi\varepsilon_0\sigma_C} = \frac{n^2}{\sigma_C}(2.30707706 \times 10^{-28})\text{kgm}^3\text{s}^{-2} \tag{A.1}
\]

\[
\alpha_{e\gamma} = \frac{4}{3} n c\sigma_T \rho_\gamma = \frac{n^2 \sigma_T (m_p + m_e)}{R_b} = \frac{n^2}{R_b}(3.33762112 \times 10^{-47})\text{kgm}^3\text{s}^{-1} \tag{A.2}
\]

\[
\alpha_{p\gamma} = \frac{4\beta^2}{3} n c\sigma_T \rho_\gamma = \frac{3\beta^2 n^2 \sigma_T (m_p + m_e)}{R_b} = \frac{n^2}{R_b}(9.89964136 \times 10^{-54})\text{kgm}^3\text{s}^{-1}. \tag{A.3}
\]

Noting that \(n_e = n_p = n\), we can also substitute the following:

\[
\rho_{0p} = nm_p = n(1.67262158 \times 10^{-27})\text{kg} \tag{A.4}
\]

\[
\rho_{0e} = nm_e = n(9.10938188 \times 10^{-31})\text{kg} \tag{A.5}
\]

\[
\rho_\gamma = \frac{3n(m_p + m_e)}{4R_b} = \frac{n}{R_b}(1.25514939 \times 10^{-27})\text{kg} \tag{A.6}
\]

Appendix B.2. Constants given in SI units

\[
c = 2.99792458 \times 10^8 \text{ms}^{-1} \tag{B.7}
\]

\[
m_p = 1.67262158 \times 10^{-27} \text{kg} \tag{B.8}
\]

\[
\sigma_T = 6.65245854533 \times 10^{-29} \text{m}^2 \tag{B.9}
\]

\[
\epsilon = 1.60217646 \times 10^{-19} \text{C} \tag{B.10}
\]

\[
\varepsilon_0 = 8.85418781762 \times 10^{-12} \text{C}^2\text{kg}^{-1}\text{m}^{-3}\text{s}^2 \tag{B.11}
\]

\[
\mu_0 = 1.256637 \times 10^{-6} \text{C}^{-2}\text{kgm} \tag{B.12}
\]

\[
\beta = 5.446170245 \times 10^{-4} \tag{B.13}
\]

\[
Mpc^{-1} = 3.24 \times 10^{-23} \text{m}^{-1} \tag{B.14}
\]
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Appendix B.3. Cosmological Parameters

Values have been taken from Planck results, where these were not available we have used WMAP values.

\[ \eta_0 = \frac{\eta_{eq}}{a_{eq}} = 3.47276 \times 10^{19} \text{s}, \quad T_b = 2.7255K \]
\[ \alpha(k_0) = 0.13, \quad \Delta R(k_0) = 2.38 \times 10^{-9} \]
\[ k_0 = 0.002 \text{Mpc}^{-1}, \quad \rho_c = 9.6594 \times 10^{-27} \text{kgm}^{-3} \]
\[ \Omega_0 = 1.02, \quad \Delta \sigma = 9.85 \times 10^{-27} \text{kgm}^{-3} \]
\[ z_{eq} = 3402, \quad a_{eq} = 2.94 \times 10^{-4} \]

Appendix B.4. Variables

\[ n = n_e = n_p = n_B = \frac{2\zeta(3)\eta B_0}{\pi^2} T^3 = 0.251367 a^{-3} m^{-3} \equiv \hat{n} a^{-3} m^{-3} \]
\[ R_b = 698.38 \left( \frac{h_0^2 \Omega_b}{0.022} \right) a \equiv \hat{R}_b a \]
\[ \sigma_C = \frac{1}{\pi e^2 \sqrt{m_e \ln \Lambda}} \approx 2 \times 10^8 a^{-3/2} s^{-1} \quad (B.8) \]
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