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Abstract—A large number of color filter arrays (CFAs), periodic or aperiodic, have been proposed. To reconstruct images from all different CFAs and compare their imaging quality, a universal demosaicking method is needed. This paper proposes a new universal demosaicking method based on inter-pixel chrominance capture and optimal demosaicking transformation. It skips the commonly used step to estimate the luminance component at each pixel, and thus avoids the associated estimation error. Instead, we directly use the acquired CFA color intensity at each pixel as an input component. Two independent chrominance components are estimated at each pixel based on the inter-pixel chrominance in the window, which is captured with the difference of CFA color values between the pixel of interest and its neighbors. Two mechanisms are employed for the accurate estimation: distance-related and edge-sensing weighting to reflect the confidence levels of the inter-pixel chrominance components, and pseudoinverse-based estimation from the components in a window. Then from the acquired CFA color component and two estimated chrominance components, the three primary colors are reconstructed by a linear color transform, which is optimized for the least transform error. Our experiments show that the proposed method is much better than other published universal demosaicking methods.

Index Terms—Demosaicking, color filter array, linear combination, matrix pseudo-inverse

I. INTRODUCTION

A LMOST every modern camera, video camera, machine vision system and scanner has a mosaicked color filter array (CFA) fabricated on top of the light sensors to capture color images. CFA measures the energy of only one color light at each pixel, and a technique known as “demosaicking” is then used to reconstruct all three primary colors for each pixel, such as red, green and blue [10,21,33,34]. For high-quality image formation, we need both an optimal CFA and an optimal associated demosaicking method.

Except for some random CFAs, a two-dimensional CFA usually comprises a plurality of a minimal repeating pattern tiled to cover the entire array of image sensors. Different minimal repeating CFA patterns characterize different periodic CFAs. The first CFA design was inspired by the human retinal mosaic and is named after its inventor, Bryce E. Bayer of Eastman Kodak [3]. Bayer CFA uses the minimal repeating pattern of size 2×2 with 1 red, 1 blue and 2 green pixels, and it is the most popular CFA on consumer digital cameras. Alternatives include the CYGM filter (cyan, yellow, green, magenta) of Kodak [12], the RGBE filter (red, green, blue, emerald) of Sony [32] and the 45-degree rotated Bayer filter known as SuperCCD of Fujifilm [29], whose minimal repeating patterns are all of size 2×2. The recent trends in commercial CFA designs are to increase the sensitivity to light by using panchromatic pixels (or white pixels) [15,28,31] and to provide better resistance to color moiré patterns by using less-regular or random pixel arrangements [30,37].

Periodic CFAs were found to have elegant representations in the frequency domain by using the symbolic discrete Fourier transform (DFT), in which there is one luminance component at zero frequency multiplexed with a few chrominance components at high frequencies [2,7,11,16,4,17,35,36,38]. Based on such representations, the analysis, design and demosaicking of CFAs become easier and more accurate. In comparison, a random CFA helps minimize the moiré artifacts and remove the anti-aliasing filter in camera, using which actually reduces spatial resolution [30]. However, a random CFA cannot be periodically generated, its corresponding DFT version does not have so obvious and simple chrominance components, and we cannot directly and efficiently use the demosaicking methods specialized for periodic CFAs.

The demosaicking methods for periodic CFAs are relatively well investigated and better optimized, e.g. for Bayer CFA [7,38], but for random CFAs a good demosaicking method has not been fully and systematically explored yet. Generally a specific demosaicking method is specialized for a particular CFA pattern, which is not applicable to other CFAs. It would be very beneficial to have a universal demosaicking method applicable to all CFAs, periodic or aperiodic, regular or irregular, uniform or nonuniform. A well-performed universal method also provides an important platform for comparison between different CFAs and to give feedbacks in designing new CFAs. The ultimate aim of this paper is to design an optimal method for universal demosaicking of all CFAs.

Before summarizing the previous universal demosaicking methods, we first introduce the three aspects of information that can be exploited to make demosaicking better: spatial correlation, spectral correlation and edge information (or
spatial discontinuity). a) Except for a small number of edge pixels, most areas of natural images are smooth, or spatially highly correlated. As the color values are very similar within a small homogeneous region in an image, such spatial correlation helps greatly in demosaicking [24]. Spatial correlation can be explored by spatial filtering which uses more information from closer pixels or spatial transformations such as the discrete Fourier transform and the discrete wavelet transform. b) Spectral dependency/correlation has also been frequently exploited for better demosaicking [10,21,26,43]. The highly-correlated spectra of illuminance and reflectance in the natural world lead to high correlation between different color planes of an image. As a result, chrominance is highly band-limited and chrominance interpolation is more accurate than direct individual color interpolation for demosaicking. c) Edges or contours are significant in human vision since, due to the visual characteristics of the Mach band effect, the human vision system is very sensitive to the high spatial frequency information in images. Consequently, the demosaicking error around edges is easily noticeable and annoying. As edges may appear anywhere in any direction in an image and have various forms, sharp or soft, strong or weak, long or short, flush or jagged, continuous or fragmental, an edge-sensitive demosaicking method needs to be adaptive and non-linear. In summary, a good demosaicking method should exploit both the spatial and the spectral correlations of a color image and should also consider the discontinuity in the image, such as the edge information [1,5,9,13,18,20,22,27,39-45].

A big number of demosaicking methods have been created for a few specific CFAs, but few of such methods may be adaptable to other CFAs. For universal demosaicking methods that can be used for all CFAs, so far, only a few have been proposed and most of the methods are still for periodic CFAs. The first universal demosaicking method was presented by Lukac and Plataniotis [19], which first estimates the missing pixel colors for the most populated color (green), then finds the other missing colors with the weighted mean chrominance in a neighborhood, and finally updates the estimated missing colors with the weighted mean chrominance as a post-processing. The method uses the absolute difference of pixel values of the same color as the structural information for the weights, which makes the method nonlinear and image-dependent. Menon and Calvagno solved the demosaicking problem by a Tikhonov regularized optimization [20]. It estimates all the three primary colors at each pixel directly from the acquired CFA-filtered pixel values. The regularization was realized by imposing three smoothness constraints, involving individual color channels, chrominance and horizontal and vertical edges. Condat proposed an approach to minimize a variational functional under the constraint of consistency and implemented an iterative method to maximize the smoothness by minimizing the high-frequency energy of luminance and chrominance components [6]. Gu et al published another iterative method by using filterbank transforms [8]. Generally the iterativeness makes a method take longer time to converge and mostly slower than direct methods, and the convergence speed is also highly dependent on the initial estimate, although this becomes less a problem as better and faster methods being proposed in the field. Condat later proposed a generic proximal algorithm for faster optimization [50], but it is still iterative and the image quality is not improved substantially. Here and Ziou in [14] added an edge-sensing mechanism to the universal method in [19] and unanimously improved the demosaicking performance with all the seven uniform CFAs they tested. Another universal demosaicking was proposed by Singh and Singh [48], which is non-iterative and using space-variant filters for random CFAs. The method is based on the generalized inverse of the matrix for CFA sampling relations of primary colors. To make the method perform better, it employs some nonlinear image enhancement methods, but the improvement seems to be limited. Later, they better optimized the linear part of the method but only for regular patterns [23] because it is based on the frequency domain representations [11]. The methods based on transforms generally implicitly take CFAs as being regular and uniform, and the methods with the discrete Fourier transform are generally applied to regular, uniform and periodic CFAs, since the discrete Fourier transform generally does not map irregular, nonuniform or aperiodic signals into impulses at some frequency points, which makes very difficult to represent and analyze CFAs in the frequency domain, not so easy as for the periodic CFAs as shown in [11]. A recent publication is for a small class of CFAs with quincunx white pixels [46]. It utilizes the most populated and more accurately interpolated white pixel channel to improve the channels of the primary colors that we eventually need. Anyway, it is not a universal demosaicking method that can be applied to all CFAs.

Based on the above brief analysis of the previous work, we know that a universal demosaicking method could work better if it is in the spatial domain and interpolates the chrominance from neighbor pixels. We developed a novel non-iterative universal method based on accurate chrominance estimation in the spatial domain and the optimal demosaicking color transformation. We do not estimate the luminance or any individual color planes for color reconstruction; and the pixel values measured by a CFA are used instead to avoid the estimation error of the luminance component. Two chrominance components at each pixel are estimated with the inter-pixel chrominance in a window, which is captured by the color difference between the adjacent neighbors. Inter-pixel chrominance components are weighted with respect to distance and edge, and then optimally combined for the target chrominance directions. The linear demosaicking color transformation is also optimized for the least error to reconstruct the three primary colors from the chrominance and CFA color at each pixel. The comparison between our method and other two universal demosaicking methods is highly favorable with a few CFA patterns, the Bayer CFA [3], the Kodak’s CFA2.0 [15], Fuji X-Trans [30], Sony RGBW [31], a random CFA [37] and a high-light sensitivity RGBW CFA proposed previously by us [25]. For brevity of notation, we refer to our adaptive chrominance-based universal demosaicking method as ACUDe.

The rest of this paper is organized as follows. Section II first gives an overview of the proposed method, whose six main
steps are described in detail in Sections III to VI. The demosaicking results are presented in Section VII. Finally, Section VIII concludes the paper.

II. OVERVIEW OF THE PROPOSED METHOD

A. The idea

In the CIE colorimetry system, a color visible to human vision can be represented with three primary colors, such as red, green and blue (RGB) in the additive color space for light color mixture, or cyan, magenta and yellow (CMY) in the subtractive space for pigment color mixture. Accordingly, we can decompose an incident image and CFA coefficients with three primary colors. Suppose that the CFA color coefficients at pixel \((x, y)\) are \(f(x, y) = [r(x, y), g(x, y), b(x, y)]^T = [r, g, b]^T(x, y)\), or simply \(f = [r, g, b]^T\) if there is no ambiguity. Similarly the incident image can be represented as \(i(x, y) = [R(x, y), G(x, y), B(x, y)]^T = [R, G, B]^T(x, y)\) or \(i = [R, G, B]^T\). The acquired pixel values with the CFA can be expressed as the dot product of their corresponding three-dimensional vectors: \(C_f(x, y) = r(x, y)R(x, y) + g(x, y)G(x, y) + b(x, y)B(x, y) = f^T(x, y) \cdot i(x, y)\), or \(C_f = f^T \cdot i\). Assume that all the coefficients, \(r, g, b, R, G, B\), are in the range of [0,1], then the CFA response should reach its highest \(C_f = 1\) to the highest incident white light (fully saturated white \([R, G, B] = [1,1,1]\)), so we have \(r + g + b = 1\).

The difference of two CFA responses \(C_{f1} - C_{f2}\) is the so-called color chrominance. Similarly it can be expressed with three primary colors as \(C_{h1} = h_1^T \cdot i = p_r R + p_g G + p_b B\), where \(h_1 = [p_r, p_g, p_b]^T\). The chrominance should be zero if \(R = G = B\), so this always holds: \(p_r + p_g + p_b = 0\). Vector \(h_1\) can be seen as the hue or direction of the chrominance, and \(C_{h1}\) as its saturation or amplitude in the direction. With a different set of coefficients for the vector, \(h_2 = [q_r, q_g, q_b]^T\), we can have the chrominance in another direction: \(C_{h2} = h_2^T \cdot i = q_r R + q_g G + q_b B\), where \(q_r + q_g + q_b = 0\). The vectors \(h_1\) and \(h_2\) are in 3D and always satisfies the equations \(h_1^T \cdot [1,1,1] = 0\) and \(h_2^T \cdot [1,1,1] = 0\), so the intrinsic dimension of chrominance is two.

With one CFA response and two chrominance at a pixel, we can formulate their linear relations in a matrix form:

\[
\begin{bmatrix}
C_f \\
C_{h1} \\
C_{h2}
\end{bmatrix} = \begin{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
[f^T] \\
[h_1^T] \\
[h_2^T]
\end{bmatrix}
\end{bmatrix} \cdot \begin{bmatrix}
\begin{bmatrix}
[R] \\
[G] \\
[B]
\end{bmatrix}
\end{bmatrix}
\end{bmatrix} = \begin{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
r \\
g \\
b
\end{bmatrix}
\end{bmatrix} \\
\begin{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
p_r R \\
p_g G \\
p_b B
\end{bmatrix}
\end{bmatrix}
\end{bmatrix} \\
\begin{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
q_r R \\
q_g G \\
q_b B
\end{bmatrix}
\end{bmatrix}
\end{bmatrix}
\end{bmatrix}
\end{bmatrix}
\end{bmatrix}
\] (1)

or by using a multiplexing matrix \(T\):

\[
\begin{bmatrix}
C_f \\
C_{h1} \\
C_{h2}
\end{bmatrix} = T \cdot \begin{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
[R] \\
[G] \\
[B]
\end{bmatrix}
\end{bmatrix}
\end{bmatrix}
\] (2)

Since a fully saturated white point \([R, G, B] = [1,1,1]\) should be mapped into a fully saturated CFA response \(C_f = 1\) and zero chrominance components, \(C_{h1} = 0\) and \(C_{h2} = 0\), the following equation holds:

\[
[1,0,0]^T = T \cdot [1,1,1]^T
\] (3)

The matrix \(T\) is invertible if the two chrominance directions are independent of each other, or the rank of the two chrominance rows in \(T\) is 2. Then we can reconstruct the three primary color components by matrix inverse:

\[
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix} = T^{-1} \cdot \begin{bmatrix}
C_f \\
C_{h1} \\
C_{h2}
\end{bmatrix}
\] (4)

We can use a demosaicking matrix \(D\) to represent this inverse transform matrix \(T^{-1}\), which can be found mathematically as in [11]:

\[
D = T^{-1} = \begin{bmatrix}
1 & b_q g_b - g_q b_q & g_p_b - b_p g_p \\
q_g p_r - q_r p_g & g_q p_r - q_r p_g & b_p r - r_p b_p \\
q_g R - q_r R & g_p R - q_r R & r_p R - r_p R
\end{bmatrix}
\] (5)

To reconstruct the three primary colors, three components \(C_f, C_{h1}\) and \(C_{h2}\) are needed. For \(C_f\), previous methods typically first estimate a general luminance component for the whole image \([2,7,11,35,36,38]\), that is, a component of \(C^l_f(x, y) = l(x, y) = r_0 R(x, y) + g_0 G(x, y) + b_0 B(x, y)\) with the same coefficients \([r_0, g_0, b_0]\) for all pixels. One example is to use \([0, 1, 0]\) as the coefficients to estimate the green channel of the whole image first. In comparison, our method does not need this intermediate estimation step and uses directly the measured CFA response instead. By skipping the step of estimating luminance/green channel, our method introduces less error in demosaicking and can lead to better results.

In summary, our idea is briefly outlined as follows: With a specific CFA color \(f(x, y)\), we can find the optimal demosaicking matrix \(D\), and then the two target chrominance directions, \(h_1(x, y)\) and \(h_2(x, y)\), are given in the multiplexing matrix \(T\), which is the inverse of \(D\). With \(C_f(x, y)\) as the measured CFA response, we only need estimate two chrominance components, \(C_{h1}(x, y)\) and \(C_{h2}(x, y)\), i.e. two chrominance amplitudes in the two target chrominance directions for each pixel in our proposed method. Finally, we use the demosaicking matrix to transform the three components back to the three primary colors.

B. The method

The method comprises three phases. The first phase is to find the optimal demosaicking transform matrix and the corresponding chrominance directions for a given CFA color. The second phase concerns generating two sets of weights used to combine inter-pixel chrominance in a window centered at a pixel for the estimation towards the target chrominance directions. The third phase uses the weights generated in the second phase to estimate the two chrominance amplitudes and then reconstructs the primary colors with Eq. (4). The three phases are further divided into six steps, which we describe briefly below, and their details are presented in the following Sections.

Phase 1: To find the optimal transformation (1 step):

Step 1) For a given CFA color, we find the optimal demosaicking transform matrix \(D^*\) by minimizing the 2-norm
of the matrix $D$ in Eq. (5). Then we can further find the multiplexing matrix $T$ as in Eq (1) by matrix inverse, and the two lower rows in $T$, $h_1^T$ and $h_2^T$, are the corresponding target chrominance directions, which are needed in the next phase (Step 2-4), and the demosaicking matrix is used in the last step (Step 6). This step is only related to the CFA colors, so it can be done offline and in advance. More details are given in Section VI.

Phase 2: Weight generation, divided into three steps (Fig. 1):

Step 2) Inter-pixel chrominance capture: A chrominance at each pixel can be calculated with two color measurements, but we have only one color measurement $C_{f}(x, y)$ at each pixel in the CFA-filtered image. As measurements of different colors can be found in the neighborhood of the pixel, we use the difference to compute inter-pixel chrominance. Such inter-pixel chrominance is only a rough estimate of the chrominance at a pixel, but we can combine the inter-pixel chrominance in a bigger neighborhood or a window for a more accurate estimation of the two chrominance components in the target directions by using the following two steps. If we stack CFA colors in a matrix $F$, similar to the matrix representations in [20], this step to capture the differences of colors is equivalent to multiplying a differentiation matrix $G$ to $F$, resulting in $G \cdot F$. Details are given in Section III.

Step 3) Weighting: All the captured inter-pixel chrominance components in a window can contribute to the chrominance at its central pixel, but with different weights. One approach to obtain these weights is with a 2D distance-related function: the closer to the central pixel, the higher the weights. With such fixed distance-related weights only, this proposed method is a linear universal demosaicking method. Another approach is to generate edge-sensitive weights, adaptively with low weights for pixels crossing an edge and high weights for pixels in a homogeneous area. These weights are image-dependent and nonlinear, and make the whole method nonlinear and adaptive. Our method combines these two sets of weights as a two-pass algorithm. We first use only the distance-related weighting to obtain an initial estimate, which is then used to find the edge-sensing weights for adaptive demosaicking. Representing these weights as a diagonal matrix, this step is equivalent to a matrix multiplication: $W \cdot G \cdot F$. See Section IV.

Step 4) Linear combination: The directions of the inter-pixel chrominance are usually different from that of the target chrominance $h_1$ and $h_2$, and we need to combine them towards the target chrominance directions. One way is to find a vector $x$ for the linear combination. This vector is usually not unique, and we find it by using the pseudo-inverse of the matrix constructed from the inter-pixel chrominance. The matrix representation of this combination is $h_k = x_k^T \cdot W \cdot G \cdot F; k = 1, 2$. See Section V.

Phase 3: Demosaicking by weighted sum in two steps (See Fig. 2):

Step 5) Chrominance estimation: For each pixel, two chrominance components $C_{h1}$ and $C_{h2}$ are estimated by weighting over the acquired CFA-filtered image $C_f$ with the chrominance weights generated in Phase 2, $\hat{h}_1$ and $\hat{h}_2$. See the last part of Section V.

Step 6) Demosaicking transformation: This is done by transforming from $[C_f, C_{h1}, C_{h2}]$ to three primary colors $[R, G, B]$ with Eq. (4), by using the demosaicking matrix $D^*$ obtained in Step 1. It is similar to that in the previously published paper [11], but the transform matrix $D$ is better optimized for the least demosaicking transform error (in Step 1). See Section VI.

---

III. INTER-Pixel CHROMINANCE CAPTURE

Two independent chrominance components are needed at each pixel to reconstruct its three colors, but a CFA-filtered image provides only one color $f(x, y)$ at each pixel $(x, y)$. So we can only estimate the chrominance at a pixel by using its neighboring pixels $f(x + dx, y + dy)$, where $(dx, dy)$ are the offsets to the pixel, such as $-1, 0, 1$, and $(dx, dy) \neq (0, 0)$. Therefore, we have to capture the inter-pixel chrominance, which is measured as the difference between a CFA-filtered pixel and its adjacent nearest neighbors:

$$C_{g}(x, y, dx, dy) = C_f(x + dx, y + dy) - C_f(x, y) = f^T(x + dx, y + dy) \cdot i(x + dx, y + dy) - f^T(x, y) \cdot i(x, y) \quad (6)$$

If the image is smooth enough at $(x, y)$, or we have $i(x + dx, y + dy) = i(x, y)$, then we can have a very rough estimate for the “at-pixel” chrominance $C_g(x, y)$ from the inter-pixel chrominance:

$$C_{g}(x, y, dx, dy) = f(x + dx, y + dy) - f(x, y) = g^T(x, y, dx, dy) \cdot i(x, y) \quad (7)$$

where $g(x, y, dx, dy) = f(x + dx, y + dy) - f(x, y)$ is the difference of CFA colors, which is independent of the image and can be obtained off-line with CFA colors only. Eq. (7) is meaningful only if the two CFA pixel colors are different, $f(x + dx, y + dy) \neq f(x, y)$, otherwise it is equal to zero and
does not contribute to the chrominance estimation.

We list the formulae of the CFA color difference and the inter-pixel chrominance amplitude below such that we can see the relationship between them is the same:

\[
\begin{cases}
    C_y(x,y,dx,dy) = C_f(x + dx, y + dy) - C_f(x, y) \\
    g(x,y,dx,dy) = f(x + dx, y + dy) - f(x, y)
\end{cases}
\]  

(8)

Because of the existence of noise and edges in images, the inter-pixel chrominance calculated with Eq. (7) is usually not very accurate. More accurate at-pixel chrominance can be obtained by linearly combining such inaccurate inter-pixel chrominance at a number of pixels, \( C_y(x + s, y + t) \), in a bigger neighborhood or a window, \((s,t) \in \Omega\). The estimation method can be represented as a weighted sum model in the window:

\[
C_h(x,y) = \sum_{dx,dy} \sum_{s,t} \hat{h}(x,y,s,t,dx,dy) \cdot C_y(x + s, y + t, dx, dy)
\]  

(9)

If the image around the pixel is smooth and the weights are properly chosen, the estimation can be further approximated as:

\[
C_h(x,y) \approx \sum_{dx,dy} \sum_{s,t} \hat{h}(x,y,s,t,dx,dy) \cdot g^T(x + s, y + t, dx, dy) \cdot i(x,y)
\]  

(10)

Then, we can have an equation for the target chrominance direction, which is related to the CFA colors only:

\[
h(x,y) = \sum_{dx,dy} \sum_{s,t} \hat{h}(x,y,s,t,dx,dy) \cdot g^T(x + s, y + t, dx, dy)
\]  

(11)

Reversely, if we can find proper weights for Eq. (11) with CFA colors to make the target chrominance directions, we can then use Eq. (8) and Eq. (9) to estimate the chrominance amplitudes with the acquired CFA-filtered image, which will be given in the next two sections.

To better formulate our method, we use an \( N \times 3 \) matrix \( F \) to represent the CFA colors \( f(x + s, y + t) \) of all the pixels in the window centered at pixel \( f(x,y) \), where 3 columns are for three primary colors and \( N \) is the number of pixels in the window, \((s,t) \in \Omega\). Each CFA pixel with color \( f(x + s, y + t) \) corresponds to one row in \( F \) as \([r, g, b](x + s, y + t)\). Then all the inter-pixel chrominance directions relative to all the \((dx,dy)\) nearest neighbors for all the pixels in the window \( g(x + s, y + t, dx, dy) \) can be represented by a stacked matrix \( G \) multiplied to \( F \), or \( G \cdot F \). Each row of \( G \) corresponds to one inter-pixel chrominance direction and has only two non-zero elements: −1 at the position of the center pixel \((x + s, y + t)\) and 1 at the position of its nearest neighbor \((x + s + dx, y + t + dy)\). Multiplying this row to \( F \) gives the inter-pixel chrominance \( g(x + s, y + t, dx, dy) \) as the difference between the CFA color at pixel \((x + s, y + t)\) and that of its \((dx, dy)\) nearest neighbor. So \( G \) is a very sparse matrix with most of the elements equal to 0 and the nonzero elements equal to −1 or 1. Such a matrix representation is similar to that in [20].

For a rectangular grid of image pixels, if the window size is \( m \times n \), then \( N = mn \). If each pixel has \( M \) adjacent nearest neighbors, the number of rows of \( G \) and the number of weights \( \hat{h} \) can be \( mnM \) if a border extension is applied to the window by border pixel duplication, or can be \((m - 2)(n - 2)M \) without a border extension (where a border extension is needed only on the borders of the image).

By multiplying \( G \) to \( F \), we can capture all the inter-pixel chrominance directions in the window. Comparing Eqs. (8,9,11), we know that, if we use a vector of all CFA-filtered pixel values in the window to replace \( F \), we can actually capture all the inter-pixel chrominance amplitudes in the corresponding directions in the window.

IV. CONFIDENCE WEIGHTING

The inter-pixel chrominance components are captured with neighbor CFA pixels, and all the components in the window can be used for the linear combination towards the target chrominance directions. However, some inter-pixel chrominance components with higher confidence levels can contribute more to the target than others, or less otherwise. This is achieved by weighting. Considering the confidence levels of the captured inter-pixel weighting, the weighting involves two aspects of information: (a) distance-related: the closer, the higher; (b) edge-related: the smoother, the higher.

A. Distance-related weights

It has been shown in [2,10] that the chrominance information in color images is mostly of very low spatial frequency, and statistically distributes in a diamond-shaped region symmetrically around frequency 0. So the chrominance information changes infrequently in the spatial domain and can be reasonably estimated from inter-pixel chrominance. For the inter-pixel chrominance, the closer to the pixel of interest, the more similar to the at-pixel chrominance. Therefore, inter-pixel chrominance components closer to the pixel of interest, at which we wish to estimate the target chrominance, should be given higher weights.

One way to assign such distance-related weights is to use a function of only the distance \( d(s,t) \) between the weighted point \((x + s, y + t)\) and the central pixel of interest \((x,y)\), ignoring the directions that the inter-pixel chrominance is captured \((dx,dy)\) :

\[
w_d(x,y,s,t,dx,dy) = w_d(s,t) = w(d(s,t))
\]  

(12)

The distance function \( d(s,t) \) can be a \( p \)-norm distance including Euclidean distance (2-norm):

\[
d(s,t) = \| (s,t) \|_p = \sqrt[2]{|s|^p + |t|^p}
\]  

(13)

The weighting function \( w(d) \) can be a Gaussian function, a raised cosine function, or a function like a low-pass filter, such as Dubois’s piecewise-linear filter [7]. The weighting with a Gaussian function is:

\[
w(d) = \exp \left( -\frac{d^2}{2\sigma^2} \right),
\]  

(14)
where $d_c$ is a positive constant for the cut-off distance, $d = d(s, t)$ is the distance function. Our experiment shows that the performance of different weighting functions is similar but the piecewise linear function is more flexible to generate weights.

Such distance-related weighting is independent of images, so the method is linear if no further adaptive weighting is applied.

**B. Edge-sensing weights**

If there is an edge near the pixel of interest, the inter-pixel chrominance estimated across the edge is not so reliable as those estimated along the edge or away from edges in a smooth neighborhood. For those inter-pixel chrominance across an edge, the confidence level should be lower than the others. Considering the confidence level of the captured inter-pixel chrominance, we introduce edge-sensing weights to relate weights to edges. Such weighting is image-dependent, thus the corresponding demosaicking method is adaptive and nonlinear.

To give appropriate edge-sensing weights, we need find the edges in the color mosaic image first. This is mostly done with the luminance image, which is not immediately ready to use. However, we can have an initial rough estimate without using edge-related weights for the color image $I(x, y)$ or the luminance $\tilde{I}(x, y)$. This rough estimation is actually linear universal demosaicking with distance-related weighting only.

At every pixel $(x, y)$, to find the edge-sensing weight applied to the captured inter-pixel chrominance $g_s(x, y, dx, dy)$, we can estimate all the directional gradients from the pixel to all its neighbor pixels:

$$e(x, y, dx, dy) = \tilde{I}(x + dx, y + dy) - \tilde{I}(x, y)$$

The mean edge energy at each pixel can be estimated as:

$$E^2(x, y) = \frac{1}{M(x, y)} \sum_{dx,dy} e^2(x, y, dx, dy)$$

where $M(x, y)$ is the number of the neighbor pixels at $(x, y)$.

Then the weights for all the neighbor pixels at each pixel of interest can be roughly estimated as $1 - e_r$, where

$$e_r(x, y, dx, dy) = \frac{e^2(x, y, dx, dy)}{2E^2(x, y)}$$

Considering the estimation error and the sensitivity to noise, we use the following piecewise function for the edge-related weights:

$$w_e(x, y, dx, dy) = \begin{cases} 
1 & \sigma < \varepsilon_1 \\
0 & \varepsilon_1 \leq \varepsilon_2 < \varepsilon_3 \\
\varepsilon_3 - \varepsilon_2 & \varepsilon_3 < \varepsilon_3 \\
otherwise
\end{cases}$$

where $\sigma = E^2(x, y)/\max_{x,y} E^2(x, y)$, $0 \leq \varepsilon_1 \leq 5\%$, $0 \leq \varepsilon_2 \leq 1/2$ and $1/2 \leq \varepsilon_3 \leq 3/2$ are three cut-off numbers. To our experience, these numbers can be typically: $\varepsilon_1 = 0.5\%$, $\varepsilon_2 = 0$, and $\varepsilon_3 = 1$ if $M \geq 4$.

The above weighting is similar to bilateral filtering [49], but with a different similarity function which is measured only with the luminance values of the neighbors. The distance-related weights can be taken the same as the closeness function in bilateral filtering.

Without causing ambiguity, we can use one function to represent both distance-related and edge-sensing weights:

$$w(x, y, s, t, dx, dy) = w_d(s, t) \cdot w_e(x + s, y + t, dx, dy)$$

If the matrix form is used, weighting to all the inter-pixel chrominance in a window can be represented by diagonal matrices, $W$, with the corresponding weights as its diagonal elements. Weighting the captured inter-pixel chrominance is equivalent to multiplying the weighting matrix to $GF$.

**V. LINEAR COMBINATION FOR CHROMINANCE ESTIMATION**

The captured inter-pixel chrominance directions are mostly not the same as the target chrominance directions that we need, but they may still contribute to the target if the direction is not perpendicular to. To make the maximum use of the inter-pixel chrominance, we can apply a linear combination to all the inter-pixel chrominance directions in a window to find the target direction. To this end, we have to answer one question: How much can an inter-pixel chrominance component be used for the target chrominance? Or practically the question can be: How to find the coefficients for the linear combination, which also takes into account the distance- or edge-based weighting as described in Section IV? We use the mathematical equations to find the solution by the matrix inverse.

In a window centered at pixel $(x, y)$, computing all the inter-pixel chrominance directions is equivalent to $G \cdot F$, as explained in Section III. Applying weights to all the components of $G \cdot F$ can be formulated as $W \cdot G \cdot F$.

If the linear combination coefficients for the weighted inter-pixel chrominance are represented by an unknown row vector $x^T_i$, for the target chrominance component $h^T_{1t} = h^T_{1t} = h^T_{1t}$, $i = p_rR + p_gG + p_bB$, we can have a system of equations for the target chrominance direction:

$$h^T_{1t} = [p_r, p_g, p_b] = x^T_i \cdot W \cdot G \cdot F$$

Generally we have rank$(F) = 3$ as there are three primary colors and rank$(W \cdot G \cdot F) = 2$ as the intrinsic dimension of chrominance is 2. In case that there are only 2 colors of pixels in the window, we have rank$(F) = 2$ and rank$(W \cdot G \cdot F) < 2$, then it is impossible to find two independent chrominance components. To fix this problem, we need a bigger window to include three colors of pixels. If weights are unfortunately 0 at some pixels, which rarely happens, we may also have rank$(W \cdot G \cdot F) < 2$, and in such a case we can correct it with small nonzero weights.

For the system of matrix equation (20) is under-determined, the solution is not unique. To reduce the estimation error, a solution with the minimum norm would be the best. In this paper, the unknown vector $x^T_i$ is found by the Moore-Penrose pseudo-inverse of the coefficient matrices for the minimum norm least squares solution:

$$x^T_i = [p_r, p_g, p_b] \cdot (W \cdot G \cdot F)^+$$

If we concatenate all the weights for all the CFA colors in the window around pixel $(x, y)$ and put into a row vector $\tilde{h}^T_i$, we can re-write Eq. (11) in matrix form as follows:

$$\tilde{h}^T_i = [p_r, p_g, p_b] = \tilde{h}^T_i \cdot F$$

Comparing Eq.(20) and Eq.(22), we can find the weights $\tilde{h}^T_i$ by multiplying all together the matrices of the coefficients $x^T_i$. 


the weights $\mathbf{W}$ and the matrix $\mathbf{G}$ for inter-pixel chrominance:

$$\tilde{h}_1^t = x_1^t \cdot \mathbf{G} \cdot \mathbf{W} = [p_r, p_g, p_b] \cdot (\mathbf{G} \cdot \mathbf{F})^* \cdot \mathbf{W} \cdot \mathbf{G}$$

Similarly, we can find the weights in the second target chrominance direction $C_{h_2} = h_2^t \cdot \mathbf{G} = [q_r, q_g, q_b] \cdot (\mathbf{G} \cdot \mathbf{F})^* \cdot \mathbf{W} \cdot \mathbf{G}$

(24)

These two weight vectors for the two target chrominance directions can also be put into one matrix equation and found simultaneously:

$$\begin{bmatrix} \tilde{h}_1^t \\ \tilde{h}_2^t \end{bmatrix} = \begin{bmatrix} p_r \\ p_g \\ p_b \end{bmatrix} \cdot (\mathbf{G} \cdot \mathbf{F})^* \cdot \mathbf{W} \cdot \mathbf{G}$$

(25)

Relating Eq.(25) to Eqs.(8,9,11), we can see that, as a result, $\tilde{h}_1^t$ and $\tilde{h}_2^t$ are the vector version of the weights for chrominance estimation at pixel $(x,y)$ in the window, $\tilde{h}_1(x,y,s,t)$ and $\tilde{h}_2(x,y,s,t)$, $(s,t) \in \Omega$. By weighted sum over the CFA-filtered image with such chrominance weights, as given in Eq. (9), we can obtain two estimated chrominance components at pixel $(x,y)$, $C_{h_1}$ and $C_{h_2}$, which are the two chrominance amplitudes in the two target chrominance directions at the pixel of interest:

$$\begin{bmatrix} C_{h_1}(x,y) \\ C_{h_2}(x,y) \end{bmatrix} = \sum_{s,t} \begin{bmatrix} h_1(x,y,s,t) \\ h_2(x,y,s,t) \end{bmatrix} \cdot \mathbf{C}_r(x+s,y+t)$$

(26)

VI. DEMOSAICKING TRANSFORMATION

At each pixel, having estimated two chrominance components, $C_{h_1}$ and $C_{h_2}$, together with the acquired image color value, $C_r$, we can use the optimal demosaicking transform obtained in Step 1 to find the three primary colors, as shown in Eq. (4). This is Step 6 in Phase 3 of our method.

In the following we first present Step 1 in Phase 1: to find the optimal demosaicking transformation matrix $\mathbf{D}$ for a given CFA color and its inverse $\mathbf{T} = \mathbf{D}^{-1}$ as the forward multiplexing matrix, with which we can have the corresponding optimal target chrominance directions for the given CFA color and then use for the estimation of two independent chrominance components.

Similar to that in [11], the optimal demosaicking transform matrix should have the least norm, $\mathbf{D}^* = \arg \min \|\mathbf{D}\|$. If the mean square error is minimized for demosaicking, then the 2-norm of $\mathbf{D}$ should be minimized.

As in Section II-A, we assume the coefficients, $r, g, b, R, G, B$, are all in the range of $[0,1]$. Without loss of generality, we suppose all the elements of the chrominance direction vectors are in $[-1,1]$. If we have $r \geq g \geq b$, we can find the optimal $\mathbf{D}$ for the minimum 2-norm:

$$\mathbf{D}^* = \begin{bmatrix} 1 & \frac{g}{r+g} & b \\ 1 & -\frac{r}{r+g} & b \\ 1 & 0 & b \end{bmatrix}^{-1}$$

(27)

Similar to that in [11], we can find the optimal matrices for other cases of CFA colors ($r, g, b$) by a column permutation in the multiplexing matrix $\mathbf{T}$, so Eq. (5) and Eq. (27) do not lose generality.

In Table I, we list the optimal demosaicking transform matrices and the corresponding multiplexing matrices for CFA colors, red (R), green (G), blue (B), cyan (C), magenta (M), yellow (Y) and panchromatic or white (W), among which all the three matrices for CFA white pixels are equally optimal in terms of 2-norm but which is better in practice depends on the CFA pattern.

VII. EXPERIMENTS

For the experimental evaluation of our method, we use the Kodak dataset (Kodak lossless true color image suite, http://r0k.us/graphics/kodak/) and the IMAX dataset [33,45] for CFA imaging and demosaicking comparison. The Kodak dataset contains 24 color images of size 768x512, and IMAX has 18 500x500 color images cropped from 8 2310x1814 high-resolution images. The latter looks less smooth and more saturated, and has lower spectral correlation [40,42]. The tested CFA patterns are Bayer CFA [3], the Kodak’s CFA2.0 [15], Fuji X-Trans [30], Sony RGBW [31], a random CFA [37] and a
5x5 RGBW CFA proposed by us previously [25], as shown in Fig. 3. The other universal demosaicking methods compared to our proposed ACUDe are Condat’s generic variational approach [6] and Menon & Calvagno’s regularized approach (RAD) [20].

We test the performance in two cases: noise-free and CFA images corrupted with additive Gaussian white noise of standard deviation 5. We measure color PSNR and CIE LAB error between the demosaicked images and the original images for objective comparison, and the results are intercomparable with those published in other publications with the same dataset.

![Fig. 3. The tested CFA patterns](image_url)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bayer CFA</td>
<td>38.60 39.95</td>
<td>40.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fuji X-Trans</td>
<td>38.25 38.83</td>
<td>39.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random CFA</td>
<td>39.19 39.72</td>
<td>40.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kodak CFA2.0</td>
<td>37.29 37.88</td>
<td>38.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sony RGBW</td>
<td>36.59 37.19</td>
<td>38.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Our RGBW</td>
<td>37.88 38.44</td>
<td>38.93</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bayer CFA</td>
<td>35.28 36.05</td>
<td>36.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fuji X-Trans</td>
<td>34.85 35.39</td>
<td>35.99</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random CFA</td>
<td>34.36 35.99</td>
<td>36.25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kodak CFA2.0</td>
<td>34.19 34.61</td>
<td>35.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sony RGBW</td>
<td>33.90 34.46</td>
<td>34.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Our RGBW</td>
<td>35.02 35.53</td>
<td>36.21</td>
<td></td>
</tr>
</tbody>
</table>

As for our experience, the window size for the weighting can be 9-13 pixels in diameter, and for rectangular uniform CFA patterns, the size can be from 9×9 to 13×13. For a window of (2n + 1) × (2n + 1), n pixels from the image border are excluded from calculation of the demosaicking error.

For the solution of Condat’s method is unique [6], the method always converges to the same point no matter what the initial estimate is. So we use our non-adaptive demosaicking estimate for the initial input, which makes the convergence much faster, and it is easier for us to find the optimal parameter μ used in the method, with which the performance is better than those published. Menon & Calvagno’s RAD [20] only works for periodic CFAs, thus we only used the first 36×36 sub-pattern of the random CFA for the experiments. Compared to the performance in [20], our results with RAD are a little better because we used a bigger window size to match our experimental configuration for fair comparison.

The averages of the demosaicking results are listed in Table II and III for noise-free and Table IV and V for with noise. For space limitations, we only present the results of our noise-free experiments for individual test images in Table VI to IX. Please use the link given at the end of this section for more details about all our experiments.

The tables for the noise-free experiments with Kodak dataset show that in average our proposed method outperforms Condat’s method by 1.4dB in color PSNR (or 3.34 in color MSE) and by 0.31 in CIE LAB error and outperforms Menon &
Calvagno's RAD by 0.7dB in color PSNR (or 1.60 in color MSE) and 0.14 in CIE LAB error, respectively. With IMAX dataset, the performance is similar: Ours does averagely 1.2dB higher than Condat’s and 0.47dB better than RAD in CPSNR (or CMSE 6.63 and 2.63 less), and CIE LAB error average is 0.73 and 0.34 better than Condat’s and RAD, respectively. We can see that our new demosaicking method performs the best in average and the best for most of the test images in both datasets among the three demosaicking methods.

If we compare the results with those state-of-the-art methods presented in other publications for demosaicking Bayer CFA, e.g. [18,22], we can see that our demosaicking performance is even better than many demosaicking methods that are specially designed for Bayer CFA. For this purpose, we also include the results with Kodak dataset in [22] into Table VI and VII. It shows that our method performs very similar to that in [22], and better than those methods compared therein.

Parts of image 19 (lighthouse) in the Kodak dataset are given in Fig. 4. For the figure, the original is shown at the top, and the other 6 rows are for the 6 CFAs and the 3 columns for the 3 universal methods. The images show that our proposed method gives the least false color and zipper effect.

The experiments with additive noise, as the averages shown in Table IV and V, tell that in terms of CPSNR our method performs better than Condat’s and close to RAD for both datasets, but in terms of LAB error, ours is unanimously the best.

In addition, if we compare the performance between CFAs, we can see that among all the six tested CFAs the Bayer CFA objectively does the best for noise-free experiments, but the random CFA does the best subjectively and in most of the noisy cases. For the CFAs with 40% or above white pixels, Kodak CFA2.0, Sony RGBW and our RGBW patterns, ours does the best and the demosaicked image quality is even comparable to the random CFA for all the three demosaicking methods.

The computational complexity of our method in the demosaicking phase is equivalent to two image filtering processes for the two chrominance components plus a 3D color space transformation. In the weight generation phase, the weights can be generated off-line, but the adaptive weights can only be done on-line and it involves a matrix pseudo-inverse at each pixel, which is not so efficient. However, the overall processing speed of our method is the same for all CFAs.

More details of the experimental results and all the images demosaicked with all the three demosaicking methods from CFA images simulated with all the six CFA patterns presented in this paper and a few other CFAs are available on web at http://www.eecs.qmul.ac.uk/~phao/CFA/acude/.

VIII. CONCLUSION

In this paper, we proposed an adaptive chrominance-based universal demosaicking method (ACUDe), which outperforms two other universal demosaicking methods, and its performance with Bayer CFA is even better than many demosaicking methods that are specially designed for Bayer CFA. ACUDe reduces demosaicking error by avoiding the commonly used step to estimate a luminance component at a pixel. The main error of ACUDe comes from the target chrominance estimation, but the error can be further reduced by using an edge-sensing weighting mechanism and the optimal demosaicking transformation, which minimize the error transferred from the estimated target chrominance to the primary color space.

The regularization approaches [20] minimize the error between the acquired CFA image and the simulated CFA image from the demosaicked, so it can better reduce the noise mixed into the CFA image. With ACUDe and Condat’s generic method [6], this mixed noise is not reduced but retained: the demosaicked image gives a simulated CFA image exactly the same as the acquired CFA image. In future, further research is needed to make our method more robust to noise.

The implementation of the proposed method can be faster, especially with some specialized hardware for fast matrix pseudo-inverse. This is also worth further investigation.

Although the proposed method is for the three primary color system, the demosaicking idea, the universal method and the theory can all be applied to multispectral imaging with multispectral filter arrays [47] by using a different primary color system.
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### TABLE VI
NOISE-FREE DEMOSAICING PERFORMANCE COMPARISON IN COLOR PSNR WITH KODAK DATASET

<table>
<thead>
<tr>
<th>Demosaic image</th>
<th>CFA pattern:</th>
<th>Bayer CFA</th>
<th>Fuji X-TRANS</th>
<th>Random CFA</th>
<th>Kodak CFA 2.0</th>
<th>Sony RGBW</th>
<th>Our RGBW</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>39.87</td>
<td>37.02</td>
<td>38.32</td>
<td>39.56</td>
<td>38.75</td>
<td>38.56</td>
<td>39.33</td>
</tr>
<tr>
<td>3</td>
<td>41.77</td>
<td>39.04</td>
<td>39.99</td>
<td>41.48</td>
<td>38.83</td>
<td>39.26</td>
<td>40.24</td>
</tr>
<tr>
<td>4</td>
<td>43.72</td>
<td>40.77</td>
<td>42.63</td>
<td>42.99</td>
<td>39.89</td>
<td>41.22</td>
<td>41.65</td>
</tr>
<tr>
<td>5</td>
<td>41.37</td>
<td>40.15</td>
<td>41.14</td>
<td>41.24</td>
<td>39.27</td>
<td>39.99</td>
<td>39.85</td>
</tr>
<tr>
<td>6</td>
<td>39.05</td>
<td>36.94</td>
<td>38.44</td>
<td>38.89</td>
<td>35.35</td>
<td>36.42</td>
<td>36.75</td>
</tr>
<tr>
<td>7</td>
<td>41.38</td>
<td>38.00</td>
<td>38.96</td>
<td>41.28</td>
<td>38.35</td>
<td>38.72</td>
<td>39.97</td>
</tr>
<tr>
<td>8</td>
<td>43.51</td>
<td>41.33</td>
<td>43.04</td>
<td>43.51</td>
<td>40.36</td>
<td>41.31</td>
<td>42.37</td>
</tr>
<tr>
<td>9</td>
<td>37.56</td>
<td>33.03</td>
<td>35.93</td>
<td>37.83</td>
<td>35.23</td>
<td>35.88</td>
<td>37.38</td>
</tr>
<tr>
<td>10</td>
<td>43.96</td>
<td>40.89</td>
<td>42.58</td>
<td>43.82</td>
<td>40.77</td>
<td>41.40</td>
<td>42.49</td>
</tr>
<tr>
<td>11</td>
<td>40.20</td>
<td>41.70</td>
<td>42.67</td>
<td>43.26</td>
<td>40.85</td>
<td>41.54</td>
<td>42.06</td>
</tr>
<tr>
<td>Avg.</td>
<td>41.36</td>
<td>38.61</td>
<td>39.84</td>
<td>41.10</td>
<td>38.22</td>
<td>38.63</td>
<td>39.61</td>
</tr>
<tr>
<td>12</td>
<td>44.45</td>
<td>41.98</td>
<td>43.64</td>
<td>44.32</td>
<td>42.07</td>
<td>42.54</td>
<td>43.22</td>
</tr>
<tr>
<td>13</td>
<td>36.00</td>
<td>34.77</td>
<td>34.61</td>
<td>35.78</td>
<td>31.6</td>
<td>33.18</td>
<td>34.18</td>
</tr>
<tr>
<td>14</td>
<td>37.98</td>
<td>34.55</td>
<td>36.50</td>
<td>37.38</td>
<td>34.14</td>
<td>35.38</td>
<td>35.57</td>
</tr>
<tr>
<td>15</td>
<td>40.30</td>
<td>39.42</td>
<td>40.04</td>
<td>40.15</td>
<td>38.32</td>
<td>38.92</td>
<td>38.79</td>
</tr>
<tr>
<td>Avg.</td>
<td>42.37</td>
<td>39.74</td>
<td>40.16</td>
<td>41.27</td>
<td>38.30</td>
<td>39.41</td>
<td>39.82</td>
</tr>
<tr>
<td>17</td>
<td>41.22</td>
<td>41.15</td>
<td>42.16</td>
<td>42.34</td>
<td>40.54</td>
<td>41.12</td>
<td>41.32</td>
</tr>
<tr>
<td>18</td>
<td>38.22</td>
<td>36.96</td>
<td>37.29</td>
<td>38.08</td>
<td>35.79</td>
<td>36.17</td>
<td>36.68</td>
</tr>
<tr>
<td>19</td>
<td>42.17</td>
<td>39.74</td>
<td>40.16</td>
<td>41.72</td>
<td>39.33</td>
<td>39.61</td>
<td>39.40</td>
</tr>
<tr>
<td>Avg.</td>
<td>41.00</td>
<td>38.60</td>
<td>39.95</td>
<td>40.84</td>
<td>38.25</td>
<td>38.83</td>
<td>39.54</td>
</tr>
</tbody>
</table>

### TABLE VII
NOISE-FREE DEMOSAICING PERFORMANCE COMPARISON IN CIE LAB ERROR WITH KODAK DATASET

<table>
<thead>
<tr>
<th>Demosaic image</th>
<th>CFA pattern:</th>
<th>Bayer CFA</th>
<th>Fuji X-TRANS</th>
<th>Random CFA</th>
<th>Kodak CFA 2.0</th>
<th>Sony RGBW</th>
<th>Our RGBW</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.274</td>
<td>1.750</td>
<td>1.561</td>
<td>1.325</td>
<td>1.857</td>
<td>1.881</td>
<td>1.632</td>
</tr>
<tr>
<td>3</td>
<td>1.323</td>
<td>1.957</td>
<td>1.663</td>
<td>1.374</td>
<td>2.035</td>
<td>1.814</td>
<td>1.599</td>
</tr>
<tr>
<td>4</td>
<td>0.782</td>
<td>0.115</td>
<td>0.870</td>
<td>0.829</td>
<td>1.269</td>
<td>1.001</td>
<td>0.945</td>
</tr>
<tr>
<td>5</td>
<td>1.096</td>
<td>1.209</td>
<td>1.136</td>
<td>1.096</td>
<td>1.410</td>
<td>1.334</td>
<td>1.328</td>
</tr>
<tr>
<td>6</td>
<td>1.729</td>
<td>2.406</td>
<td>1.939</td>
<td>1.784</td>
<td>3.061</td>
<td>2.550</td>
<td>2.351</td>
</tr>
<tr>
<td>7</td>
<td>0.931</td>
<td>1.305</td>
<td>1.107</td>
<td>0.945</td>
<td>1.405</td>
<td>1.340</td>
<td>1.168</td>
</tr>
<tr>
<td>8</td>
<td>0.907</td>
<td>1.190</td>
<td>0.975</td>
<td>0.913</td>
<td>1.364</td>
<td>1.189</td>
<td>1.094</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.393</td>
<td>2.118</td>
<td>1.728</td>
<td>1.379</td>
<td>2.039</td>
<td>2.059</td>
<td>1.593</td>
</tr>
<tr>
<td>9</td>
<td>0.689</td>
<td>0.926</td>
<td>0.776</td>
<td>0.697</td>
<td>1.006</td>
<td>0.906</td>
<td>0.810</td>
</tr>
<tr>
<td>10</td>
<td>0.724</td>
<td>0.816</td>
<td>0.777</td>
<td>0.724</td>
<td>0.933</td>
<td>0.902</td>
<td>0.837</td>
</tr>
<tr>
<td>11</td>
<td>1.132</td>
<td>1.607</td>
<td>1.382</td>
<td>1.180</td>
<td>1.752</td>
<td>1.640</td>
<td>1.428</td>
</tr>
<tr>
<td>12</td>
<td>0.558</td>
<td>0.683</td>
<td>0.615</td>
<td>0.569</td>
<td>0.737</td>
<td>0.716</td>
<td>0.661</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.501</td>
<td>2.703</td>
<td>1.832</td>
<td>1.607</td>
<td>2.966</td>
<td>2.147</td>
<td>1.985</td>
</tr>
<tr>
<td>14</td>
<td>1.248</td>
<td>1.446</td>
<td>1.350</td>
<td>1.290</td>
<td>1.659</td>
<td>1.554</td>
<td>1.521</td>
</tr>
<tr>
<td>15</td>
<td>0.789</td>
<td>1.092</td>
<td>0.907</td>
<td>0.789</td>
<td>1.106</td>
<td>1.072</td>
<td>0.944</td>
</tr>
<tr>
<td>Avg.</td>
<td>1.162</td>
<td>1.515</td>
<td>1.320</td>
<td>1.186</td>
<td>1.714</td>
<td>1.537</td>
<td>1.437</td>
</tr>
</tbody>
</table>

### Notes
- **CFA pattern:** Bayer, Fuji X-TRANS, Random, Kodak CFA 2.0, Sony RGBW, Our RGBW
- **Demosaic image:** Various patterns are tested for each CFA pattern.
- **PSNR:** Peak Signal-to-Noise Ratio in dB.
- **CIE LAB Error:** Error between the original and decoded images in CIE LAB color space.
### TABLE VIII

**NOISE-FREE DEMOSAICING PERFORMANCE COMPARISON IN COLOR PSNR WITH IMAX DATASET**

<table>
<thead>
<tr>
<th>CFA pattern:</th>
<th>Bayer CFA</th>
<th>Fuji X-Trans</th>
<th>Random CFA</th>
<th>Kodak CFA2.0</th>
<th>Sony RGBW</th>
<th>Our RGBW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.</td>
<td>35.28</td>
<td>36.05</td>
<td>36.38</td>
<td>34.85</td>
<td>35.39</td>
<td>35.99</td>
</tr>
</tbody>
</table>

### TABLE IX

**NOISE-FREE DEMOSAICING PERFORMANCE COMPARISON IN CIE LAB ERROR WITH IMAX DATASET**

<table>
<thead>
<tr>
<th>CFA pattern:</th>
<th>Bayer CFA</th>
<th>Fuji X-Trans</th>
<th>Random CFA</th>
<th>Kodak CFA2.0</th>
<th>Sony RGBW</th>
<th>Our RGBW</th>
</tr>
</thead>
</table>
Figure 4. Part of image 19 (top: original) of the Kodak dataset simulated with 6 CFAs (from the second to bottom row: Bayer CFA, Fuji X-Trans, Random CFA, Kodak CFA2.0, Sony RGBW, and our RGBW) and demosaicked with 3 universal methods (from left to right column: Condat’s generic variational method [6], Menon & Calvagno’s RAD [20], and our ACUDe)