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Abstract

Small VARs are commonly used in macroeconomics for forecasting and evaluating shock transmission. This requires VAR parameters to be stable over the evaluation and forecast sample or modeled as time-varying. Prior work has considered whether there were sizable parameter changes in the early 1980s and in the subsequent period until the beginning of the new century. This paper conducts a similar analysis focused on period since the recent crisis. Using a range of techniques, we provide substantial evidence against parameter stability. The evolution of the unemployment rate seems particularly different relative to its past behavior. We also evaluate alternative methods to handle parameter instability in a forecasting context.
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1 Introduction

The economies of the United States and many other industrialized countries experienced a number of sharp changes in the post-war period. In particular, the 1970’s were characterized by large supply shocks and wide economic fluctuations, with a sharp reduction in volatility of most macroeconomic variables between the mid-1980’s and up to the end of 2007, often referred to as the Great Moderation. Reflecting the influences of these changes, studies of the period up through 2007, including Doan, Litterman, and Sims (1984), Stock and Watson (1996), Clark and McCracken (2008), Clark (2011), and D’Agostino, Gambetti, and Giannone (2013), have emphasized the importance of allowing for parameter changes in either the conditional mean or variance parameters of standard vector autoregressive (VAR) models.¹

The recent Great Recession (the most severe recession in the United States’ postwar period), financial crisis, and sluggish recovery could represent another event that causes the parameters of standard VAR models to shift. One possible reason, articulated by Reinhart and Rogoff (2009) and Hall (2010), is that financial recessions and recoveries are different from “normal” recessions and recoveries. Ng and Wright (2013) provide an overview of the facts and explanations of recent recessions from the perspective of macro-econometricians and reach a similar conclusion: recessions that originate with financial market dislocations are distinctively different from those in which financial markets play a passive role, and recoveries are typically slow when the preceding recessions have financial origins.

Recent studies of the stability of factor models provide mixed evidence on the notion that the recent recession and recovery may have been different enough to create a break in time series models. The evidence in Stock and Watson (2012) suggests the stability of a factor model for U.S. data: Stock and Watson find that the 2007-2009 recession was the result of one or more large shocks with no evidence of changes in the response of macroeconomic variables. However, Cheng, Liao, and Schorfheide (2014) find significant instabilities (in a factor model) associated with the most recent recession and recovery, based on new methods for testing the stability of factor models in the period since 1985.

Building on this past work, in this paper we examine the stability of common VARs in

¹Barnett, Mumtaz and Theodoridis (2014) emphasize the importance of allowing for parameter changes based on the evaluation of VAR forecasts for the UK in data through 2010. Pettenuzzo and Timmermann (2015) focus on the forecasting performance of univariate models that accommodate structural change, using U.S. data and a sample ending with 2013.
the period since the Great Recession, focusing on small and medium-size VARs of the type commonly used for forecasting and policy analysis. Does the evolution of macro variables for the U.S. over the 2008-2015 period represent a break in VAR dynamics?

We first use a variety of approaches to assess model stability around the Great Recession, all of which suggest significant instabilities. First, we conduct formal Bayesian inference for a single break in data since 1985, obtaining strong evidence of parameter instability in about 2008. Second, building on the Sims and Zha (2006) analysis of changes in macroeconomic dynamics, we estimate a regime-switching VAR, similar in spirit to the models in Pesaran, Pettenuzzo and Timmermann (2006) and Barnett, Muntaz and Theodoridis (2014). The regime-switching estimates provide additional evidence of a break in the VAR coefficients around 2008. Finally, we examine BVAR forecasts conditioned on the actual path of GDP — conditioning intended to control for the normal effects of the business cycle — and find large forecast errors that appear consistent with a break in the model’s parameters.

We then examine the efficacy of a range of forecasting methods that can be used to deal with structural change. Specifically, we consider forecasts from VARs with time varying parameters and volatility (TVP-SV VARs) and VARs estimated with different samples: recursive, starting in 1985; rolling, 20 year window; and a Pesaran and Pick (2011)–type average of forecasts computed over a range of rolling window sizes of 8, 10, 12, 14, …, 30 years. We gauge efficacy on the basis of the accuracy of both point and density forecasts. Overall, none of the methods clearly emerges as best. Among the methods that accommodate structural change, allowing for time-varying parameters (TVP-SV) seems to perform best with a small model, whereas with the large model, the average rolling window approach offers the most consistent gains on the baseline. However, in the absence of a strong, consistent forecast accuracy advantage of one method over another, one might argue that, in the presence of a series of past and possibly future instabilities, the approach of incorporating TVP in a model estimated over the available history of data may be conceptually preferable, because it does not hinge on the ability to identify a specific break date.

Our analysis can be seen as extending previous work on the stability of VAR forecasting models and efficacy of various methods for accommodating parameter change. We extend this line of work by focusing on the period since the Great Recession, presenting some evidence of a break in VAR dynamics around the Great Recession. Moreover, our analysis

\[2\text{Alessi, et al. (2014) examine the performance of central bank forecasts during the crisis.}\]
complements recent studies by Stock and Watson (2012) and Cheng, Liao and Schorfheide (2014) on macroeconomic stability since the Great Recession. While these papers rely on a factor model framework, we consider small and medium-scale VAR models commonly used for forecasting in policy institutions.

The remainder of the paper is organized as follows. Section 2 presents the models and conditional forecast methodology. Section 3 details the data. Section 4 provides evidence of instability around 2008 in terms of Bayesian analysis of breaks in coefficients and conditional forecasts. Section 5 reports results from a real-time out-of-sample forecast comparison of alternative approaches to handling instabilities. Section 6 concludes.

2 Models and Forecast Methodology

Reflecting the models most commonly used in forecasting and policy analysis, we focus on linear BVARs. To more directly accommodate structural change, we also consider VARs with time-varying parameters, as in such studies as Cogley and Sargent (2005), Primiceri (2005), D’Agostino, Gambetti, and Giannone (2013), and Koop and Korobilis (2013), and regime-switching VARs, as in such studies as Sims and Zha (2006), Pesaran, Pettenuzzo and Timmermann (2006) and Barnett, Muntaz and Theodoridis (2014). This section first details the models used in our analysis and then presents the approach to generating the conditional forecasts we use in some of the analysis.

2.1 Constant parameter VAR specifications

Let $y_t$ denote the $k \times 1$ vector of model variables of interest, $B_0$ contain a $k \times 1$ vector of intercepts, and $B_i, i = 1, \ldots, p$, denote a $k \times k$ matrix of coefficients on lag $i$. The VAR($p$) model with a constant variance-covariance matrix of shocks takes the form:

$$y_t = B_0 + \sum_{i=1}^{p} B_i y_{t-i} + v_t, \quad v_t \sim N(0, \Phi).$$

We base most of our results on a baseline VAR in GDP growth, the unemployment rate, core PCE inflation, and the federal funds rate. This type of specification is common in analysis of small macroeconomic VARs. For some results, we augment the model to include another variable, such as growth in payroll employment or a credit spread defined as the

---

3We use the core PCE measure of inflation rather than alternatives such as inflation in the GDP deflator because the Federal Reserve focuses on PCE prices.
BAA corporate bond rate less the 10-year Treasury yield. Unless otherwise noted, the small BVARs include four lags.

We also include some results for a 13-variable BVAR in levels or log levels, specified to include GDP, consumption, business fixed investment, residential investment, industrial production, capacity utilization, employment, unemployment, headline PCE inflation, core PCE inflation, federal funds rate, credit spread, and S&P 500 index of stock prices. In this specification, patterned after those used in such studies as Sims and Zha (1998) and Banbura, Giannone, and Reichlin (2010), all variables except capacity utilization, the unemployment rate, funds rate, and credit spread are specified in log levels. This larger BVAR includes five lags.

We estimate constant parameter BVARs of the form (1) using a normal-inverted Wishart prior and posterior. The basic prior on the VAR coefficients takes the Minnesota-style form described in sources such as Sims and Zha (1998), without cross-variable shrinkage (note that \( i \) and \( j \) refer to the row and column of \( B_l \)):

\[
\mu_B \text{ such that } E[B_l^{(ij)}] = 0 \forall i, j, l \tag{2}
\]

\[
\Omega_B \text{ such that } V[B_l^{(ij)}] = \begin{cases} \frac{\theta^2 \sigma_i^2}{\sigma_j^2} & \text{for } l > 0 \\ \varepsilon^2 \sigma_i^2 & \text{for } l = 0 \end{cases} \tag{3}
\]

For the four and five variable models (which use growth rates of trending variables), prior means are set to zero for all coefficients. In all of our forecasting results, we set the hyperparameter for overall shrinkage at the value that maximizes the marginal likelihood, based on a search across values of \( 0.1, 0.2, \ldots, 0.9, 1.0 \). In most samples, the optimal shrinkage hyperparameter is 0.4. In some of our other results, we also fix the shrinkage hyperparameter at the common value of 0.2.

For the 13-variable model specified in levels and log levels, we set the prior means to imply random walks for all variables, putting a mean of 1 on the coefficient \( B_1^{(ii)} \) and 0’s on all other coefficients. We also supplement the usual Minnesota prior with the “sum of coefficients” and “dummy initial observation” priors proposed in Doan, Litterman, and Sims (1984) and Sims (1993), respectively. Both these priors can be implemented by augmenting the VAR system with dummy observations, as detailed in such sources as Sims and Zha (1998). In all of our forecasting results, we set the hyperparameters governing overall shrinkage, the tightness on the sum of coefficients prior, and the tightness on the cointegration prior at the set of values that maximize the marginal likelihood, based on a
search across a grid that included all combinations of values of 0.1, 0.2, ..., 0.9, 1.0 for each of the three hyperparameters.\footnote{However, to streamline Kalman filtering by replacing the usual formulae for the state}

### 2.2 Time-varying methods

To directly accommodate structural change, we also consider both four and 13 variable VARs with TVP and time-varying volatility and four variable regime-switching VARs (RS-VAR), using the sets of variables detailed above.

#### 2.2.1 Time-varying VAR

In the more tractable case of the small model, our specification corresponds to that of Cogley and Sargent (2005), modified to allow innovations to volatility to be correlated, as in Primiceri (2005):

\[
y_t = B_{0,t} + \sum_{i=1}^{p} B_{i,t}y_{t-1} + v_t
\]

\[
B_t = B_{t-1} + n_t, \quad \text{var}(n_t) = Q
\]

\[
v_t = A^{-1}\Lambda_t^{0.5}\epsilon_t, \quad \epsilon_t \sim N(0, I_k)
\]

\[
\Lambda_t = \text{diag}(\lambda_{1,t}, \ldots, \lambda_{k,t})
\]

\[
\log(\lambda_{i,t}) = \log(\lambda_{i,t} - 1) + \nu_{i,t},
\]

\[
\nu_t \equiv (\nu_{1,t}, \nu_{2,t}, \ldots, \nu_{k,t})' \sim N(0, \Phi),
\]

where $B_t$ denotes a vector containing the coefficients of $B_{0,t}$ and $B_{i,t}$, $i = 1, \ldots, p$. We include two lags in the small model, following studies such as Cogley and Sargent (2005).

In the case of our 13 variable model, a fully proper Bayesian approach is not computationally feasible. Instead, we rely on the specification of Koop and Korobilis (2013) (hereafter, K-K), which introduces shortcuts to make computation tractable. In this case, the model takes the form

\[
y_t = B_{0,t} + \sum_{i=1}^{p} B_{i,t}y_{t-1} + v_t, \quad \text{var}(v_t) = \Sigma_t
\]

\[
B_t = B_{t-1} + n_t, \quad \text{var}(n_t) = Q_t.
\]

To facilitate computations associated with time-varying parameters, K-K rely on forgetting factors, which simplify Kalman filtering by replacing the usual formulae for the state
variance with $V_{t|t-1} = \frac{1}{\lambda} V_{t-1|t-1}$, which eliminates the need to estimate or simulate the innovation variance matrix $Q_t$. For forecasting, K-K abstract from Kalman smoothing. To streamline computations associated with stochastic volatility, K-K use an exponentially-weighted moving average to model time variation in the variance of innovations $v_t$ to the VAR:

$$\hat{\Sigma}_t = \kappa \hat{\Sigma}_{t-1} + (1 - \kappa) \hat{\epsilon}_t \hat{\epsilon}_t',$$

where the innovation $\hat{\epsilon}_t = y_t - X_t' B_t|t$ is obtained with the Kalman filter.

In the implementation, for the small model we mostly follow the prior specification of Cogley and Sargent (2005). The period 0 mean and variance of the coefficient vector is set on the basis of OLS estimates for a training sample. The prior on the variance-covariance matrix of innovations to coefficients is set at 0.0001 times the training sample OLS variance matrix. The prior mean for the variance-covariance matrix of the vector of innovations to volatility is set to $0.01 \times I$, with fixed degrees of freedom equal to 5.

For the large model, we follow some, but not all, of the specification choices of K-K. As in K-K, we specify a Minnesota-style prior on the period 0 (initial) mean and variance of the coefficient vector. The prior takes a form similar to that described above for the 13 variable model with constant parameters. However, in the TVP-KK implementation, for simplicity we abstract from sums of coefficients and cointegration priors, and we instead add, as a partial substitute, cross-variable shrinkage (Litterman (1986)-style). The prior means are set to impose unit root priors for all variables. The hyperparameters governing overall and cross-variable shrinkage are each set to 0.2. Finally, following the baseline settings of K-K, we fix the forgetting factor $\lambda$ at 0.99 and the volatility weighting coefficient $\kappa$ at 0.96.

### 2.2.2 Regime-switching VAR

Finally, we also consider a four variable RS-VAR. Since we are primarily interested in using the RS-VAR model to detect possible break points, we follow Pesaran, Pettenuzzo and Timmermann (2006) and Barnett, Muntaz and Theodoridis (2014) and consider a RS-VAR model with nonrecurrent states:

$$y_t = B_0 S_t + \sum_{i=1}^P B_{i,S_t} y_{t-i} + \Omega_H^{1/2} \hat{\epsilon}_t,$$

where $B_S$ and $\Omega_H$ are regime dependent autoregressive coefficients and reduced-form covariance matrices. The RS-VAR model allows for M breaks at unknown dates, where these
are modeled via the latent state variable $S_t$ for the VAR coefficients, and $H_t$ for the error covariance matrix. The state variables $S$ and $H$ are assumed to evolve independently, with their transition governed by a first order Markov chain with $M + 1$ regimes, with restricted transition probabilities $p_{ij} = p(S_t = j|S_{t-1} = i)$ and $q_{ij} = p(H_t = j|H_{t-1} = i)$. The transition probability matrices are defined as:

$$
\begin{align*}
    p_{ij}, q_{ij} > 0 & \quad \text{if } i = j \\
    p_{ij}, q_{ij} > 0 & \quad \text{if } j = i + 1 \\
    p_{MM}, q_{MM} = 1 \\
    p_{ij}, q_{ij} = 0 & \quad \text{otherwise}.
\end{align*}
$$

Note that in this model transitions are only allowed in a sequential manner. To move from regime 1 to regime 3, the process has to visit regime 2, and transitions to past regimes are not allowed. However, this structure is not necessarily more restrictive than a standard Markov switching-VAR model. It simply implies that any new regimes are given new labels, rather than being linked to past states explicitly. This feature offers a clear computational advantage (relative to a regime-switching VAR with unrestricted transition probabilities).

We consider three versions of the RS-VAR model: (1) the general switching model of equation (4) which allows for independent breaks in the VAR coefficients and the error variance (RS-CV); (2) a version of the RS-VAR where only the VAR coefficients can break (RS-C); and (3) a version of the RS-VAR with only breaks in the error variance (RS-V). We set the lag length to two (which suffices to yield serially uncorrelated residuals) and consider specifications with two and three regimes. We follow Barnett, Mumtaz and Theodoridis (2014) and estimate the models using a Gibbs sampling algorithm, where we employ a normal-inverse Wishart prior on the VAR parameters in each regime. In the implementation, we adopt the prior specification and algorithm of Barnett, Mumtaz and Theodoridis (2014); we refer the reader to their paper and appendix for details. Under their specification, the prior on the VAR coefficients takes a Minnesota-type form similar to the one we use with our constant parameter VAR; the prior tightness is set to render the prior distributions non-informative.

### 2.3 Conditional forecast methodology

As section 4 will explain in more detail, one of the tools we use to examine stability following the Great Recession is conditional forecasting. In most cases, we use a given VAR
specification to produce forecasts of model variables conditional on the actual path of GDP following the onset of the Great Recession. In our out-of-sample forecast analysis, we also use conditional forecasts during the recent period under which the federal funds rate has been constrained by the effective lower bound on nominal rates (from 2009:Q1 through the end of our sample). Specifically, we condition the forecasts of other variables on a path of the federal funds rate that holds the rate fixed at 15 basis points.

In both cases, to produce these conditional forecasts, we use the minimum-MSE approach that is standard in VAR forecasting. This standard is based on the textbook problem of conditional projection, as can be handled with a state space formulation of the VAR and the Kalman filter and smoother (see, e.g., Banbura, Giannone, and Reichlin (2015)). The conditions on the variables of interest are contained in the measurement vector and equation; the data vector of the VAR is the state vector of the transition equation. The projection problem is one of predicting the state vector given the measurements (conditions). Doan, Litterman, and Sims (1984) developed an alternative algorithm, which consists of solving a least squares problem to pick the shocks needed to satisfy the conditions. Conditioning the forecasts on the path of actual GDP can be seen as consisting of the following: determining the set of shocks to the VAR that, by a least squares metric, best meets the conditions on GDP. Under the minimum-MSE approach, the conditional forecasts are not dependent on the identification of structural shocks in the VAR.

In our implementation, as is common, we form the posterior distribution of VAR parameters without taking the conditions to be imposed into account.\footnote{Waggoner and Zha (1998) develop a Gibbs sampling algorithm that provides the exact finite-sample distribution of the conditional forecasts. With our baseline model, we have verified that using the Waggoner and Zha (1998) approach to accounting for conditions in the model estimation yields extremely similar results.} For each model, we use Monte Carlo simulations to obtain 5000 draws of the BVAR coefficients and the error variance matrix from the standard posterior. For each draw, we use the Kalman filter to compute the conditional forecasts. In the case of models with time-varying parameters and stochastic volatility, to simplify calculations of conditional forecasts we hold the parameters and volatilities constant (over the forecast horizon) at their end-of-sample values.

3 Data

In our formal assessment of break probabilities, regime switches, and conditional forecasts, we use quarterly data for 1959:Q1-2015:Q2 obtained in early October 2015 from the Federal
Reserve Board’s FAME database.

In the analysis of real-time out-of-sample forecasts, we use real time data vintages through 2015:Q3, obtained from the Federal Reserve Bank of Philadelphia’s Real-Time Dataset for Macroeconomists (RTDSM), described in Croushore and Stark (2001). In the out-of-sample forecast analysis, real-time data are used for GDP, core PCE prices, consumption, business fixed investment, residential investment, industrial production, capacity utilization in manufacturing, non-farm payroll employment, and headline PCE inflation. For the other variables (unemployment, the federal funds rate, the credit spread, and stock prices), for which data are either not revised or only slightly revised, we rely on just currently available time series. In constructing forecasts at each point in time, we use only the data (for the model variables in use) that would have been available at the time the models would have been estimated and forecasts would have been constructed. Finally, to measure the forecast accuracy of the different models, we follow Romer and Romer (2000), among many others, and use the 2nd available (in the RTDSM) estimate as actuals.

4 Evidence of instability

This section first reports a formal break point analysis, based on a specification allowing a single break and a model allowing multiple change-points. In light of extant evidence of instabilities in the early 1980s — such as the VAR coefficient breaks documented in Strahan and van Dijk (2013) and widespread evidence of the Great Moderation in volatility — we focus on data samples starting in 1985. Cheng, Liao, and Schorfheide (2014) adopt the same sample starting point for their analysis of factor model stability.\(^6\)

4.1 Break analysis in constant parameter VARs

We start by formally assessing the possibility of a coefficient break in our baseline constant parameter model (a BVAR using GDP growth, unemployment, core PCE inflation, and the federal funds rate), using Bayesian methods to compute the probability of a shift in all VAR coefficients occurring at specific dates.\(^7\) We include two lags in the model; using four lags yields the same baseline results. To ensure that our results are not driven by some large

---

\(^6\)In results reported in the supplementary appendix, applying the discrete break analysis we detail below to the period of 1961-2007, we find strong evidence of a break in about 1980. We also include in the supplementary appendix results for the regime-switching BVAR with three regimes estimated for 1961-2015-Q2; these results also consistently point to a coefficient break in 2008.

\(^7\)In a study written concurrently with this one, Francis, Jackson, and Owyang (2014) use Bayesian methods to assess stability in VARs associated with monetary policy.
shocks, we also consider a constant parameter VAR model using the fat tails formulation of Jacquier, Polson, and Rossi (2004). We assume fat tails in the form of t-distributed errors with either 5 or 10 degrees of freedom. The supplementary appendix provides more detail on the model and Gibbs sampler used for estimation.

With the break date treated as unknown, we consider a single break at a range of possible dates. Letting $T_B$ denote the date of the possible break, we specify a VAR with coefficients having one value from observation 1 through $T_B - 1$ and potentially a different value from $T_B$ through the end of the sample. This model includes as regressors the usual intercept and lags of endogenous regressors as well as terms interacting a dummy variable (with value 1 from $T_B$ through the end of the sample and 0 otherwise) with the intercept and lags of the endogenous variables. In this implementation, the coefficients on the dummy-interacted terms represent changes in VAR coefficients occurring at the specified break date.

In our Bayesian framework, each break date constitutes a different model. With $N_B$ break dates allowed, the total number of models is $N_B + 1$, with the additional model one with no break. Our prior treats each model (each break date and the no-break case) as equally likely. We compute break probabilities from marginal likelihoods obtained from the one model without a break and the $N_B$ models that each incorporate a break at single, specific date. Letting $ML_i$ denote the marginal likelihood for model $i$, its posterior probability is $ML_i / \sum_{i=1}^{N_B+1} ML_i$. The marginal likelihoods are computed with the analytical solution available for the Normal-inverted Wishart prior and posterior and, for the model with fat tails, the Gibbs sampler-based approach of Chib (1995).

The prior on the pre-break coefficients takes the usual Minnesota form, with prior means of 0 on all coefficients, an overall shrinkage hyperparameter $\lambda$, and tighter shrinkage on longer lags than shorter lags. The prior on post-break coefficient changes takes a similar form, with prior means of 0 on all coefficient changes and Minnesota-type shrinkage controlled by a hyperparameter $\lambda_B$ that applies to all coefficient changes. Because we don’t have much data for estimating a break that could have begun towards the end of the sample, this prior on the break is necessarily informative. Note, however, that the prior means of zero on the post-break coefficient changes imply our prior is a no-break prior, not a prior that supposes a break.

In using this framework to assess break probabilities for the baseline VAR, we consider two different prior specifications. In the first (base prior), we fix the hyperparameters at
0.2 for overall shrinkage and 0.1 for the break shrinkage. In the second (alternative prior), we search over a grid of values for the overall shrinkage hyperparameter $\lambda$ and the break shrinkage hyperparameter $\lambda_B$ to maximize the marginal likelihood. However, for the model with fat tails, the shrinkage is fixed in the second case as well as the first, due to the computational burden of computing the marginal likelihood by MCMC; in the second case, the prior hyperparameters are set at values similar to the typical optimized settings for the constant parameter model.

With a data sample of 1985:Q1-2015:Q2, we consider the probabilities of a single break in the VAR’s coefficients at dates of 2000:Q1 through 2002:Q4 (dates chosen to be around the 2001 recession) and 2005:Q1 through 2009:Q4. We don’t consider all possible dates simply to limit the computational burden of MCMC estimation for the model with fat tails. However, for the baseline model, we obtain the same results when we consider all possible dates between 1990 and 2009. In addition, we only consider coefficient changes that all occur at the same time. In the interest of brevity, in Table 1 we omit most of the dates, for which the posterior probabilities are zero to two decimal places, and we report the probabilities for breaks in 2007 or 2008 and for no break. The supplementary appendix provides complete results, including the underlying marginal likelihoods.

These results provide strong evidence against stability, with a break most likely in about 2008. The posterior probability of the no-break model is essentially zero in all cases (models and priors) considered. For the baseline model with constant variances, the posterior probability of a break in 2008:Q2 or 2008:Q3 is 97 percent under the baseline, fixed prior and 100 percent under the alternative, optimized prior. For the model with fat tails, the evidence is quite similar, except that in one specification, some of the probability mass on a break in 2008 is moved to 2007. For the fat tails specification with 5 degrees of freedom, the posterior probability of a break is 82 percent for 2008 and 17 percent for 2007 under the baseline prior and 100 percent for 2008 under the alternative prior. Results for the fat tails specification with 10 degrees of freedom are qualitatively similar.

To complement this analysis of a single break, Table 2 reports estimated break dates from three different regime-switching VARs, described in section 2.2.2. We estimate the models over the sample 1985:Q1-2015:Q2, allowing for 2 regimes.\footnote{As reported in the supplementary appendix, the estimated latent volatility states of the fat tails model with a break in 2008 show unusually large increases in the 2007-2009 period. The data indicate a significant break in the VAR’s coefficients despite large shocks captured by the latent states of the fat tails specification.} If the inferred probability of
being in a particular state exceeds 0.5, we take that as evidence of a shift in regime. In these estimates, both the RS-C and RS-CV regime-switching specifications suggest a break in coefficients in 2008:Q4. For the error covariance, RS-V finds a break in 2009:Q3. The more flexible specification that allows for independent breaks in the VAR coefficients and the error variance, RS-CV, finds a break in the error covariance in 2013:Q1, in addition to the coefficient break in 2008. Overall, the evidence from the regime switching models points to a coefficient break in 2008; with both coefficient and variance breaks allowed, the RS-VAR puts a variance break in 2013.

Overall, this break analysis shows significant evidence of VAR model instabilities around the time of the Great Recession. More precisely, the analysis points towards a break in VAR coefficients sometime around 2008 as well as a possible break in the error covariance in 2013.

4.2 Conditional forecasts

Following some other recent studies — Giannone, Lenza, Pill, and Reichlin (2012), Giannone, Lenza, and Reichlin (2012), and Stock and Watson (2012) — we consider conditional forecasts as an additional check of model stability. Conditional forecasts are projections of a set of variables of interest on future paths of some other variables. The prior knowledge, albeit imperfect, of the future evolution of some economic variables may carry information for the outlook of other variables. Significant differences between expected and observed developments may signal that either historically (highly) unusual shocks have occurred or the relationships among variables have changed during the crisis.

We study the performance of conditional forecasts from various BVARs in the period 2008:Q3-2015:Q2 — in line with the outcome of the formal break analysis — with models estimated using data samples ending with 2008:Q2. (Of course, the exact break date is draws, we use every 5th draw for inference.

---

10 As reported in the supplementary appendix, the inferred probabilities are usually high, and therefore provide strong evidence about the likelihood of being in a particular state. So for instance using a threshold of 0.8 instead of 0.5 yields similar results. Moreover, the transition into a state is usually very brief.

11 For example, Giannone, Lenza, Pill, and Reichlin (2012) study the interaction between money, credit and the business cycle, in normal times and during the financial crisis for the euro area. They compare the realized path of the variables of interest with forecasts that are conditional on the actual path of the variables capturing economic activity in the model. Giannone, Lenza and Reichlin (2012) conduct a similar type of exercise, comparing conditional forecasts for Eurosystem intermediation (conditioning on the actual path of economic activity variables) with the observed series.

12 The supplementary appendix presents simple analytical results based on a bivariate VAR showing that conditioning on variables can tighten the historical confidence bands relative to unconditional forecast bands, making breaks easier to see. It also contains the results of a Monte Carlo simulation study on the size and power of the conditional forecasts-based procedure to detect coefficient instabilities.

13 As shown in results in the supplementary appendix, using model estimates for the 1961-2008:Q2 sample
not known with certainty; it could be a little earlier or a little later. Using a date slightly earlier or later than 2008:Q2 would not materially affect the conditional forecast results.) In particular, we compare the actual evolution of unemployment, inflation, and the funds rate with forecasts conditional on the path of actual GDP. In this exercise, we mean to treat GDP as the business cycle factor, and we view the forecasts of the other variables as paths implied by the business cycle factor and the model’s parameters. That is, by conditioning on real GDP we make sure that we capture the main business cycle influence of the period since mid-2008. If the actual paths of these variables lay materially outside conditional forecast bands, the evidence will be taken as suggesting some change in model dynamics over the 2008-2015 period.

An alternative interpretation is that historically (highly) unusual shocks caused departures from normal business cycle patterns. To be robust to such an interpretation, we study conditional forecasts from various BVAR models. This kind of exercise with VARs is similar to the Stock and Watson (2012) exercise based on a FAVAR. We will report here results for a range of specifications; the appendix describes robustness in still more specifications. In light of questions about the roles of large shocks versus coefficient instabilities, one specification of particular interest allows fat tails in the BVAR’s errors. Results under this specification are very similar to those we report below for the baseline case. In addition, results for a 13-variable BVAR in levels are very similar to the baseline, small model case.

Figure 1 provides conditional forecasts obtained with a model estimated using 1985:Q1-2008:Q2 data. For this model specification, the actual paths for inflation and the funds rate, at most horizons, lay within but in the lower part of the conditional forecast confidence intervals. In contrast, and what will turn out to be most significant for our purposes, the actual unemployment rate differs greatly from the path forecast conditional on GDP growth throughout the period. At first, the actual unemployment rate rises far more than the model projects given GDP. Later, the actual unemployment rate declines far faster than the model projects.

To provide a further check of the consistency of labor market outcomes with standard VARs, we also consider a version of the model augmented to include growth in payroll employment. As shown in Figure 2, over the course of the recovery, the path of employment growth is generally consistent with the model and the path of GDP growth. But it re-
mains the case that the actual path of unemployment is far outside the conditional forecast bands.\(^\text{14}\)

Since the most recent recession is widely known to have involved financial stress of historic proportions, one might wonder if some of the difficulty of the baseline model in capturing the evolution of unemployment given GDP growth could be due to financial developments. Christiano, Eichenbaum, and Trabandt (2015) construct a structural model and argue that the bulk of movements in aggregate real economic activity during the Great Recession was due to financial frictions interacting with the effective lower bound on interest rates. Accordingly, we also consider a BVAR augmented to include the spread between the BAA corporate bond rate and the 10-year Treasury bond, and we construct forecasts of unemployment, inflation, and the funds rate conditioned on the actual paths of GDP growth, the funds rate, and the spread (just conditioning on GDP growth and the spread yields qualitatively similar results). The results are reported in Figure 3. Conditioning on the funds rate and credit spread in addition to GDP growth doesn’t change the baseline picture much: the evolution of unemployment still remains far outside the conditional forecast bands.

To provide a further check on coefficient change, we consider another conditional forecasting exercise, using the full-sample version of the baseline (4-lag) model that permits a break in 2008:Q2, consistent with the formal break analysis above. The break is estimated using the same approach described above, with the baseline, fixed prior settings. By full-sample, we mean that we estimate the model with the sample including data up through the second quarter of 2015 and construct pseudo-forecasts conditional on the actual path of GDP. These results are shown in Figure 4. Extending the estimation sample through 2015:Q2 and allowing the break in 2008:Q2 improves the consistency of the actual paths of unemployment, inflation, and the funds rate with forecasts conditional on actual GDP growth (improves compared to the case in which model parameters are constant and the estimation sample ends in 2008:Q2). Based on the 1985:Q1-2015:Q2 model estimates, the actual paths lay within the conditional forecast bands. The contrast with the results

\(^{14}\)To check whether the recent disconnect between GDP growth and unemployment has a precedent in other recent recessions and recoveries, we use the version of the model augmented to include employment growth to produce forecasts conditioned on actual GDP growth following the previous business cycle peaks of 1990:Q3 and 2000:Q1. We estimate models with data samples ending at each of these points in time. In both cases, we find a substantial over-prediction of the interest rate, but the forecasts of the unemployment rate were rather accurate, with some mild under-prediction at shorter horizons but over-prediction at longer horizons. In the interest of brevity, we report the detailed results in the supplementary appendix.
for models estimated with data through 2008:Q2 suggests a material change in coefficients between samples ending in mid-2008 versus mid-2015 and, in turn, a coefficient break in mid-2008. If instead the path of the unemployment rate were driven by extremely large shocks, the actual path of unemployment would remain outside the conditional forecast confidence bands from the model featuring a break in coefficients estimated with data through mid-2015, in contrast to what we find.

To summarize, the results from conditional forecasts are consistent with breaks in VAR dynamics in about 2008. There is clearly a shift in the GDP–unemployment relationship. While such a breakdown contrasts recent findings by Ball, et al. (2013) and Daly, et al. (2014) of a stable Okun’s law relationship, it supports findings of a shift in labor market dynamics, documented by Kroft, et al. (2016) and Diamond and Sahin (2015). These authors point out that the labor market during the Great Recession and subsequent recovery has been characterized by a dramatic rise in long-term unemployment and unemployment duration, marked declines in the labor force participation rate and employment-to-population ratio, as well as shifts in the Beveridge curve that reflect both the effects of changing demographics and the business cycle. While our finding of a break in the GDP–unemployment relationship is strongly suggestive of a shift in labor market dynamics, shifts in the behavior of monetary policy associated with the lower bound on interest rates and the Great Recession may have contributed in ways that are difficult to disentangle in reduced form VARs.

Our finding of a break in model dynamics following the Great Recession is different from the finding in Stock and Watson (2012), but in line with results in Cheng, Liao, and Schorfheide (2014). Stock and Watson (2012) find that the 2007-2009 recession was the result of one or more large shocks with no evidence of changes in the response of macroeconomic variables. On the contrary, results in Cheng, Liao, and Schorfheide (2014) indicate that the factor loadings changed drastically during the Great Recession. The difference in the results in these two studies can be ascribed to differences in normalization. Stock and Watson (2012) normalize the size of the loadings rather than the variance of the factors, as in Cheng, Liao, and Schorfheide (2014). The change in loadings in Cheng, Liao, and Schorfheide (2014) therefore mirrors the increase in factor volatility in the Stock and Watson (2012) analysis. An advantage with our study using VARs is that we do not need to rely on such normalization restrictions.
5 Comparing methods for managing instabilities in out-of-sample forecasting

So far we have provided evidence of instabilities in common VAR models sometime around 2008; previous studies such as Strahan and van Dijk (2013) have also provided evidence of a break in the early 1980s. These instabilities likely pose considerable challenges to forecast accuracy. There are a range of methods one might use to forecast in the face of potential instabilities. In this section we use the period following the Great Recession to consider some of the leading possible approaches, drawing in part on what has been shown to work in previous studies of forecast samples that ended before the most recent crisis and recovery.

Specifically, we consider VARs that allow for time varying parameters and volatility (TVP-SV and TVP-KK VARs, estimated with a sample starting with 1961:Q1) and VARs estimated with different samples: recursive, starting in 1985; rolling, 20 year window; and a Pesaran and Pick (2011) type average of forecasts computed over a range of rolling window sizes of 8, 10, 12, 14, ..., 30 years.\(^\text{15}\) The specification with constant parameters and a recursive estimation sample starting in 1985:Q1 is consistent with the aforementioned evidence of a break in the early 1980s. In the rolling window case, our use of a 20-year rolling window follows such studies as Del Negro and Schorfheide (2004) and Gurkaynak, et al. (2013). Whereas other studies of VAR forecasting have used shorter windows of 10 or 15 years, our Pesaran and Pick (2011) average forecast covers such shorter estimation windows, as well as longer windows. Finally, we focus on TVP models over regime-switching specifications in light of the Pettenuzzo and Timmermann (2015) conclusion that the former generally perform better than the latter in forecasting.

In light of the advantages in short-term prediction that survey forecasts tend to have around business cycle turning points (see, e.g., the discussion in Carriero, Clark, and Marcellino 2015b), we also consider hybrid forecasts that use forecasts from the Survey of Professional Forecasters as jumping-off points for model-based forecasts. Faust and Wright (2009, 2013) have found that using survey forecasts as jumping-off points can substantially improve purely model-based forecasts.

\(^\text{15}\)Reflecting these specifications, the different forecasts are produced using different start dates for model estimation. At a given forecast origin \(t − 1\) for forecasting from \(t\) through \(t + 3\), we use the following estimation samples. (1) Recursive, 1985 start: 1985:Q1 through \(t − 1\). (2) Rolling, 80 obs. window: period \(t − 80\) through \(t − 1\). (3) Avg. rolling window: for each different rolling window of \(R = 32, 40, 48, \ldots, 120\) observations, we use a (correspondingly different) estimation period of \(t − R\) through \(t − 1\). (4) TVP-SV and TVP-KK: 1961:Q1 through \(t − 1\).
We compare the efficacy of these approaches on the basis of the accuracy of both point and density forecasts. As noted above, we obtain the forecasts by simulating from the appropriate posterior distributions.

5.1 Empirical exercise and forecast metrics

We perform a real-time out-of-sample forecasting exercise for GDP growth, core PCE inflation, the unemployment rate, and the funds rate. We focus on the recovery period of 2009:Q3-2015:Q1 that followed the Great Recession. Even though the evidence above points to a coefficient break in 2008, we deliberately omit the (NBER-dated) recession observations of 2008:Q1-2009:Q2 by starting the forecast evaluation with 2009:Q3, so that the recession observations do not unduly influence the results of the exercise.

We first consider the accuracy of point forecasts (defined as posterior medians), using RMSEs. We then consider the accuracy of density forecasts, using the CRPS, suggested by Gneiting and Raftery (2007). The CRPS, defined such that a lower number is a better score, is given by

\[
\text{CRPS}_t(y_{t+h}) = \int_{-\infty}^{\infty} \left( F(z) - 1\{y_{t+h} \leq z\} \right)^2 dz = E_f|Y_{t+h} - y_{t+h}| - 0.5E_f|Y_{t+h} - Y'_{t+h}|, \tag{5}
\]

where \(F\) denotes the cumulative distribution function associated with the predictive density \(f\), \(y_{t+h}\) the realization of the forecasted variable, \(1\{y_{t+h} \leq z\}\) an indicator function taking value 1 if \(y_{t+h} \leq z\) and 0 otherwise, and \(Y_{t+h}\) and \(Y'_{t+h}\) are independent random draws from the posterior predictive density.

The forecast horizons are 1 quarter and 1 year. At the 1 year horizon, the growth and inflation forecasts are aggregated to be 4-quarter averages (quarter on 4-quarter ago growth rates), in keeping with the way things are commonly reported by the Federal Reserve and other central banks. The forecasts are conditional on a federal funds rate of 0.15 percentage point each quarter. In the absence of conditioning, the models would sometimes predict very negative funds rates in the 2009-10 period. By early 2009, verbal forward guidance from the Federal Reserve had led financial markets to expect the federal funds rate to remain near zero for at least a year, as evidenced in (early 2009 and subsequent) projections of

\[16\] Our study differs from some recent analyses of performance in the face on instabilities, such as Pettenuzzo and Timmermann (2015), in that we use real-time and not final revised data.

\[17\] The supplementary appendix provides results for a sample starting in 1996.

\[18\] However, some of the recession period is deliberately included in the conditional forecast analysis presented above, which uses conditions on actual GDP growth to capture the main business cycle influences of the period.
short-term interest rates from Blue Chip and the Survey of Professional Forecasters.

We take the benchmark forecast to be the constant parameter model estimated recursively with data starting in 1985. To facilitate the reading of results from tables, we present the RMSEs, and the CRPS, for this benchmark model and results for all other models or approaches relative to measures of RMSEs and CRPS from the baseline model. We gauge the statistical significance of each method relative to the benchmark with \( t \)-tests (see, e.g., Diebold and Mariano (1995) and West (1996)) of equal MSE and equal CRPS. The tests are two-sided such that a positive rejection indicates the alternative forecast is more accurate than the recursive benchmark and negative indicates the reverse. Motivated by simulation evidence in Clark and McCracken (2013), we employ a rectangular kernel truncated at lag \( h - 1 \) in the variance estimator which enters the test statistic, with the finite sample correction due to Harvey, Leybourne, and Newbold (1997), and compare the test statistic to standard normal critical values.

5.2 Results with a four variable BVAR model

We start by focusing on the results for point forecasts, the RMSEs, provided in Table 3. For forecasting GDP growth, the baseline model (the specification of which allows a break in the early 1980s but does not model a break around 2008) is not easily beaten. Only the TVP-SV model improves on the baseline forecast at both forecast horizons. However, the gains are not statistically significant, perhaps due to power limitations associated with the short forecast sample. The 20 year rolling window forecast is better than the baseline at the shorter horizon and worse at the longer horizon, again not by amounts that are statistically significant. The average rolling window forecast is consistently worse than the baseline. For the unemployment rate, the baseline forecast is even more difficult to beat; it is in fact the most accurate point forecast, although, again, not by margins that generally appear statistically significant. Finally, for core inflation, results differ by horizon: at the 1-step horizon, the baseline is best; at the 4-step horizon, the TVP-SV model performs best, although not by a margin (relative to the baseline) that appears statistically significant.

The results in Table 3 for CRPS-measured density accuracy are quite similar to the RMSE results. Broadly, the baseline specification of the constant parameter model estimated recursively with data starting in 1985 is difficult to beat. Among the approaches that accommodate structural change, the TVP-SV model beats the baseline most often, although not uniformly and not by margins that are statistically significant.
5.3 Results with a medium size BVAR model

Some recent research has found that larger BVARs tend to forecast more accurately than smaller BVARs and that the forecasting performance of large and medium sized BVARs is comparable to that of factor models (e.g., Banbura, Giannone, and Reichlin (2010) and Koop (2013)). In this section, we therefore report the results obtained with the 13-variable BVAR detailed in section 2. In presenting the results, we still focus on the forecasting performance for GDP growth, the unemployment rate and core PCE inflation. As explained in section 2, in the time-varying parameter and volatility version of the model, in light of computational constraints we use the specification of Koop and Korobilis (2013). Results are reported in Table 4.

In the case of the models with 13 variables, forecast performance varies some by the forecast horizon. At the 1-step horizon, the differences in forecast accuracy are fairly modest, with some exceptions for inflation. For growth and unemployment, the RMSE and CRPS ratios of the different methods are generally close to 1, sometimes a little above and other times a little below. At the 4-step horizon, the baseline is sometimes beaten by larger margins. The average rolling window approach consistently beats the baseline, offering RMSE and CRPS gains of more than 10 percent for growth and inflation (although only statistically significant for inflation). The TVP-KK specification performs best for GDP growth, with RMSE gains of more than 20 percent, but fares relatively poorly for unemployment.

5.4 Hybrid survey-model forecasts

Survey-based forecasts can have a number of advantages over common model-based methods; perhaps most importantly, the survey-based forecasts often have access to information more timely than that used in constructing model forecasts (see e.g. Giannone, Reichlin and Small (2008) and Aastveit, et al. (2014) for the importance of using timely information for nowcasting) In our context, at each forecast origin \( t \), which in RTDSM timing corresponds to roughly the middle of the quarter, we use quarterly information through \( t - 1 \) to estimate each VAR model and forecast. The corresponding Survey of Professional Forecasters is the one published in about the middle of the quarter. At the time the survey is conducted, following the release of the initial estimate of GDP for the previous quarter, respondents have available interest rates and other financial indicators for the first month of the quarter, as well as (normally) readings on some important indicators of economic
activity, including employment and unemployment and the purchasing managers index for manufacturing. This more timely information likely gives the survey forecast an important advantage over model forecasts constructed as they are in this paper (and in much of the forecasting literature).

Accordingly, in this section we consider the accuracy of forecasts we characterize as hybrids of model and survey-based forecasts. Following Faust and Wright (2009, 2013), we construct hybrid forecasts by using the survey-based forecasts for the 1-quarter ahead horizon as jumping off points for model-based forecasts for horizons of 2-4 quarters. Formally, we use the survey forecasts for 1 quarter ahead as conditions on the VAR forecasts. Given the timing underlying our forecast analysis, this means we are giving the models the current-quarter forecast obtained from a survey. This approach yields VAR forecasts that are the same as the SPF forecasts for the 1 quarter horizon but determined by VAR dynamics and the 1-quarter ahead conditions at subsequent horizons. This approach serves to adjust for the timing advantage of the survey over the models and for — to some degree — some of the wider information set and judgment underlying the survey. We apply this survey-forecast conditioning to the same set of forecast specifications covered in Table 3.

Results for point forecasts from our baseline model and the hybrid specifications are provided in Table 5. At the 1-quarter horizon, conditioning the model forecasts on the survey-based forecasts yields — by construction — the same (survey-based) forecasts and forecast accuracy, which are all substantially better than the baseline forecast that does not include the SPF conditions. At the 4-quarter horizon, it continues to be the case that the conditioning on the SPF 1-step ahead forecasts improves the accuracy of the models’ forecasts. In broad terms, the methods perform comparably. The hybrid TVP-SV forecast is best for GDP growth and inflation, although not all that different from the other forecasts.

5.5 Summary of out-of-sample forecast results

Putting all of this together, it is hard to say that a single approach works best in out-of-sample forecasting. This may not be surprising given the short evaluation period available following the circa-2008 break in VAR dynamics identified in other sections of our analysis. The baseline of a constant parameter model is difficult to beat in out-of-sample forecasting. Among the methods that accommodate structural change, allowing time-varying parameters (TVP-SV) seems to perform best with a small model, whereas with the large model, the average rolling window approach offers the most consistent gains on the baseline.
6 Conclusions

Building on previous work on the stability of factor models since the Great Recession and on the stability of VAR models in forecasting in data preceding the Great Recession, in this paper we examine the stability of common VARs in the period since the Great Recession.

We first use a variety of approaches to assess model stability around the Great Recession, all of which suggest significant instabilities. Bayesian analysis of a model with a discrete break and a regime-switching model provides additional evidence against VAR parameter stability, with a break most likely around 2008. Using conditional forecasts, we show that VAR specifications assumed stable through mid-2008 produce large forecast errors during and after the crisis, even when conditioning on the actual evolution of GDP growth.

We then examine the efficacy of a range of forecasting methods that can be used to deal with structural change. Specifically, in addition to models that allow for time varying parameters and volatility, we consider forecasts from VARs estimated with different samples: recursive, starting in 1985; rolling, 20 year window; and a Pesaran and Pick (2011) type average of forecasts computed over a range of rolling window sizes of 8, 10, 12, 14, ..., 30 years. Overall, the baseline of a constant parameter model is difficult to beat in out-of-sample forecasting. This may not be surprising given the short evaluation period available following the circa-2008 break in VAR dynamics we have found. Among the methods that accommodate structural change, allowing time-varying parameters (TVP-SV) seems to perform best with a small model, whereas with the large model, the average rolling window approach offers the most consistent gains over the baseline.

As we noted above, while our reduced form evidence points most clearly to instability in the relationship between GDP growth and the unemployment rate, in a more structural sense it is difficult to disentangle instabilities that could truly be due to either shifts in labor market dynamics or the behavior of monetary policy associated with the effective lower bound on interest rates. Over time, further research on possible structural changes associated with the Great Recession and subsequent recovery may point to model specifications that yield further gains in forecast accuracy. For example, there is considerable structural work on the macroeconomics of labor markets that examines whether the most recent recession was fundamentally different from previous recessions, with conflicting findings (see, e.g., Gali, Smets, and Wouters (2012) and Ravenna and Walsh (2013)). There is also a growing body of structural work on modeling monetary policy since the Great Recession.
to capture the effects of the effective lower bound, extended forward guidance from central banks, and government bond purchases (see, e.g., Chen, Curdia, and Ferraro (2012)).
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Table 1: Break probabilities, BVAR(2), 1985:Q1-2015:Q2

<table>
<thead>
<tr>
<th>Break date</th>
<th>Base prior</th>
<th>Alternative prior</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BVAR</td>
<td>Fat tails df=5</td>
</tr>
<tr>
<td>2007:01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2007:02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2007:03</td>
<td>0.01</td>
<td>0.13</td>
</tr>
<tr>
<td>2007:04</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>2008:01</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2008:02</td>
<td>0.83</td>
<td>0.68</td>
</tr>
<tr>
<td>2008:03</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>2008:04</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>no break</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Note: Letting $ML_i$ denote the marginal likelihood for model (break date) $i$, its posterior probability is $ML_i/\sum_{i=1}^{N_B+1} ML_i$.

Table 2: Break dates from a RS-VAR(2), 1985:Q1-2015:Q2

<table>
<thead>
<tr>
<th>Model</th>
<th>break coefficients</th>
<th>break variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS-C</td>
<td>2008:Q4</td>
<td>NA</td>
</tr>
<tr>
<td>RS-V</td>
<td>NA</td>
<td>2009:Q3</td>
</tr>
<tr>
<td>RS-CV</td>
<td>2008:Q4</td>
<td>2013:Q1</td>
</tr>
</tbody>
</table>

Note: RS-C refers to a RS-VAR with only breaks in the coefficients, RS-V refers to a RS-VAR with only breaks in the error variance, and RS-CV refers to a RS-VAR which allows for independent breaks in the VAR coefficients and the error covariance. All of the models allow for two regimes. We identify a break in the coefficients or the error covariance as the date at which the inferred probability of being in a particular state exceeds 0.5.
Table 3: Accuracy of forecasts from 4-variable BVAR, 2009:Q3-2015:Q1

<table>
<thead>
<tr>
<th>model or estimation approach</th>
<th>GDP growth</th>
<th>Unemployment rate</th>
<th>Core PCE inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>CRPS</td>
<td>RMSE</td>
</tr>
<tr>
<td>1-quarter horizon</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>recursive, 1985 start</td>
<td>2.105</td>
<td>1.175</td>
<td>0.252</td>
</tr>
<tr>
<td>rolling, 80 obs. window</td>
<td>0.961</td>
<td>0.967</td>
<td>1.075</td>
</tr>
<tr>
<td>avg. rolling window</td>
<td>1.017</td>
<td>1.021</td>
<td>1.058</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>0.917</td>
<td>0.955</td>
<td>1.052</td>
</tr>
<tr>
<td>4-quarter horizon</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>recursive, 1985 start</td>
<td>1.914</td>
<td>1.062</td>
<td>1.169</td>
</tr>
<tr>
<td>rolling, 80 obs. window</td>
<td>1.083</td>
<td>1.064</td>
<td>1.029</td>
</tr>
<tr>
<td>avg. rolling window</td>
<td>1.179</td>
<td>1.144</td>
<td>1.048 **</td>
</tr>
<tr>
<td>TVP-SV</td>
<td>0.947</td>
<td>0.858</td>
<td>1.043</td>
</tr>
</tbody>
</table>

Note: RMSE and CRPS levels for baseline (recursive, 1985 start) forecasts, ratios for all others. Statistical significance based on two-sided $t$-tests for equal MSE or equal CRPS indicated by ** for 5 percent and * for 10 percent.

Table 4: Accuracy of forecasts from 13-variable BVAR, 2009:Q3-2015:Q1

<table>
<thead>
<tr>
<th>model or estimation approach</th>
<th>GDP growth</th>
<th>Unemployment rate</th>
<th>Core PCE inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>CRPS</td>
<td>RMSE</td>
</tr>
<tr>
<td>1-quarter horizon</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>recursive, 1985 start</td>
<td>1.802</td>
<td>1.020</td>
<td>0.282</td>
</tr>
<tr>
<td>rolling, 80 obs. window</td>
<td>0.991</td>
<td>1.005</td>
<td>1.006</td>
</tr>
<tr>
<td>avg. rolling window</td>
<td>0.993</td>
<td>0.995</td>
<td>0.991</td>
</tr>
<tr>
<td>TVP-KK</td>
<td>1.001</td>
<td>1.022</td>
<td>1.052</td>
</tr>
<tr>
<td>4-quarter horizon</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>recursive, 1985 start</td>
<td>1.860</td>
<td>0.949</td>
<td>0.923</td>
</tr>
<tr>
<td>rolling, 80 obs. window</td>
<td>0.957</td>
<td>0.993</td>
<td>0.998</td>
</tr>
<tr>
<td>avg. rolling window</td>
<td>0.883</td>
<td>0.881</td>
<td>0.985</td>
</tr>
<tr>
<td>TVP-KK</td>
<td>0.716</td>
<td>0.769 **</td>
<td>1.297 **</td>
</tr>
</tbody>
</table>

Note: RMSE and CRPS levels for baseline (recursive, 1985 start) forecasts, ratios for all others. Statistical significance based on two-sided $t$-tests for equal MSE or equal CRPS indicated by ** for 5 percent and * for 10 percent.
Table 5: **Accuracy of forecasts from 4-variable hybrid BVAR, 2009:Q3-2015:Q1**

<table>
<thead>
<tr>
<th>model or estimation approach</th>
<th>GDP growth</th>
<th>Unemployment rate</th>
<th>Core PCE inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1-quarter horizon</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rec., 1985 start</td>
<td>2.105</td>
<td>0.252</td>
<td>0.510</td>
</tr>
<tr>
<td>hybrid, 1985 start</td>
<td>0.783 **</td>
<td>0.632 **</td>
<td>0.883</td>
</tr>
<tr>
<td>hybrid, rolling, 20y</td>
<td>0.783 **</td>
<td>0.632 **</td>
<td>0.883</td>
</tr>
<tr>
<td>hybrid, avg. window</td>
<td>0.783 **</td>
<td>0.632 **</td>
<td>0.883</td>
</tr>
<tr>
<td>hybrid, TVP-SV</td>
<td>0.783 **</td>
<td>0.632 **</td>
<td>0.883</td>
</tr>
<tr>
<td><strong>4-quarter horizon</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rec., 1985 start</td>
<td>1.914</td>
<td>1.169</td>
<td>0.522</td>
</tr>
<tr>
<td>hybrid, 1985 start</td>
<td>0.769</td>
<td>0.768</td>
<td>0.858 *</td>
</tr>
<tr>
<td>hybrid, rolling, 20y</td>
<td>0.852</td>
<td>0.791</td>
<td>0.851</td>
</tr>
<tr>
<td>hybrid, avg. window</td>
<td>0.939</td>
<td>0.811</td>
<td>0.879</td>
</tr>
<tr>
<td>hybrid, TVP-SV</td>
<td>0.667 *</td>
<td>0.796</td>
<td>0.819</td>
</tr>
</tbody>
</table>

Note: RMSE levels for baseline (recursive, 1985 start) VAR forecasts, ratios for all others. The other forecasts are from 4-variable VAR specifications (corresponding to those in Table 3), obtained by conditioning on SPF forecasts for the 1-quarter ahead horizon. Statistical significance based on two-sided t-tests for equal MSE or equal CRPS indicated by ** for 5 percent and * for 10 percent.
Figure 1: Conditional forecasts for 2008:Q3-2015:Q2 from a 4-variable BVAR, estimated with 1985:Q1-2008:Q2 sample. Conditioning on GDP growth.
Forecasts from 5-variable BVAR with employment, conditional on actual GDP

Estimation sample: 1985-2008:Q2

Notes: Black line: median. Red line: actual. Bands: 50%, 70%, and 90%.

Figure 2: Conditional forecasts for 2008:Q3-2015:Q2 from a 5-variable BVAR with employment, estimated with 1985:Q1-2008:Q2 sample. Conditioning on GDP growth.

Forecasts from 5-variable BVAR with credit spread, conditional on actual GDP, FFR, and credit spread

Estimation sample: 1985-2008:Q2

Notes: Black line: median. Red line: actual. Bands: 50%, 70%, and 90%.

Figure 3: Conditional forecasts for 2008:Q3-2015:Q2 from a 5-variable BVAR with credit spread, estimated with 1985:Q1-2008:Q2 sample. Conditioning on GDP growth, federal funds rate, and credit spread.