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Abstract—In video analysis background subtraction consists of creation of a background model that allows distinguishing foreground pixels. We present a new method in which we regard the image sequence to be made up of the sum of a low-rank background matrix and a dynamic tree-structured sparse matrix. We solve the decomposition task using our approximated Robust Principal Component Analysis method which is extended to handle camera motion and noise. Our contribution lies in dynamically estimating the support of the foreground regions via a superpixel generation step, so as to impose spatial coherence on these regions. Unlike smoothness constraints such as MRF, our method is able to obtain crisp and meaningful foreground regions, and in general, handles large dynamic background motion better. To reduce the dimensionality and the curse of scale, we model the background via Column Subset Selection algorithm, that reduces the order of complexity and hence decreases computation time. Comprehensive evaluation on four benchmark datasets demonstrate the effectiveness of our method in outperforming state-of-the-art alternatives.

Index Terms—Approximated RPCA, structured-sparse, moving camera, dynamic background, cohesive foreground segmentation.

1 INTRODUCTION

Background subtraction can be defined as segmentation of a video sequence into the foreground and the background. It is typically used as a pre-processing step for higher level problems, such as automated surveillance, action recognition, and intelligent environments. Background subtraction poses a number of challenges in realistic environments, such as, presence of noise, illumination changes, background motions or dynamicity, camouflage, moved object, camera motion, and foreground aperture. Addressing these challenges, leads to a number of considerations in designing a background model, as well as modeling the behavior of foreground objects, which in complex applications remains an open problem.

Here we model noise by the residual error of the approximation of background plus foreground. Illumination changes are handled to some extent via a robust background model that is capable of adapting itself to global variations of luminance. On account of dynamic nature of the background, both the background model and the foreground classification mechanism must be able to correctly classify a range of pixels. Camouflage on the other hand, is when a foreground object due to its similarity to the background persists absorbing into the background. Noting this challenge, there is a need for two semantic foreground layers, one containing genuine foreground regions, and the other ambiguous and noise-like pixels. Then, the amount to lean onto which layer for detecting foreground objects must be adaptively controlled by a robust mechanism in the model. On the other hand, a desirable background model must be able to learn a variety of modes from the video feed, such that it handles variations in the background, moved objects, and noise without compromising its ability to detect camouflaged regions.

Denote the set of video frames as \( \{I_k\}_{k=1}^n \) for \( n \) frames. \( I_k \) contains frames of a video sequence, with each image being concatenated as a column vector. We can put all the frames of a video together to form a large matrix \( A = [I_1, I_2, \ldots, I_n] \in \mathbb{R}^{m \times n} \). Given the matrix \( A \), RPCA [1] solves the matrix decomposition problem

\[
\min_{L,S} \|L\|_\ast + \lambda \|S\|_1 \quad \text{s.t.} \quad A = L + S, \quad (1)
\]

as a surrogate for the actual problem

\[
\min_{L,S} \text{rank}(L) + \lambda \|S\|_0 \quad \text{s.t.} \quad A = L + S, \quad (2)
\]

where \( L \) is the low-rank component corresponding to the background and \( S \) is the sparse component containing the foreground part. To overcome the inherent limitations of RPCA for background subtraction and foreground detection, we propose to an approximated form of the Robust Principal Component Analysis (RPCA) method for background modeling. We are interested in the case where we decompose the matrix \( A \) into three components, namely a low-rank part \( L \), a sparse component \( S \), and a residual part \( E \). That is, the target is to decompose \( A \) as

\[
A = L + S + E, \quad (3)
\]

where \( E \) is the residual error of the approximation of \( A \) by \( L + S \), that attempts to capture noise and ambiguous pixels. The decomposition above can be solved via our approximated RPCA, that we will introduce later. Observe that we expect \( L \) to be a genuine low-rank matrix, thus \( \text{rank}(L) \ll \text{rank}(A) \). Moreover, by decomposing all the extra noise that contaminates the background, and storing it into \( E \) we are able to reduce the rank of the matrix \( L \) beyond what (1) is capable of. As a consequence of our decomposition strategy, the \( L \) in (3) is much more well-suited for background subtraction applications, or in general where lower dimensional models are more desirable.

Despite the promising effects of using a low-rank approximation for obtaining the background model, a sparse constraint for foreground objects, is far too generic. In addition, Processing per-pixel basis from the foreground, is not only time-consuming, but also can dramatically affect foreground region detection, if region cohesion and contiguity is not considered in the model. The foreground regions are spatially coherent clusters. Thus, we prefer to detect contiguous regions of various sizes in the matrix representing the foreground. With this objective in mind, we propose structured-sparsity inducing norms that are effective in the context of a novel dynamic group structure, by which the natural structure of foreground objects in the sparse matrix is preserved. The dynamicity of group structures is either controlled via a patch-based group selection algorithm, or derived from the natural shape of objects in the scene - by selecting clusters of pixels via the SLIC superpixels [2], and dynamically refining the size of these clusters in an iterative process. This is effective in reducing the foreground aperture problem with rigorous experimental evaluations.

The matrix \( A \) can become humongous when processing large or long videos. To alleviate the dimensionality and the curse of scale with an RPCA-based problem we use the Column Subset Selection Problem (CSSP) [3] that selects a handful of
the most representative and important columns of a matrix. Assuming that we have a long video of a scene at our disposal with hundreds or even thousands of frames, only a handful of these frames determine a model of the background; the rest will either contaminate the background or will be redundant to process. To this end, we propose to model the background of the sequence using a low-rank approximation from the output of the CSSP. Not only does this algorithm reduce the complexity and the computation time, but also alleviates the bootstrapping challenge, making it possible to still be able to obtain a robust model of the background without needing to observe a clean, foreground-absent frame.

In a nutshell contributions of this paper are: low-rank approximation of the background to accommodate small scene and illumination changes to some extent; inducing structured-sparsity in a novel group structure, namely a dynamic block structure and a dynamic superpixel structure; insensitivity to foreground object size, as a result of using within-patch normalization; assumption of a noise part in decomposition for reducing false positive pixels (false alarms); and a dimensionality reduction for RPCA problem via the Column Subset Selection Problem that alleviates bootstrapping, and reduces computational complexity and cost, and an analysis of the efficacy of this method. Finally, an exhaustive evaluation using four datasets [4], [5], [6], [7], demonstrating top performance in comparison with the state-of-the-art alternatives is presented.

2 Related Work

In the recent years, global models such as principal component analysis (PCA) [8], [9], [10] have gained popularity due to their simple implementation and effectiveness in camera shake. They attempt to model the background as a low-dimensional subspace of the vectorized input, with the foreground identified as outliers. In practice such approaches have struggled, due to high computational requirements and limited capability to deal with many common problems, e.g., camouflage. Recent variants have resolved part of these issues, notably [11] proposed a non-SVD based fast solution. However, still no spatial distribution of outliers were considered. In an effort to incorporate such prior an MRF-based solution [12] has been proposed. But the result of imposing such smoothness constraint is that the foreground regions tend to be over-smoothed; as an example, the details in the silhouette of hands and legs of a moving person is sacrificed in favor of a more compact blob.

Our idea is established in the so-called structured-sparsity or group-sparsity measures to incorporate the spatial prior. Structural information about nonzero patterns of variables have been developed and used in sparse signal recovery, and many approaches have been applied to these problems successfully, such as [13], [14]. However, related methods [15] typically assume that the block structure and its location is known or will suffer in regularization or bootstrapping. To lift up some difficulties [16] instead detects the block size and location by iteratively alternating between updating the block structure of the dictionary and updating the dictionary atoms to better fit the data. Nevertheless, both the number of blocks and the maximal block size are assumed to be known. In [17] and [18] the sparsity structure is estimated automatically. Parameter tuning is required in [13] to control the balance between the sparsity prior and the group clustering prior for different cases. These methods also need a clear background to train backgrounds for sequences. A two-pass RPCA framework was used in [15], where the first pass determines a saliency map generation that corresponds to locations of the outliers, and then the second pass uses pre-defined salient blocks in the image, to favor spatially contiguous outliers. In another effort [19], a group sparse structure was used, in which overlapping pre-defined groups of pixels in a region of an image are used in conjunction with a maximum norm regularization to take into account the spatial connection of foreground regions. In a recent work [20] a superpixel-based max-norm matrix decomposition approach has been proposed, in which homogeneous static or dynamic regions of image are classified as a graph partitioning problem, via Generalized Fused Lasso (GFL). In contrast, our method does not assume a prior size or location or structure for sparsity, and dynamically updates these to best fit the natural object shape in the scene, without a separate training phase.

3 Approximated RPCA with Tree-Structured Sparsity

As discussed in the introduction, our proposed approach is based on an approximated RPCA process, that takes advantage of natural structure of objects in the scene. In our model a series of structured-sparsity inducing norms are defined which act in a tree structure that is a representation of the scene components. The approximated decomposition problem stated in (3) can be solved by minimizing the decomposition error

$$\min_{L,S} \|A - L - S\|_F^2 + \lambda \|S\|_1 \text{ s.t. rank}(L) \leq r \leq \text{rank}(A),$$

where $\|\cdot\|_F$ is the Frobenius norm, defined as $\|A\|_F = \sqrt{\sum_{i=1}^m \sum_{j=1}^n |a_{ij}|^2}$ where $a_{ij}$ are the elements in $A$. In the Frobenius norm, the set of feasible solutions is restricted to matrices $L$ that have a rank smaller than or equal to $r$. It means that if $r$ is much smaller than $\min(m,n)$, the solution for $L$ is necessarily a low-rank matrix. $\lambda$ is a tuning parameter set at a value that helps recovering all genuine foreground regions. We find that using $\lambda = 3/\sqrt{\max(m,n)}$ (where $m \times n$ is the dimensions of $A$) is adequate to identify all foreground regions in our test data. The choice of $\lambda$ is justified by observations in our experiments, where $\lambda$ controls a good trade-off between the sparsity of $S+E$ and structured-sparsity of $S$. The matrix $E$ contains the residual error (noise) of the approximation of $A$ by $L + S$.

3.1 Modeling with Structured-Sparsity Inducing Norms

We employ structured-sparsity inducing norms in the context of tree-structured groups, where the natural shape of objects in the scene are exploited to best describe the location and distribution of foreground regions. Suppose $A$ is an observed matrix that is not in register with the training images $\mathbf{I}_k$. To recover well-aligned images $A' = A \circ \tau$ such that they can be readily used for robust background subtraction we propose to solve the following optimization problem to seek the correct transformation $\tau$ (e.g., 2D affine transformation for correcting misalignment, or 2D projective transformation for handling some perspective change), low-rank component $L$, and sparse part $S$

$$\min_{\text{rank}(L) \leq r, S, \tau} \|A \circ \tau - L - S\|_F^2 + \lambda \|S\|_{2,1},$$

where $\ell_{2,1}$-norm is a group sparsity inducing norm. Motivated by recent advances in structured sparsity [21], in this work, we
consider a tree-structured sparsity-inducing norm. It involves a hierarchical partition of the $m$ variables in $S$ into groups. The tree is defined in a way that leaf nodes are singleton groups corresponding to individual pixels, and internal nodes/groups correspond to local patches of varying size. Thus each parent node contains a hierarchy of child nodes that are spatially adjacent to each other and constitute a local part in the sparse image $S$. When a parent node goes to zero all its descendants in the tree must go to zero. Consequently, the nonzero or support patterns are formed by removing those nodes forced to zero. This is exactly the desired effect of structured sparse patterns. We can represent a scene using a tree structure by subdivision. In such a tree structure each child node is a subset of its parent node and the nodes of the same depth level do not overlap. Denote $G$ as a set of groups from the power set of the index set $\{1, \ldots, m\}$, with each group $G \in G$ containing a subset of these indices. The aforementioned tree-structured groups used in this paper are formally defined as follows: A set of groups $G$ is said to be tree-structured in $\{1, \ldots, m\}$ if $G = \{G_1^0, G_2^0, \ldots, G_{i_0}^0, \ldots\}$ where $i = 0, 1, 2, \ldots, d$ is the depth of the tree, $b_i = 1$ and $G_1^0 = \{1, 2, \ldots, m\}$, and correspondingly $\{G_j^m\}_{j=1}^d$ are singleton groups. Let $G_j^i$ be the parent node of a node $G_{j+1}^i$ in the tree, we have $G_{j+1}^i \subseteq G_j^i$. Also we have $G_j^i \cap G_k^i = \emptyset$, $\forall i = 1, \ldots, d$, $j \neq k$, $1 \leq j, k \leq b_i$. Similar group structures are also considered in [22, 23]. With the above notation, a general tree-structured sparsity-inducing norm can be written as

$$\psi(S) = \sum_{i=0}^{d} \sum_{j=1}^{b_i} w_j^i \|S_{G_j^i}\|_{2,1},$$

where $S_{G_j^i}$ is a vector with entries equal to those of $S$ for the indices in $G_j^i$ and 0 otherwise. $w_j^i$ are positive weights for groups $G_j^i$. It is chosen as $w_j^i = 1/\max(A_{G_j^i})$ to overcome sensitivity of the regularization scheme to illumination variance across patches. As for optimizing $\tau$, each frame in $A$ is sequentially aligned to each frame $I_k$ instead of the whole training set $I$, mainly due to the difficulty of optimization associated with the latter case, as discussed in [24]. Thus, the objective function in the optimization program is modified to the following

$$\min_{\tau \in \mathbb{R}^d, S} \|A \circ \tau - L - S\|_F^2 + \lambda \sum_{i=0}^{d} \sum_{j=1}^{b_i} w_j^i \|S_{G_j^i}\|_{2,1}$$

The problem (7) is a difficult, nonconvex optimization problem. Fortunately, we can find a good initialization by pre-aligning all frames in the sequences to the middle frame, before the main loops of minimization. The pre-alignment is done by the robust multiresolution method proposed in [25], [26]. This practice is successful in most cases given that a drastic scene change does not occur in the sequence. We can then solve (7) by repeatedly linearizing about the current estimate of $\tau$, and seeking a deformation step $\Delta \tau$. In other words, at each iteration, we update $\tau$ by a small increment $\Delta \tau$ and linearize $A \circ \tau$ as $A \circ \tau + J \Delta \tau$, where $J$ denotes the Jacobian matrix $J = \frac{\partial A}{\partial \tau}$. Thus, $\tau$ can be updated via the following minimization

$$\tau_t \leftarrow \tau + \arg \min_{\Delta \tau} \|A \circ \tau - L_t - S_{t-1}^t + J \Delta \tau\|_F^2$$

The minimization over $\Delta \tau$ in (8) is a weighted least-squares problem that has a closed-form solution [26]. In practice, the update of $\tau$ for each frame can be done separately since the transformation is applied on each image individually. Thus the update of $\tau$ is efficient. We then proceed by minimizing alternatively the function for two parameters $L_t$ and $S_t$ one at a time until convergence

$$L_t^t = \arg \min_{\tau \in \mathbb{R}^d} \|A \circ \tau - L - S_{t-1}^t\|_F^2$$

$$S_t^t = \arg \min_{S_t} \|A \circ \tau - L - S\|_F^2 + \lambda \sum_{i=0}^{d} \sum_{j=1}^{b_i} w_j^i \|S_{G_j^i}\|_{2,1}$$

Both these subproblems have nonconvex constraints. Their global solutions $L_t^t$ and $S_t^t$ exist. In particular, the two subproblems can be solved by updating $L_t^t$ via singular value hard thresholding of $A - S_{t-1}^t$ [27], and updating $S_t^t$ via our structured-sparsity inducing norms with a soft-thresholding or shrinkage operator for scalars with $\lambda$. The penalty term in (10) assures the structured-sparsity of $S$ w.r.t. the defined tree-structured groups. The soft-thresholding is defined as

$$P_\lambda(x) = \begin{cases} \text{sign}(x) \max(|x| - \lambda), & |x| > \lambda \\ 0, & |x| \leq \lambda \end{cases}$$

3.2 Tree-Structured Groups in Meaningful Regions

A meaningful structured-sparse solution, is the one that is best able to take into account the natural shape and structure of objects in the scene. There is a need for some mechanism that describes each tree-structured group $\psi(.)$. Each group must take into account connected components belonging to a semantically or texturally connected region. For example, a region of pixels with the same color and texture belonging to part of an object (a wheel of a car) must be assigned to a single group. The structured sparse inducing framework defined in the previous section can then be used within the group class to decide whether it belongs to foreground or must be classified as background.

A trend in recent literature has been shifting towards a very common approach in video coding technology, where the test image is divided into square-shaped regions of pixels called blocks, with pre-determined sizes. To achieve even more sophisticated sectioning, each block can be further divided into smaller blocks each time halving the size of the block. This can be done until a block of size 1 (a single pixel) is reached; this is called the quad-tree decomposition. This approach is not very complex and can be implemented with low order of computation in the framework we described in the previous sections. In this example a region of $8 \times 8$ pixels is chosen as a group. If there are no elements with large magnitude in this region, the sparsity-inducing norms will classify the whole region to background; otherwise it is divided into 4 smaller regions of $4 \times 4$ pixels. Similarly, each of the smaller regions are put to the test of sparsity-inducing norms, and the regions belonging to background are left-off, while the regions hinting foreground elements are divided into 4 smaller regions once again. This is done until a singleton group (a single pixel) is reached. We call this procedure induction, division, and discarding. There are two immediate benefits from defining such a block structure: firstly, the amount of computation needed for classification is lowered, as classifying larger regions to background is much faster compared to single pixel assignment, while for blocks containing foreground objects the subdivisions will allow more meticulous investigation in these regions. Large region classification can be safely done in our model; this is the direct impact of our sparsity-inducing norms definition, since despite other
RPCA-based methods our algorithm is not sensitive to the size of the region in question. Secondly, the recursive division of regions down to one pixel will result in a very crisp and well-defined foreground segmentation. We refer to this approach in this paper as DBSS model, short-hand for Dynamic Block Structured Sparse. Depth of each tree in this model is set to \( d = 3 \) and \( m = 64 \), therefore \( G = \{ G_1^0, G_2^0, \ldots, G_{64}^0 \} \) where \( i = \{ 0, 1, 2, 3 \} \), \( b_0 = 1 \) and \( G_0^i = \{ 1, 2, \ldots, 64 \} \), \( b_3 = 64 \) and correspondingly \( \{ G_j^i \}_{j=1}^{64} \) are singleton groups. The general tree-structured sparsity-inducing norm becomes
\[
\psi(S) = \sum_{i=0}^{3} \sum_{j=1}^{b_i} \| S_{G_j^i} \|_{2,1}
\]
As mentioned before, DBSS bears two limitations that the size and location of the blocks need to be set in advance, and it is hard to see how each block is adapting its shape to the natural structure of objects in the scene. Motivated by these limitations, we propose a new group structure, in which the sparse part derives its structure from the natural object structure in the scene. In a test image, the scene can be classified into multiple superpixels. Recent advances in image segmentation have made a plethora of superpixel algorithms becoming available, that promise state-of-the-art ability to adhere to image boundaries, speed, memory efficiency, and segmentation performance. A good superpixel must obtain perceptually meaningful atomic regions, which can be used to replace the rigid structure of the pixel grid. Moreover, as these results will be used as a preprocessing step in our foreground detection framework, they should be fast to compute, memory efficient, and simple to use.

Also, in our segmentation scenario, superpixels should both increase the speed and improve the quality of the results.

We therefore, adopt the Simple Linear Iterative Clustering (SLIC) algorithm based on the empirical comparison of six state-of-the-art superpixel methods [2]. SLIC adapts \( k \)-means clustering to generate superpixels, and is freely available\(^1\). By default, the only parameters of the algorithm are the desired number of approximately equally-sized superpixels, and a compactness factor controlling adherence of each superpixel region to object boundaries. It seems that for our test images, 800 superpixels are sufficient to adhere well to all object boundaries.

Once the superpixels are obtained in the pre-processing step, the same procedure for structured sparsity inducing norms is applied to groups, that are this time each superpixel region in the test image. For recursive division however we cannot follow the naïve recursive block division of DBSS. We have adapted SLIC to be able to dynamically divide each superpixel region into approximately equal-sized smaller superpixels. Each initial superpixel region is divided into 4 smaller superpixels that best adhere to object boundaries. These smaller superpixels are further divided into 4 regions, again and again. Our experiments have shown that at this depth the classification can be performed without having to perform any further divisions, as the regions are both small enough to safely discard non-foreground regions, and large enough to crisply classify all foreground objects in the scene with fine details correctly. We denote this model as DSPSS short for Dynamic SuperPixel Structured Sparse. Similarly the parameters for the tree-structured sparsity-inducing norm \( \psi(s) \) are defined as follow. Depth of each tree in this model is \( d = 3 \) and \( m = M \) is dynamically decided by SLIC, since it depends on image size, and the natural shape of the objects in the scene. Therefore \( G = \{ G_1^0, G_2^0, \ldots, G_{64}^0 \} \) where \( i = \{ 0, 1, 2, 3 \} \), \( b_0 = 1 \) and \( G_0^i = \{ 1, 2, \ldots, 64 \} \), \( b_3 = 64 \) and correspondingly \( \{ G_j^i \}_{j=1}^{64} \) are singleton groups.

\[\psi(S) = \sum_{i=0}^{3} \sum_{j=1}^{b_i} \| S_{G_j^i} \|_{2,1}\]

Algorithm 1: Pseudo-code for DBSS and DSPSS with background motion parameter estimation and Tandem initialization

1. Input: \( A \), rank \( \lambda \), \( \epsilon \), maxIter
2. Output: \( S, L, E, \tau \)
3. Tandem initialization: \( \epsilon^0 = 0 \), \( L^0 = \text{rank-}\epsilon \) approximation of \( A \), \( S^0 = A - L^0 \)
4. while \( \| A \circ \tau^t - L^t - S^t \|_2^2 / \| A \|_2^2 > \epsilon \text{ or } t < \text{maxIter} \) do
   1. Form the matrix \( A \circ \tau^t \) calculating the parameters \( \tau^t \) that infer the mapping that transforms the column vector \( A_i \), to the \( i \)-th column vector of the matrix \( L^{t-1} + S^{t-1} \).
   2. Calculate \( L^t = \sum_{i=1}^{\epsilon^t} \sigma_i U_i V_i^T \) where \( \text{svd}(A \circ \tau^t - S^{t-1}) = U \Sigma V^T \).
   3. Calculate \( S^t = \mathcal{P}_S(\psi(A \circ \tau^t - L^t)) \) where \( \mathcal{P}_S(x) = \text{sign}(x) \max(|x| - \lambda, 0) \).
   4. Calculate the residual noise \( E = A - L - S \).
5. end while

3.3 Dimensionality Reduction for Decomposition

Computational cost of RPCA methods lies mainly in the SVD calculation step for low-rank minimization. As the resolution of the images or the length of the video increase, RPCA becomes progressively computationally inefficient. There exist deterministic algorithms for solving the Column Subset Selection Problem (CSSP), that use probability distributions to find the most representative columns in a matrix [3]. The CSSP is defined as: Let \( A \in \mathbb{R}^{n \times n} \) and let \( c \ll n \) be a sampling parameter. Find \( c \) columns of \( A \) denoted as \( C \in \mathbb{R}^{n \times c} \) – that minimize
\[
\| A - CC^\dagger A \|_F \quad \text{or} \quad \| A - CC^\dagger A \|_2,
\]
where \( C^\dagger \) denotes the Moore-Penrose pseudo-inverse. We can equivalently write \( C = AA^\dagger, \) where the sampling matrix is \( A \in \mathbb{R}^{n \times c} \). A simple but extremely successful deterministic strategy is proposed [29] which is based on sampling columns of \( A \) that correspond to the largest leverage scores \( \ell_i^0 \), for some \( \kappa < \text{rank}(A) \). As the number of columns to be selected is not known a priori, the algorithm selects the \( c \) columns of \( A \) that correspond to the largest \( c \) leverage scores \( \ell_i^0 \) such that their sum \( \sum_{i=1}^{c} \ell_i^0 \) is more than an “energy” parameter \( \theta \) with \( c = \theta \times n \). We choose \( \theta \) such that \( \text{rank}(V_{\kappa}^T A) = \kappa \); where \( V_{\kappa} \in \mathbb{R}^{n \times \kappa} \) contains the top \( \kappa \) right singular vectors of the matrix \( A \in \mathbb{R}^{n \times n} \) with rank \( r = \text{rank}(A) \geq \kappa \). Then, The rank-\( \kappa \) leverage score of the \( i \)-th column of \( A \) is defined as
\[
\ell_i^0 = \| V_{\kappa}(i,:) \|_2^2, \quad i = 1, 2, \ldots, n,
\]
Here, \( V_{\kappa}(i,:) \) denotes the \( i \)-th row of \( V_{\kappa} \). Based on the presented methodology, we perform the background modeling using the output of CSSP algorithm, where a lot of redundant information is discarded, as it does not contribute to the background model, if even worse, does not contaminate it [30].

4 Experiments and Analysis

We present qualitative and quantitative results for two algorithms proposed in this paper, DBSS and DSPSS both with tandem initialization [28] and CSSP for background modeling. All

the tests were conducted on the temporal region of interest of the sequences, meaning no training stage with clean background was used to obtain the background model. The algorithms are implemented in MATLAB and run on a desktop machine, using a single core on an Intel Core i7-4770 CPU and 32 GB of RAM. The average processing time for a sequence of 100 RGB frames with resolution $600 \times 800$ with image alignment and background motion estimation, and without CSSP is about 665 seconds for DBSS and 1674 seconds for DSPSS excluding the superpixel generation step. With CSSP these times decrease accordingly to 195 seconds for DBSS and 488 seconds for DSPSS, meaning that time consumption is decreased more than 3.4 times. It is worth mentioning that the amount of time required for RPCA-based methods substantially increases with the number of frames, and one would eventually run out of memory. Hence, without CSSP, the time consumption trend is non-linear and going to explode.

Four datasets are used in our experiments: SABS [5], WallFlower [4], i2R [6], and Change Detection (CDnet) 2012 [7]. We perform extensive tests using these datasets comprised of a total of 49 videos, allowing us to compare our method to a large number of alternative methods. For all the tests the same set of parameters are used (reported in table 1).

### 4.1 CDnet 2012 Dataset

The results for these sequences can be seen in figure 2. Quantitative results can be found in table 2. In addition to this list, we have included the DP-GMM [32] and five RPCA-based methods PCP [35], DECOLOR [12], LSD-GSRPCA [19], SPGFL [20], and very recent 2-pass RPCA [15]. For LSD-GSRPCA [19] and SPGFL [20] only a fraction of the results were reported in their papers, therefore they are included where results are reported. For PCP we use our pre-alignment step for the camera jitter sequences and refer to it as PCP+Alignment. The online version of CDnet combines many different scoring mechanisms, and then combines them in a non-linear rank based system. Instead, we present the F-measure scores, as it is the most used metric. The F-measure is defined as the harmonic mean of the recall and precision

$$\text{F-measure} = \frac{\text{recall} \cdot \text{precision}}{\text{recall} + \text{precision}}.$$  \hspace{1cm} (16)

where $fp$ is the number of false positives, $tn$ the number of true negatives, etc. Overall, we win on average for the extremely challenging CDnet dataset both for DBSS and DSPSS. This is because our model can handle backgrounds that are complex and dynamic. This ability, in combination with the tree-structured sparsity inducing mechanisms allows it to effectively segment genuine well-outlined foreground regions.

### 4.2 SABS Dataset

As can be seen in the results in table 3, our DSPSS algorithm takes the first place in all the scenarios except for light switch. Our background model slowly adapts to changes in the scene, and this takes its toll on our method in this challenge. The DSPSS wins on average, and DBSS stands 3rd after DP-GMM.

### 4.3 i2R and WallFlower Datasets

The i2R dataset [6] and WallFlower [4] datasets share 2 videos, therefore, we report their results together. The testing procedure is similar to before. We have reported for DBSS and DSPSS results with and without parameter tuning per problem, since some methods in comparison have used tuning and some have not. The qualitative results can be seen in figure 1 and F-measure results can be seen in table 4. We achieve top performance again in all categories except for lb sequence, that contains abrupt lighting changes, which is compensated for slowly by our background model. Our DBSS algorithm without parameter tuning in this table achieves a modest 5th place as a

<table>
<thead>
<tr>
<th>TABLE 1: Description of the parameters for DBSS and DSPSS.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter</strong></td>
</tr>
<tr>
<td>$\lambda$</td>
</tr>
<tr>
<td>$d$</td>
</tr>
<tr>
<td>$m$</td>
</tr>
<tr>
<td>$\theta$</td>
</tr>
<tr>
<td>$\lambda$</td>
</tr>
<tr>
<td>$d$</td>
</tr>
<tr>
<td>$M$</td>
</tr>
<tr>
<td>$k_{\text{clusters}}$</td>
</tr>
<tr>
<td>$c_{\text{factor}}$</td>
</tr>
<tr>
<td>$\theta$</td>
</tr>
</tbody>
</table>

Fig. 1: i2R [6] results: top row is the original image, second row is the ground truth, the third row is DBSS results, and the last row is DSPSS output. We used the same frames as [20], [19], [31], [32], [33], and [34], for qualitative comparison.
result of suffering during \( lb \), but the DSPSS remains at the top place regardless.

5 Conclusion

We have presented a new background subtraction method and validated its efficacy and effectiveness with extensive testing. The method is based on an existing model, namely RPCA, but with new sparsity-inducing norms and group-structured sparsity constraints. Our sparsity models dynamically evolve to best describe genuine foreground objects in the scene, which gives them a significant advantage when it comes to handling dynamic backgrounds, or foreground aperture. To make the problem computationally scalable we proposed using deterministic and randomized CSSP for low-rank matrix estimation and analyzed its efficacy rigorously. Moreover, a novel tandem initialization method is used to speed up convergence and remove ghosting effects persisting in RPCA-based methods. Specifically, our model is able to learn a robust background model that can change over time, to cope with a variety of scene changes, in comparison with the existing more heuristic RPCA-based methods. It proves itself to have excellent performance in dealing with heavy noise, thanks to the approximated RPCA model where the residual error (noise) is discarded into a third matrix in the decomposition. In addition, estimation of background motion induced by a jittering or moving camera is performed simultaneously with low-rank approximation, that results in excellent performance in videos with large camera-induced motion.
A number of improvements for our model can be considered. Our model is yet another batch method, as the frames need to be stored for obtaining a background model; although we alleviated this limitation to some extent by the CSSP, further optimization is required to achieve real-time performances. This could include a learning stage followed by incremental updates as the frames arrive. Spatio-temporal constraints are also another area of attraction for our method. Sudden illumination changes are slowly adapted to by the background model, and hence it fails to handle some indoor lighting changes. Furthermore, a more sophisticated model should be able to handle shadows, that are not interesting for later processing. Solutions to these problems need to be adapted to our method.
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