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Abstract—A weakly supervised semantic segmentation (WSSS) method aims to learn a segmentation model from weak (image-level) as opposed to strong (pixel-level) labels. By avoiding the tedious pixel-level annotation process, it can exploit the unlimited supply of user-tagged images from media-sharing sites such as Flickr for large scale applications. However, these 'free' tags/labels are often noisy and few existing works address the problem of learning with both weak and noisy labels. In this work, we cast the WSSS problem into a label noise reduction problem. Specifically, after segmenting each image into a set of superpixels, the weak and potentially noisy image-level labels are propagated to the superpixel level resulting in highly noisy labels; the key to semantic segmentation is thus to identify and correct the superpixel noisy labels. To this end, a novel $L_1$-optimisation based sparse learning model is formulated to directly and explicitly detect noisy labels. To solve the $L_1$-optimisation problem, we further develop an efficient learning algorithm by introducing an intermediate labelling variable. Extensive experiments on three benchmark datasets show that our method yields state-of-the-art results given noise-free labels, whilst significantly outperforming the existing methods when the weak labels are also noisy.
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1 INTRODUCTION

Semantic image segmentation has long been the focus of computer vision research [1]. Given a set of labelled training images, the objective is to parse a test image into regions with a set of semantic labels (e.g. sky, roads, cars, and people). Early works have been dominated by fully supervised methods [2]–[8] which require pixel-level annotation during training. This tedious labelling process thus hinders those fully supervised methods from being applied to large scale problems. To overcome this limitation, recently weakly supervised approaches have become popular [9]–[19]. Taking a weakly supervised approach, each training image is annotated only at the image level. The annotation is weak in the sense that one only knows if an object class is present in the image but not where. This significantly reduces the annotation cost. More importantly, it is possible now to utilise the almost unlimited number of images on media-sharing sites such as Flickr. Such images have ‘free’ user-provided tags which can be used as image-level labels for model training. Nevertheless, these labels are much noisier than those obtained from annotators.

The weakly supervised semantic segmentation (WSSS) problem is challenging because weak labels lead to label noise. Specifically, most existing WSSS methods start with over-segmenting each training image into superpixels and assigning image-level labels to each superpixel. The initially assigned superpixel labels inevitably contain noise, which thus affects the learning of the subsequent segmentation model. This problem is further compounded when the image-level weak labels also contain noise – particularly when the user-provided tags (e.g. those from Flickr) are used as labels for model training [20], [21]. In addition, many existing methods [11], [12], [17]–[19] need to use predicted image-level labels for the test images as model input, which again are noisy due to imperfect prediction. Solving the WSSS problem thus boils down to how to effectively deal with the superpixel label noise which exists even if the image-level labels are clean.

Existing approaches to weakly supervised semantic segmentation only provide a partial and indirect solution to the label noise problem. Specifically, various object class appearance modelling and smoothing constraints are exploited to infer more accurate superpixel labels. However, their ability for noise reduction is severely hampered when the image-level labels are noisy to begin with (e.g. Flickr tags). This is because that without explicitly and directly addressing the superpixel label noise problem, existing methods have limited ability to deal with the larger amount of superpixel label noise propagated from image-level noisy labels. As a result, few works tackle the most challenging task of learning from both weak and noisy labels.

In this paper, we propose to cast the WSSS problem into a label noise reduction problem and develop a novel approach to explicitly identify and correct noisy labels. Specifically, given potentially noisy image-level labels, and a set of over-segmented superpixels from an image with inherited noisy labels from the image-level, we aim to infer the unknown true superpixel labels. To this end,
inspired by the successful use of sparse learning for noise reduction in other vision problems [22]–[24], a novel $L_1$-optimisation [25], [26] based sparse learning model is formulated. By modelling the label noise explicitly in the formulation and estimating the noise-free labels by solving an $L_1$-optimisation problem, this model aims to directly identify the noisy superpixel labels and correct them. However, solving the $L_1$-optimisation problem is non-trivial and conventional solvers are computationally expensive; to make them tractable, approximation often has to be made meaning performance is sacrificed in exchange for tractability. Our solution is to introduce an intermediate labelling variable in our formulation to drastically improve the efficiency of the model learning algorithm without compromising the performance. After addressing the superpixel label noise problem, the cleaned superpixel labels are used to learn superpixel appearance models for each label. These models are then deployed to perform semantic segmentation on unseen images without labels. The pipeline of our framework is illustrated in Figure 1.

Our contributions are as follows: 1) We tackle the semantic segmentation problem by learning from both weak and noisy labels, as opposed to most previous works which employ either strong, or weak but clean labels for semantic segmentation. 2) The WSSS problem is solved from a new perspective as a label noise reduction (or label denoising) problem. This direct and explicit approach to superpixel label noise detection and correction is superior to the existing indirect and implicit approaches in dealing with more severe label noise caused by the noisy image-level labels. 3) A novel $L_1$-optimisation based sparse learning model with an efficient algorithm is developed for label noise detection and correction. A theoretical analysis of this algorithm is also provided. 4) A new dataset is introduced which is based on the PASCAL VOC dataset but contains the original noisy user-provided tags from Flickr as weak labels. It is thus perfectly suited for studying the effects of weak and noisy labels for semantic segmentation. Extensive experiments on three benchmark datasets show that our method achieves state-of-the-art results given noise-free labels, whilst significantly outperforming the existing methods when the weak labels are also noisy.

2 RELATED WORK

Semantic segmentation or scene parsing is one of the most widely studied computer vision problems [1]. Most semantic segmentation methods can be categorised into either fully supervised [2]–[8], [27]–[31] or weakly supervised [9]–[19], [32] ones depending on whether pixel-level or image-level labels are required for learning. In addition, a number of methods use labels that are weaker than pixel-level but stronger than image-level, ranging from a mixture of both [33] to a mixture of pixel-level and bounding-box-level labels [30]. Among various semantic segmentation methods, the weakly supervised ones are clearly more scalable and thus the focus of this paper.

Existing weakly supervised semantic segmentation (WSSS) methods employ a variety of models including latent topic model [9], conditional random field (CRF) [17], [19], linear SVM [18], label propagation [13], multi-instance learning [10], [11], clustering [14], and sparse reconstruction [15]. They also differ in whether superpixel-based object appearance is explicitly modelled and whether they operate under an inductive or transductive setting, or both. Despite these differences, all of them begin with decomposing each image into a set of superpixels with noisy labels inherited from image-level labels. This is followed by inferring the true (noise-free) superpixel labels. For this purpose various methods are developed but all are based on the same assumptions that visually similar superpixels across images should have same labels and vice versa. Similar to the existing methods, our method starts with noisy superpixel labels and exploits the same correlation between superpixel visual appearance similarity and label similarity. Nevertheless, there is a vital difference: our method explicitly models the superpixel label noise and thus has the potential to be more robust against higher level of label noise. This leads to another difference, that is, few existing semantic segmentation works consider the more realistic yet more challenging setting of learning from both weak and noisy image-level labels due to their limited ability to deal with label noise.

As far as we know, the only existing work that targets at learning a semantic segmentation model from both weak and noisy labels is the study of Zhang et al [19]. Although
the problem identified in [19] is new, the proposed solution is based on conditional random field which has been exploited previously in both supervised [34] and weakly supervised [17] segmentation methods. To deal with the more severe superpixel label noise problem caused by noisy image-level labels, contextual information is exploited in the form of inter-label correlation and co-occurrence statistics. However, without explicitly modelling the label noise and solving it as a denoising problem, their performance is much weaker than that of ours as demonstrated in our experiments (see Section 5). Another existing work that is worth mentioning here is that of Xu et al [18]. Formulating the WSSS problem as a large-margin clustering method, this work is related to ours in that both methods iteratively estimate the superpixel labels and update superpixel appearance models. Despite its simple formulation, its performance on various benchmark datasets is the state-of-the-art among existing WSSS methods published so far. Our extensive comparative experiments show that our method’s performance is marginally better overall than theirs given noise-free image-level labels whilst being significantly better when the image-level labels contain noise.

It is noted that as in most other computer vision areas, deep learning models, particularly deep convolutional neural networks (CNNs) [35] start to gain popularity in semantic segmentation. Most efforts are focused on the supervised setting. These include a number of earlier works that adapt the models learned for the ImageNet classification tasks to detection and segmentation [36]–[38]. These approaches rely on preprocessing steps such as superpixels or object proposals and post-processing based on random fields or local appearance classifiers for pixel label refinements. More recently state-of-the-art semantic segmentation results are achieved by an end-to-end, and pixels-to-pixels trained CNN model called fully convolutional network (FCN) [31] which does not need those pre- and post- processing steps. The most relevant works along this line of research are [32], [39]. These CNN-based WSSS methods either directly learn a FCN model for semantic segmentation, or first learn object classifiers and then learn the weights of pixels within each image with respect to the object classifiers to obtain the final pixel-level segmentation. The reported results are clearly higher than any non-CNN based WSSS methods on the VOC datasets. Note that in order to learn the CNN model and avoid overfitting, they use 700,000 ImageNet images, each containing one of the 20 object classes in VOC, and 60,000 background images. In this paper, although we also focus on semantic segmentation with the pre-trained ImageNet features, we additionally show that it is possible to obtain good results with a superpixel appearance model based on CNNs without any pre-training or additional data apart from a handful (100s/1000s) of weakly labelled training images.

Our work on semantic segmentation is closely related to multi-class image co-segmentation [40]–[42], which aims to segment salient objects from a set of weakly-labelled images. The key difference is that the main objective of our model is to segment a set of test images without any labels rather than segmenting the weakly-labelled training images. Moreover, our work is also related to image tagging works such as [20], [21], [43] which learn a model from noisy user-provided image-level labels as well. However, the problem tackled here is harder as we aim to simultaneously segment images and label each segment, rather than labelling the whole images.

Beyond specific computer vision problems, learning from noisily labelled data has been studied extensively in machine learning. A comprehensive review of this field can be found at [44]. Among the existing noise-robust models and noise-cleaning algorithms, the sparse learning based ones [20], [26] are the most related which have been successfully applied to other computer vision problems [22]–[24]. Apart from formulating the sparse learning model specifically for WSSS with a problem-specific constraint in the cost function, another novelty in our method is the introduction of an intermediate labelling variable enabling the development of a more efficient as well as effective algorithm to solve the $L_1$-optimisation problem. Our experimental results suggest that this new formulation and optimisation algorithm lead to improvements (on both performance and speed) over a number of conventional sparse learning based noise reduction models [20], [26], as well as our own formulation without the intermediate labelling variable.

3 Superpixel Label Noise Reduction

We first introduce our sparse learning model for superpixel label noise reduction, which is the most important step in our pipeline (see Figure 1). The rest of the pipeline will be described in Section 4.

3.1 Problem Definition

Given a set of training images with weak image-level labels and a set of unlabelled test images, we assume that each training and test image has been over-segmented into a set of superpixels. Each superpixel is assigned an object class label based on the potentially noisy image-level labels; these superpixel labels thus inevitably contain large amount of noise. The objective of superpixel label noise reduction is to identify and correct the noisy superpixel labels.

Formally, we are given a large set of superpixels $\mathcal{X} = \{x_1, ..., x_N\}$ and their initial labels $Y = \{y_{ij} : y_{ij} \in \{0, 1\}\}_{i=1}^{N}, y_{i} = C$ where $N$ is the total number of superpixels and $C$ is the number of object categories. These superpixels are represented as feature vectors $x_i$ ($i = 1, ..., N$) which capture the visual appearance of each superpixel region (see more details in Section 4.1), while the initial superpixel labels $\{y_{i1}, y_{i2}, ..., y_{iC}\}$ of them are inferred from the image-level labels. As illustrated in Figure 2, the initial superpixel labels $Y = \{y_{ij}\}_{i=1}^{N}, y_{ij} = 1$ if the superpixel $x_i$ belongs to an image which is labelled with category $j$, and $y_{ij} = 0$ otherwise.

Note that the initial superpixel labels $Y$ cannot be accurately estimated by such a simple inference method.

---

1. This similarity means that our model can also utilise various forms of weak supervision as theirs does.
The noise issue becomes even severer when the image-level labels are noisy to begin with, e.g. Flickr user-provided tags. To address this noise issue, we will formulate a superpixel label noise reduction model in the following.

### 3.2 Formulation

Our main goal is estimating the unknown true labels of the superpixel set, denoted as $\hat{Y} \in \mathbb{R}^{N \times C}$, by reducing the noise in $Y$. Before formulating such noise reduction problem, we first introduce two constraints for inferring $\hat{Y}$. In particular, to reduce the noise in $Y$ as much as possible, we only consider $L_1$-norm constraints in our objective function, because $L_1$-norm constraints on latent label variables typically lead to better robustness against noise compared to their $L_2$-norm counterparts.

The first constraint is a visual similarity constraint, which is based on the assumption that visually similar superpixels should have same labels and vice versa. This constraint is explored in various forms in all existing weakly supervised semantic segmentation works. To formulate this constraint, we first construct a graph $G = \{V, W\}$ with its vertex set $V = \mathcal{X}$ and weight matrix $W = \{w_{ij}\}_{N \times N}$, where $w_{ij}$ denotes the similarity between superpixel feature vectors $x_i$ and $x_j$, computed using a Gaussian heat kernel. The normalised Laplacian matrix $\mathcal{L}$ of $\mathcal{G}$ is given by

$$\mathcal{L} = I - D^{-\frac{1}{2}}WD^{-\frac{1}{2}},$$

where $I$ is an $N \times N$ identity matrix, and $D$ is an $N \times N$ diagonal matrix with its $i$-th diagonal element being $\sum_j w_{ij}$. We derive a new matrix $B \in \mathbb{R}^{N \times N}$ from $\mathcal{L}$:

$$B = \Sigma^{\frac{1}{2}} V^T,$$

where $V$ is an $N \times N$ orthonormal matrix with each column being an eigenvector of $\mathcal{L}$, and $\Sigma$ is an $N \times N$ diagonal matrix with its diagonal element $\Sigma_{jj}$ being an eigenvalue of $\mathcal{L}$ (sorted as $0 \leq \Sigma_{11} \leq ... \leq \Sigma_{NN}$). Denoting the eigendecomposition of $\mathcal{L}$ as $\mathcal{L} = V \Sigma V^T$, $\mathcal{L}$ can be represented in a symmetrical decomposition form:

$$\mathcal{L} = (\Sigma^{\frac{1}{2}} V^T)^T \Sigma^{\frac{1}{2}} V^T = B^T B.$$

Given the matrix $B$, the visual similarity constraint becomes a graph smoothness constraint with which the optimal $\hat{Y}$ will minimise $||BY||_1$, that is, label similarity needs to agree with visual similarity. This constraint is closely related to graph Laplacian regularisation [45], [46]. Note that the conventional graph Laplacian terms is written as a trace norm term. Here $L_1$-norm is used to promote sparsity on the inferred label (because by default each superpixel should only have one label), as well as to suppress the negative impacts of outlying superpixels.

The second constraint is a noise sparsity constraint which enforces noise sparsity in $Y$. It can be formulated as a $L_1$-norm sparsity regularisation term $||Y - Y||_1$. This is a commonly used constraint for data noise [24], [47], and has been proven to be effective even when the data noise is not sparse, e.g. over 50% of the data are corrupted by noise.

Combining these two constraints, the superpixel label noise reduction problem becomes the optimisation problem:

$$\min_{Y \geq 0} ||BY||_1 + \gamma||Y - Y||_1,$$

where $\gamma$ is the weight balancing the two constraints.

Note that if our superpixel label noise reduction is considered as a compressed sensing process, the graph smoothness constraint $||BY||_1$ will induces sparsity in the compressed domain spanned by the eigenvectors of $\mathcal{L}$ (see more discussions in Section 3.3). Therefore our formulation induces not only the smoothness sparsity $||BY||_1$ in the compressed domain but also the noise sparsity $||Y - Y||_1$ in the original space for superpixel label noise reduction.

### 3.3 An Efficient Optimisation Algorithm

Although the $L_1$-optimisation problem in Eq. (4) looks rather simple, its solution is anything but. This is because both constraints in Eq. (4) are $L_1$-norm terms and solving such a cost function is notoriously hard [48]. In particular, to make the solver tractable, approximation has to be made which means sacrifice in the learning performance.

To overcome this problem, our strategy is to introduce additional non-$L_1$-norm terms in the formulation. Specifically, inspired by [49] we introduce an intermediate labelling variable $F \in \mathbb{R}^{N \times C}$ as an auxiliary variable for $Y$ in our formulation. With this variable, we avoid solving a ‘pure’ $L_1$-norm optimisation problem, which makes it possible to develop more efficient solvers. After introducing $F$, the original problem in Eq. (4) becomes:

$$\min_{Y \geq 0, F} \frac{\lambda}{2} ||Y - F||_F^2 + ||BF||_1 + \gamma||Y - Y||_1,$$

which is equivalent to Eq. (4) when $\lambda \to +\infty$. To be consistent with the standard formulation of sparse learning, we rewrite Eq. (5) to the following equivalent form:

$$\min_{Y \geq 0, F} \frac{1}{2} ||Y - F||_F^2 + \lambda||BF||_1 + \gamma||Y - Y||_1.$$

Note that since the auxiliary variable $F$ has the same meaning as $Y$, their relationship is enforced using a Frobenius norm term. Now the cost function contains more than just $L_1$-norm terms, and the $L_1$-optimisation problem in Eq. (6) can be solved by the following alternate optimisation steps each containing an easier subproblem:

$$F^* = \arg\min_F \frac{1}{2} ||F - \hat{Y}^*||_F^2 + \lambda||BF||_1,$$

$$\hat{Y}^* = \arg\min_{Y \geq 0} \frac{1}{2} ||\hat{Y} - F^*||_F^2 + \gamma||\hat{Y} - Y||_1,$$
where $\hat{Y}^* = Y$ initially.

As a basic $L_1$-optimisation problem, the second subproblem in Eq. (8) has a closed-form and exact solution:

$$\hat{Y}^* = \text{soft}_\text{thr}(F^*, Y, \gamma),$$  \hfill (9)

where $\text{soft}_\text{thr}(\cdot, \cdot, \gamma)$ is a soft-thresholding function. Here, we define $z = \text{soft}_\text{thr}(x, y, \gamma)$ as:

$$z = \begin{cases} 
  z_1 = \max(x - \gamma, y), & f_1 \leq f_2 \\
  z_2 = \max(0, \min(x + \gamma, y)), & f_1 > f_2,
\end{cases}$$  \hfill (10)

where $f_1 = \frac{1}{2}(z_1 - x)^2 + \gamma|z_1 - y|$ and $f_2 = \frac{1}{2}(z_2 - x)^2 + \gamma|z_2 - y|$. This piecewise function can be obtained by solving an optimisation problem that derives from Eq. (8):

$$z = \arg\min_{y \geq 0} \frac{1}{2}(\hat{y} - x)^2 + \gamma|\hat{y} - y|.$$  \hfill (11)

The key lies in how to remove the operator $| \cdot |$ from the objective function. Some typical examples are shown in Figure 3.

In the following, we focus on developing an efficient algorithm to solve the first $L_1$-optimisation subproblem in Eq. (7) which is trickier than the second subproblem. In particular, directly solving the first $L_1$-optimisation subproblem is computationally intractable primarily due to the dimension of the $B$ matrix ($N \times N$ where $N$ is the number of superpixels in a training set), which is derived from $\mathcal{L}$ (Eq. (2)). Fortunately, the dimension of our superpixel label noise reduction can be reduced dramatically by working only with a small subset of eigenvectors of $\mathcal{L}$. Specifically, similar to [50], we significantly reduce the dimension of $B$ by decomposing it to $F = V_m A$, where $A = \{a_{ij}\}_{m \times C}$ is an $m \times C$ matrix that collects the reconstruction coefficients and $V_m$ is an $N \times m$ matrix whose columns are the $m$ eigenvectors with the smallest eigenvalues (i.e. the first $m$ columns of $V$). The first $L_1$-optimisation subproblem in Eq. (7) can now be formulated as follows:

$$\arg\min_A \frac{1}{2}||V_m A - \hat{Y}^*||_F^2 + \lambda||BV_m A||_1$$

$$= \arg\min_A \sum_{j=1}^C \frac{1}{2}||V_m A_{j} - \hat{Y}^*_j||_2^2 + \lambda||BV_m A_{j}||_1, \hfill (12)$$

where $\hat{Y}^*_j$ and $A_{j}$ denote the $j$-th column of $\hat{Y}^*$ and $A$, respectively. We prove in Appendix 1 that solving the smaller-scale problem in Eq. (11) is equivalent to solving the original intractable problem in Eq. (7) under an easy condition. The above $L_1$-optimisation problem can be further decomposed into the following $C$ independent $L_1$-optimisation subproblems:

$$\arg\min_{A_{j}} \frac{1}{2}||V_m A_{j} - \hat{Y}^*_j||_2^2 + \lambda||BV_m A_{j}||_1$$

$$= \arg\min_{A_{j}} \frac{1}{2}||V_m A_{j} - \hat{Y}^*_j||_2^2 + \lambda\sum_{i=1}^m \Sigma_i^2|a_{ij}|, \hfill (12)$$

where the orthonormality of $V$ is used to simplify the $L_1$-norm term $||BV_m A_{j}||_1$. The first term in Eq. (12) denotes the linear reconstruction error just as that in the standard sparse coding formulation [25], while the second term denotes the weighted $L_1$-norm sparsity regularisation over the reconstruction coefficients. That is, the first $L_1$-optimisation problem in Eq. (12) is transformed into a generalised sparse coding problem. Many off-the-shelf solvers exist; in this paper, the L1General toolbox\textsuperscript{2} is employed.

The decomposition $F_{j\cdot} = V_m A_{j\cdot}$ ($m \ll N$) used in Eq. (12) has two distinct advantages. Firstly, we can transform the original $L_1$-optimisation problem in Eq. (7) into a generalised sparse coding problem, which can then be solved at a linear cost with respect to $N$. Secondly, we do not need to compute the full matrix $B$ (with a large time cost), which is especially beneficial for our problem of semantic segmentation where a large set of superpixels are used to compute $B$. To further improve the computational efficiency, we choose to compute the Laplacian matrix $\mathcal{L}$ over a $k$-nearest neighbour ($k$-NN) graph. Given a $k$-NN graph ($k \ll N$), finding $m$ smallest eigenvectors of the sparse matrix $\mathcal{L}$ has a time complexity of $O(m^3 + m^2 N + kmN)$, which scales well to the data. In addition, to cope with extremely large data ($N > 1M$), we also provide a much more efficient approach to finding $m$ smallest eigenvectors of $\mathcal{L}$ in the supplementary material.

The complete algorithm for superpixel label noise reduction is outlined in Algorithm 1. Note that although each superpixel is assumed to belong to a single object category, we only take soft label assignment into account during the iterative optimisation process and only enforce the single-label-per-superpixel constraint in the final step (Step 7). In practice, it is noted that the $L_1$-norm sparsity constraints in Eq. (4) would encourage the inferred labels for each superpixel to be as sparse as possible. This means that it is not necessary to enforce the single-label-per-superpixel constraint explicitly in each iteration of the optimisation.

Algorithm 1: Superpixel Label Noise Reduction

Input: Superpixels $\mathcal{X} = \{x_1, ..., x_N\}$
Initial labels of superpixels $Y$
Parameters $k, m, \lambda, \gamma$.

Output: Labels of superpixels
1. Construct a $k$-NN graph with its weight matrix $W$ being defined over all the superpixels $\mathcal{X}$;
2. Compute the normalised Laplacian matrix $L$ (Eq. (1)) as well as act as $L^*$ optimisation problem in Eq. (1) using the solver in L1General;
3. Find $m$ smallest eigenvectors of $L$ and store them in $V_m$;
4. Initialise $Y^*$ as $Y^* = Y$;
5. While a stopping criterion is not met do
   5.1. Find the best solution $A^*$ of the $L_1$-optimisation problem in Eq. (11) using the solver in L1General;
   5.2. Compute $F^* = V_m A^*$ and update $Y^*$ with Eq. (9);
6. With the estimated $\hat{Y}^*$, $\hat{y}_{ij}$ is the label each superpixel $x_i$ with object category $\arg \max_j \hat{y}_{ij}$.

In our experiments, we found that the proposed algorithm not only converges to a solution (i.e. $A^*$) as sparse as possible, but also converges within very limited number of iterations ($< 5$).

4 Semantic Segmentation with Weak and Noisy Labels

In this section, the other steps in our pipeline (Figure 1) for weakly supervised semantic segmentation are detailed.

4.1 Superpixel Segmentation and Representation

For fair comparison, we follow the superpixel segmentation and feature extraction method in [18]. Specifically, for each image, we compute the Ultrametric Contour Map (UCM) [51], and threshold it at 0.4 to extract superpixels. Since UCM tends to produce superpixels of very small sizes, we thus adopt a local search algorithm [52] to merge adjacent tiny superpixels. Moreover, for each obtained superpixel, visual features are extracted to represent its appearance. In particular, first a bounding box is fit to each superpixel; R-CNN [53] features are then extracted within the bounding box as well as within the superpixel region. These two sets of features (8,192-dimensional in total) thus capture the local context and the shape of the superpixel. To also capture the global context and superpixel size/location in the image, we enlarge the bounding box to cover the whole image and compute another two sets of R-CNN features. That is, R-CNN features are extracted from the whole image as well as an image of the same size which is filled with the ImageNet mean image except for the superpixel region. By concatenating the four sets of R-CNN features, we obtain a 16,384-dimensional feature vector for each superpixel. This feature representation will be deployed to compute the Laplacian matrix $L$ (Eq. (1)) as well as act as input to a superpixel appearance model to be detailed later.

4.2 Superpixel Appearance Modelling and Iterative Label Refinement

Given a training set of weakly labelled images, after superpixel decomposition, initial label assignment and applying the proposed superpixel noise reduction method in Algorithm 1, we can now obtain a semantic segmentation of the training images. After that, a superpixel appearance model is learned for two purposes: to iteratively refine the semantic segmentation, and to predict superpixel labels of (i.e. to segment) an unseen test image.

The powerful R-CNN features used for superpixel representation makes it an easy task for appearance model selection. We simply learn $C$ linear one-versus-all SVMs for the $C$ object categories given the superpixel labels inferred by Algorithm 1. The learned model is then used to predict a new set of superpixel labels for the training images. These labels enforce the superpixel appearance consistency for each object category globally across the whole training set, thus having the potential to further reduce the superpixel label noise. Therefore, to improve the performance of semantic segmentation, the superpixel labels are iteratively refined. That is, we feed the predicted labels into Algorithm 1 for further noise reduction. With the ‘cleaned’ labels, a new set of appearance models are learned. This iterative superpixel label prediction/appearance model updating procedure has been widely adopted in existing WSSS methods [14], [17], [18]. It is noted that if the superpixel labels are treated as latent variables, this procedure is similar in spirit to the EM (Expectation-Maximisation) algorithm.

4.3 An Alternative Appearance Model

The R-CNN model deployed for superpixel feature extraction is learned using millions of images from ImageNet [53]. Although this is different from the deep learning model deployed in [32] which uses additional images of only the targeted object categories, one still wonders how much the final segmentation performance benefits from the additional images used for learning the R-CNN model. In other words, how well can our method perform when learned from the weakly labelled training data only? To answer this question, an alternative appearance model is considered in the following.

First of all, instead of the powerful R-CNN features, a conventional hand-crafted visual feature representation is employed for our superpixel label noise reduction model (Algorithm 1) to produce the initial labels of superpixels. These labels are then used as the training labels for an appearance model to be detailed later. Specifically, an 137-dimensional hand-crafted feature vector is computed for each superpixel by concatenating color and texture visual features. These features include: three mean color features with their standard deviations (6-dimensional), three mean texture features with their standard deviations (6-dimensional), and color histogram (125-dimensional). Obviously these features are not learned thus do not require additional images to compute.

Since the feature representation used for our superpixel label noise reduction model is weaker (compared to the R-CNN features), the appearance model needs to be stronger (compared to the linear SVM). To this end, an 8-layers deep CNN model is developed for modelling superpixel appear-
labels for the CNN model. The architecture of our CNN is illustrated in Figure 4. It can be seen that the architecture is similar to AlexNet [35] with the difference mainly on the image/filter sizes and the number of layers. To learn this CNN model, the bounding-box image of each superpixel is scaled to 124 × 124 pixels and the initial label of each superpixel is provided by our label noise reduction model (Algorithm 1) as the training labels of the CNN. Note that this model is trained from scratch using the weakly labelled training images only. With this CNN-based model, the same iterative label refinement procedure is performed, that is, we alternate between label noise reduction and CNN training/label prediction. In our experiments (Section 5.4.3), we compare the R-CNN features + Linear SVM model with the hand-crafted features + CNN model, and find that they yield similar performance.

Algorithm 2: The Complete WSSS Algorithm

Input: Training and test images
       Tags of training images
       Parameters $k$, $m$, $\lambda$, $\gamma$.  
Output: The semantic segmentations of test images
1. Predict the tags of test images (Section 4.4) if operating under a transductive setting;  
2. Over-segment each image into superpixels and then extract superpixel features (Section 4.1);  
3. Assign the initial labels of superpixels from the image tags (Section 3.1);  
while a stopping criterion is not met do  
4. Run our superpixel label noise reduction algorithm (Algorithm 1) for semantic segmentation;  
5. Train a linear SVM (Section 4.2) or a CNN model (Section 4.3) over superpixels using the outputs of Algorithm 1 as training labels;  
6. Predict the labels of superpixels based on the trained superpixel appearance model.  
end

4.4 Transductive vs. Inductive Learning

As in most existing weakly supervised semantic segmentation methods [14], [16], [17], our method can also operate under a transductive setting, that is, we assume that all the test images are available at once and utilise them for joint label noise deduction and refinement together with the training images. To this end, the test image labels/tags need to be estimated by learning a multi-label image classification model from weakly labelled training images. Similar to [17], we first extract 4,096-dimensional deep CNN features [54] using the implementation of [55]; this is followed by training a linear SVM classifier on the training images. The classifier is then used to estimate the tags of the test images. Note that even when the powerful CNN features are used, the estimated test image tags still contain a large amount of noise as shown in our experiments, resulting in a higher level of initial superpixel label noise than that in the training images. We note from our experiments that when the test images are not used for model training (i.e. inductive learning), the performance of our method only degrades slightly compared to its transductively learned counterpart. The complete WSSS algorithm is summarised in Algorithm 2.

5 Experiments

5.1 Datasets and Settings

5.1.1 Datasets

The three most widely used benchmark datasets for WSSS are selected for performance evaluation.

Pascal VOC [56]: This dataset was originally used for the PASCAL Visual Object Category (VOC) segmentation contest 2007. Here, only the ‘train-val’ split is used (the ‘train’ set for training and the ‘val’ set for test), which includes 632 images downloaded from Flickr containing 20 object categories. Each image is provided with both pixel and image level labels by annotators, which makes it suitable for the evaluation of both fully and weakly supervised semantic segmentation methods. The original training set tags are clean (i.e. with annotator-provided ground-truth tags), and we call this version VOC_T. For evaluation under a more challenging setting, we collect the user-provided tags5 from Flickr for the training images. Standard natural language processing (NLP) techniques are applied to remove some irrelevant tags and keep those tags that are only related to the 20 object categories. This version of the Pascal VOC dataset is denoted as VOC_N. Note that these Flickr user-provided tags are far from perfect – as shown in Table 1, compared with the ground truth, about 10% of the present tags are wrong and 60% of the true tags are missing. This is understandable: without instruction on what should be tagged, the Flickr tags that are only related to the 20 object categories. Each image is provided with both pixel and image level labels by annotators, which makes it suitable for the evaluation of both fully and weakly supervised semantic segmentation methods. The original training set tags are clean (i.e. with annotator-provided ground-truth tags), and we call this version VOC_T. For evaluation under a more challenging setting, we collect the user-provided tags5 from Flickr for the training images. Standard natural language processing (NLP) techniques are applied to remove some irrelevant tags and keep those tags that are only related to the 20 object categories. This version of the Pascal VOC dataset is denoted as VOC_N. Note that these Flickr user-provided tags are far from perfect – as shown in Table 1, compared with the ground truth, about 10% of the present tags are wrong and 60% of the true tags are missing. This is understandable: without instruction on what should be tagged, the Flickr

5. Available at: http://lear.inrialpes.fr/people/guillaumin/data.php
6. These NLP techniques include removing stop-words, finding synonyms and parasyonyms etc.
TABLE 1: The quality of the tags of both the training and test images for the two versions of the Pascal VOC dataset.

<table>
<thead>
<tr>
<th>Version</th>
<th>Training Images</th>
<th>Test Images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Metrics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>True tags (noise)</td>
<td>Precision (%)</td>
</tr>
<tr>
<td>VOC_T</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>VOC_N</td>
<td>Flickr tags (noise)</td>
<td>Precision (%)</td>
</tr>
<tr>
<td></td>
<td>39.6</td>
<td>90.4</td>
</tr>
</tbody>
</table>

users would provide tags that they think are relevant to the image content, therefore missing most of the 20 pre-defined object tags (e.g., why does one want to label the potted plant in the background?). These original Flickr object tags together with our model code will be made available for download from the first author’s website. In addition, the VOC 2012 dataset is selected for performance evaluation in the supplementary material due to space constraint.

**MSRC [57]:** This dataset contains 591 images, manually labelled with 21 object categories. Pixels on the boundaries of objects are usually labelled as background and not taken into account. To test the noise-robustness of our model, we randomly add noise (wrong/missing) to the tags of training images (see more details in Section 5.2). We use the standard training/test (276/256) split.

**SIFT-Flow [58]:** This dataset consists of 2,688 outdoor images, densely labelled with 33 object categories using the LabelMe online annotation tool. The standard training/test (2,488/200) split is used. Similar to MSRC, we also randomly add noise to the tags of the training images to simulate noisy image-level labels.

Note that these three datasets differ in a number of aspects. First, the definition of objects differs: MSRC and SIFT-Flow objects include sky, road and building which are normally considered as stuffs/background rather than things/foreground, whilst the VOC objects only contain things and some of them such as bottle and potted plant can be quite small in the images, thus harder to segment. Second, overall the VOC dataset is much harder than the other two for the segmentation task due to the smaller objects, co-existence of multiple objects in each image and more cluttered background. In that sense, SIFT-Flow is also harder than MSRC. Finally, as mentioned early VOC_N contains the original noisy user-provided tags from Flickr as weak labels, whilst for MSRC and SIFT-Flow, we can only simulate the noisy tags by randomly adding noise.

5.1.2 Evaluation Metrics

Most existing semantic segmentation works report results using two metrics: total per-pixel accuracy which measures the percentage of correctly labelled pixels in the test images, and average per-class accuracy which is the percentage of correctly labelled pixels for a class averaged over all object classes. Past results on the MSRC and SIFT-Flow datasets typically report results in both metrics. This is because some model parameters can normally be tuned so that one metric gets higher at the price of lowering the other metric. Therefore, for easy comparison between different methods, we also use the harmonic mean of the two metrics to measure their overall performance over the two metrics. Note that as mentioned above, compared with MSRC and SIFT-Flow, the VOC images typically contain larger portions of background (stuffs) and relatively smaller objects. The per-class accuracy is thus more appropriate and adopted by most published results. In addition, recently the intersection-over-union (IOU) score is also used for semantic segmentation performance evaluation on Pascal VOC, which is a standard measure for many other PASCAL VOC challenges. We therefore report results in both per-class accuracy and IOU for the two versions of VOC.

5.1.3 Settings

We over-segment each dataset (see Section 4.1) into a total of 15,000, 7,500 and 33,000 superpixels for VOC, MSRC, and SIFT-Flow respectively. Note that since the ground-truth pixel-level labels of all the images are unknown under the weakly supervised setting, it is not possible to tune the model parameters by cross-validation. In this paper, we thus fix the parameters of our algorithm as $k = 200$ (for the $k$-NN graph for computing the Laplacian matrix $L$), $m = 50$ (the number of eigenvectors of $L$ used in Eq. (11)), $\lambda = 0.01$ and $\gamma = 0.12$ (both are weights in Eq. (6)) for all the three datasets. We found that our model is insensitive to different values of these parameters (see Section 5.4.6 for a detailed analysis). Similar to [18], experiments are conducted under both transductive and inductive settings (see Section 4.4). Our method under the transductive setting is denoted as “Ours (trans.)”, whilst under the inductive setting, it is simply “Ours”. Unless otherwise stated, the appearance model described in Section 4.2 (R-CNN features+linear SVM) is adopted. The alternative appearance models used in our method are compared in Section 5.4.1.

5.1.4 Compared Methods

We conduct three groups of experiments for evaluation and choose competitors to compare accordingly: (1) Our main focus is the evaluation of segmentation given weak and noisy image tags. However, most existing WSSS methods only report results obtained using clean tags. The comparison is thus mainly limited to methods [14], [18] that we have code. (2) To compare with a wider range of segmentation methods, we also carry out experiments with clean image tags and compare with the published results on the three benchmark datasets. These include the state-of-the-art weakly supervised as well as fully supervised methods. (3) Beyond WSSS, we compare our sparse learning model to alternative sparse learning based denoising models.

5.2 Segmentation with Noisy Tags

In this experiment, the training image are annotated with weakly and noisy tags, and the objective is to evaluate how different methods behave given different levels of image tag noise. In particular, for VOC, we compare the segmentation performance on both VOC_T and VOC_N in
In particular, for VOC, given significant amount of label noise degrades much more gracefully; as a result, the advantage over that of [18] is clearly superior to their method. This suggests that the improvement comes mainly from the model itself rather than features used. Note that the gap is particularly big given extremely noisy labels (e.g., 75%).

We further compare our method to the only existing method [19] for WSSS with noisy tags. Since we have no access to the code of this method, we make comparison against their reported results on SIFT-Flow under their noise model\(^7\), and use the same evaluation metric – average per-class harmonic. For fair comparison, the features of [19] are also used for our model. The results are shown in Table 2. It can be seen that no matter what features are used, our method is clearly superior to their method. This suggests that the improvement comes mainly from the model itself rather than features used. Note that the gap is particularly big given extremely noisy labels (e.g., 75%).

\(^7\) Note that missing and wrong labels are introduced to each existing label randomly without selecting which image to add noise first.

---

TABLE 2: Comparison of our method to [19] under the same noise model on the SIFT-Flow dataset.

<table>
<thead>
<tr>
<th>Noise (%)</th>
<th>0</th>
<th>10</th>
<th>25</th>
<th>50</th>
<th>75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (16K R-CNN features)</td>
<td>40.8</td>
<td>37.2</td>
<td>35.6</td>
<td>33.9</td>
<td>31.0</td>
</tr>
<tr>
<td>Ours (4K features of [19])</td>
<td>37.9</td>
<td>36.4</td>
<td>34.3</td>
<td>32.8</td>
<td>30.6</td>
</tr>
<tr>
<td>Zhang et al. [19] (4K features)</td>
<td>32.3</td>
<td>32.8</td>
<td>32.4</td>
<td>29.8</td>
<td>22.3</td>
</tr>
</tbody>
</table>

order to examine how robust different methods are against the naturally present tag noise. As for MSRC and SIFT-Flow, we simulate the label noise by randomly selecting various percentages of training images to be noisily tagged. A “noisily tagged” training image means that a wrong tag is randomly added to the list of ground-truth tags and in the meantime, a random true tag is removed from the list. That is, each “noisily tagged” training image contains two tag errors: one missing tag and one wrong tag. This represents a significant amount of label noise for that image as on average there are only 2.5 ground-truth tags per image in MSRC and 4.4 per image in SIFT-Flow.

The results of our method, [14] and [18] on the three datasets are shown in Figure 5. It is clear that when increasing levels of image-level label noise is present in the training data, as expected, all compared methods perform worse. However, the performance of our method degrades much more gracefully; as a result, the advantage of our method over those of [14] and [18] gets bigger. In particular, for VOC, given significant amount of label noise in VOC_N (see Table 1), Figure 5(a) shows that the performance gain of our method over [18] increases from 1.9% on VOC_T to 4.1% on VOC_N. On the less challenging MSRC dataset (Figure 5(b)), all three compared methods are at par given clean tags. However, when 100% of the training images are corrupted with noisy tags, a large gap of 10.7% appears between ours and [18], and an even bigger gap exists between ours and [14]. As for SIFT-Flow (Figure 5(c)), the result of [18] is actually better than ours given clean tags. However, when more and more training images are corrupted with noisy tags, that advantage soon disappeared and when all training images contain noisy tags, our method has already built up a 13.6% advantage over that of [18]. Note that all three methods have exactly the same model input (superpixel segmentation and representation are identical); their appearance models are also similar (linear models). These results thus provide clear evidence that our method is more robust against label noise thanks to its explicit and direct noise reduction model.

TABLE 3: Results on the VOC_T dataset. Whether the results are obtained under a transductive setting is also indicated. The reported results for [18] and [53] were obtained by rerunning the released codes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Supervision</th>
<th>Trans.?</th>
<th>per-class (%)</th>
<th>IOU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound (ours)</td>
<td>full</td>
<td>N</td>
<td>49.2</td>
<td>23.6</td>
</tr>
<tr>
<td>Ours (trans.)</td>
<td>weak</td>
<td>Y</td>
<td>48.9</td>
<td>21.6</td>
</tr>
<tr>
<td>Ours</td>
<td>weak</td>
<td>N</td>
<td>48.1</td>
<td>20.8</td>
</tr>
<tr>
<td>Xu et al. [18] (trans.)</td>
<td>weak</td>
<td>Y</td>
<td>48.5</td>
<td>19.7</td>
</tr>
<tr>
<td>Xu et al. [18]</td>
<td>weak</td>
<td>N</td>
<td>47.8</td>
<td>18.3</td>
</tr>
<tr>
<td>Liu et al. [14]</td>
<td>weak</td>
<td>Y</td>
<td>49.8</td>
<td>16.4</td>
</tr>
<tr>
<td>Zhang et al. [19]</td>
<td>weak</td>
<td>Y</td>
<td>46.4</td>
<td>N/A</td>
</tr>
<tr>
<td>Xie et al. [59]</td>
<td>weak</td>
<td>Y</td>
<td>42.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Zhang et al. [15]</td>
<td>weak</td>
<td>N</td>
<td>24.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Liu et al. [13]</td>
<td>weak</td>
<td>Y</td>
<td>38.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Liu et al. [60]</td>
<td>weak</td>
<td>Y</td>
<td>32.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Ladicky et al. [4]</td>
<td>full</td>
<td>N</td>
<td>30.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Larlus et al. [6]</td>
<td>full</td>
<td>N</td>
<td>37.2</td>
<td>N/A</td>
</tr>
<tr>
<td>Shotton et al. [2]</td>
<td>full</td>
<td>N</td>
<td>42.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Girshick et al. [53]</td>
<td>full</td>
<td>N</td>
<td>43.0</td>
<td>26.7</td>
</tr>
</tbody>
</table>

TABLE 4: Results on MSRC with clean tags

<table>
<thead>
<tr>
<th>Method</th>
<th>Supervision</th>
<th>Trans.?</th>
<th>per-pixel per-class harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound (ours)</td>
<td>full</td>
<td>N</td>
<td>80.0</td>
</tr>
<tr>
<td>Ours (trans.)</td>
<td>weak</td>
<td>Y</td>
<td>71.0</td>
</tr>
<tr>
<td>Ours</td>
<td>weak</td>
<td>N</td>
<td>69.8</td>
</tr>
<tr>
<td>Xu et al. [18] (trans.)</td>
<td>weak</td>
<td>Y</td>
<td>70.0</td>
</tr>
<tr>
<td>Xu et al. [18]</td>
<td>weak</td>
<td>N</td>
<td>68.3</td>
</tr>
<tr>
<td>Liu et al. [14]</td>
<td>weak</td>
<td>Y</td>
<td>71.0</td>
</tr>
<tr>
<td>Zhang et al. [15]</td>
<td>weak</td>
<td>N</td>
<td>N/A</td>
</tr>
<tr>
<td>Vezhnevets et al. [11]</td>
<td>weak</td>
<td>Y</td>
<td>67.0</td>
</tr>
<tr>
<td>Shotton et al. [2]</td>
<td>full</td>
<td>N</td>
<td>72.0</td>
</tr>
<tr>
<td>Ladicky et al. [4]</td>
<td>full</td>
<td>N</td>
<td>86.0</td>
</tr>
<tr>
<td>Lacchi et al. [28]</td>
<td>full</td>
<td>N</td>
<td>79.0</td>
</tr>
<tr>
<td>Boix et al. [62]</td>
<td>full</td>
<td>N</td>
<td>83.0</td>
</tr>
<tr>
<td>Lacchi et al. [63]</td>
<td>full</td>
<td>N</td>
<td>82.0</td>
</tr>
<tr>
<td>Yao et al. [64]</td>
<td>full</td>
<td>N</td>
<td>86.2</td>
</tr>
</tbody>
</table>
TABLE 5: Results on SIFT-Flow with clean tags

<table>
<thead>
<tr>
<th>Method</th>
<th>Supervision</th>
<th>Trans.</th>
<th>IOU (%)</th>
<th>Total per−pixel accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bound (ours)</td>
<td>full</td>
<td>Trans.</td>
<td>77.9</td>
<td>42.8</td>
</tr>
<tr>
<td>Ours (trans.)</td>
<td>weak</td>
<td>Y</td>
<td>60.0</td>
<td>48.6</td>
</tr>
<tr>
<td>Ours</td>
<td>weak</td>
<td>N</td>
<td>58.8</td>
<td>45.9</td>
</tr>
<tr>
<td>Xu et al. [18] (trans.)</td>
<td>weak</td>
<td>Y</td>
<td>62.7</td>
<td>41.4</td>
</tr>
<tr>
<td>Xu et al. [18]</td>
<td>weak</td>
<td>N</td>
<td>65.0</td>
<td>45.5</td>
</tr>
<tr>
<td>Caesar et al. [65]</td>
<td>weak</td>
<td>N/A</td>
<td>44.8</td>
<td>N/A</td>
</tr>
<tr>
<td>Zhang et al. [19]</td>
<td>weak</td>
<td>Y/N/A</td>
<td>32.3</td>
<td>N/A</td>
</tr>
<tr>
<td>Xu et al. [17]</td>
<td>weak</td>
<td>Y</td>
<td>51.0</td>
<td>29.8</td>
</tr>
<tr>
<td>Liu et al. [14]</td>
<td>weak</td>
<td>Y</td>
<td>36.3</td>
<td>30.5</td>
</tr>
<tr>
<td>Vezhnevets et al. [11]</td>
<td>weak</td>
<td>Y/N/A</td>
<td>14.0</td>
<td>N/A</td>
</tr>
<tr>
<td>Rubinsteint et al. [66]</td>
<td>weak+full</td>
<td>Y</td>
<td>63.3</td>
<td>40.2</td>
</tr>
<tr>
<td>Tighe et al. [67]</td>
<td>full</td>
<td>N</td>
<td>76.9</td>
<td>42.5</td>
</tr>
<tr>
<td>Liu et al. [58]</td>
<td>full</td>
<td>N</td>
<td>76.7</td>
<td>36.6</td>
</tr>
<tr>
<td>Tighe et al. [29]</td>
<td>full</td>
<td>Y</td>
<td>77.0</td>
<td>43.3</td>
</tr>
<tr>
<td>Tighe et al. [68]</td>
<td>full</td>
<td>N</td>
<td>78.6</td>
<td>52.3</td>
</tr>
<tr>
<td>Yang et al. [6]</td>
<td>full</td>
<td>N</td>
<td>79.8</td>
<td>60.5</td>
</tr>
<tr>
<td>Long et al. [31]</td>
<td>full</td>
<td>N</td>
<td>85.2</td>
<td>64.4</td>
</tr>
<tr>
<td>Caesar et al. [65]</td>
<td>full</td>
<td>N</td>
<td>79.8</td>
<td>59.2</td>
</tr>
</tbody>
</table>

5.3 Segmentation with Noise-Free Tags

In this experiment, we compare our method with the state-of-the-art fully and weakly supervised methods given clean ground-truth tags provided for the training data. The results on the three benchmark datasets are shown in Tables 3–5, respectively. Here, we also show the upper bounds of our method (non-transductive) obtained by directly initialising the superpixel labels \( Y \) with the ground-truth segmentations of training images. We can make the following observations: (1) Even though our method is designed for the more challenging case where image tags are both weak and noisy, given clean tags, our method remains competitive – it achieves the state-of-the-art results on VOC and MSRC among the compared WSSS methods, and is only slightly worse than [18] on SIFT-Flow under the transductive setting (harmonic mean of 48.6% vs. 49.9%), and marginally better under the inductive setting (45.9% vs. 45.5%). Admittedly given clean tags, the gaps between the results of the best WSSS methods are small. (2) The difference between transductive and inductive learning seems to be small for our method although it does benefit from the access to the whole test set at once. It is also noted that for [18], jointly learning the model with all the test data together even hampers the performance slightly on the SIFT-Flow dataset (see Table 5). This is because that under the transductive setting, the predicted tags on the test image will be used for model learning, which themselves contain a significant amount of noise as shown in Table 1. The benefit of using more data for training is thus out-weighted by the presence of more label noise when noise deduction is not solved explicitly.

(3) Comparing with the fully supervised methods, there are still clear gaps between theirs and the results of the best WSSS methods when measured using the total per-pixel accuracy. This is particularly true for the more recent fully supervised methods, such as the fully convolutional network [31] (see Table 5). However, when the harmonic mean of the per-pixel and per-class accuracies is used, the performance is much closer and sometimes comparable. This shows that with the added benefit of scalability, a WSSS approach is indeed a promising solution to large-scale semantic segmentation. (4) Our method consistently yields strong results on the three datasets, whilst [14] only performs well on MSRC. That is, the performance of [14] is more likely to be affected by the dataset itself, due to the special definition of the loss function in [14].

5.4 Further Evaluations

5.4.1 Alternative Sparse Learning Models

We also compare our sparse learning model for superpixel label noise reduction (Algorithm 1) to two relevant alternatives [20], [26] which also aim to correct noisy tags following a sparse learning formulation. A key difference between these two works with ours is that they do not exploit the graph Laplacian constraint to enforce the smoothness of label assignment following the intrinsic data structure in the low-level feature space. In this aspect, the work of [46] is related to ours which also uses the Laplacian regularisation. Although it is designed for semi-supervised learning rather than explicit label noise reduction due to not having the \( L_1 \)-optimisation terms in their cost function, it has the potential to be applied to the superpixel label assignment problem. These three models using exactly the same superpixels and features as ours are compared in Figure 6. It can be seen that our sparse learning model is clearly superior to these related weakly-supervised/noise deduction models, due to (a) the combination of the noise sparsity constraint and the visual similarity constraint, and (b) the novel optimisation algorithm developed to solve the \( L_1 \)-optimisation problem. In addition, we compare our sparse learning model with its three variants whereby one or both constraints use Frobenious norm instead of \( L_1 \)-norm to show the importance of using \( L_1 \)-norm in both constraints. The results can be found in the supplementary material.

5.4.2 Effectiveness of Intermediate Labelling Variable

One of the key ideas in the proposed \( L_1 \)-optimisation problem solver in Section 3.3 is the introduction of an intermediate labelling variable \( F \) to turn a cost function...
5.4.3 Alternative Superpixel Appearance Models

So far, the results present are based on the superpixel appearance model described in Section 4.2, that is R-CNN features + label noise reduction (Algorithm 1) + linear SVM. Here, we also evaluate two alternatives: (1) the hand-crafted superpixel features + label noise reduction + deep CNN appearance model described in Section 4.3. (2) the same hand-crafted superpixel features + label noise reduction + linear SVM. Both models do not require any additional data to pre-train. The results on the SIFT-Flow dataset are shown in Table 7. We can see that the deep CNN based appearance model, although slower to run than the linear SVM, performs slightly better. But when both the feature representation and the appearance model are weak (hand-crafted features + label noise reduction + linear SVM), the result is clearly inferior. This suggests that our model can benefit from the stronger deep learning based appearance modelling without requiring any additional data for pre-training or feature extraction.

5.4.4 Qualitative Results

In Figure 7, we compare the methods of [14], [18] with ours given noisy and clean labels on the SIFT-Flow dataset. It is observed that when the training image labels are clean, both our and [18]’s method produce good segmentation, whilst the method of [14] failed to learn the appearance model for certain categories correctly (e.g. awning) resulting in large regions being mis-labelled. When 50% of the training images are corrupted with label noise, all three models are affected adversely. However, our model clearly is more robust against the noisy labels than the other two. More qualitative results on the VOC and MSRC datasets can be found in the supplementary material.

5.4.5 Runtime Comparison

We compare our method with [14], [18] in terms of runtime for both training and testing in Table 8. We run all three

---

TABLE 6: Comparison of our algorithm to alternative noise reduction models on the MSRC dataset. The runtime was obtained on a PC platform with a 3.9GHz CPU and 32GB RAM with Matlab implementations.

<table>
<thead>
<tr>
<th>Method</th>
<th>per-pixel (%)</th>
<th>per-class (%)</th>
<th>harmonic</th>
<th>time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>71.0</td>
<td>74.7</td>
<td>72.8</td>
<td>175</td>
</tr>
<tr>
<td>Ours (orig.)</td>
<td>70.2</td>
<td>71.5</td>
<td>70.8</td>
<td>383</td>
</tr>
</tbody>
</table>

TABLE 7: Comparison on different superpixel representations and appearance models used in our method on the SIFT-Flow dataset.

<table>
<thead>
<tr>
<th>Representation and Model</th>
<th>per-pixel (%)</th>
<th>per-class (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-CNN superpixel features + Algorithm 1 + linear SVM</td>
<td>58.8</td>
<td>37.7</td>
</tr>
<tr>
<td>handcrafted superpixel features + Algorithm 1 + linear SVM</td>
<td>51.9</td>
<td>30.1</td>
</tr>
<tr>
<td>handcrafted superpixel features + Algorithm 1 + deep CNN</td>
<td>60.2</td>
<td>38.6</td>
</tr>
</tbody>
</table>

---

8. The performance of the CNN model on VOC and MSRC is slightly worse because these two datasets have significantly less superpixels for training leading to model overfitting.
methods (implemented in Matlab) on a PC platform with a 3.9GHz CPU and 32GB RAM. The results in Table 8 show that: (1) The three methods have the same test efficiency (around 2 seconds to process 256 images), because they all adopt a linear superpixel appearance model (in fact, most time is spent on feature extraction). (2) During training, our method and [18]'s are comparable and both are much more efficient than [14]'s.

5.4.6 Sensitivity to Parameter Settings

Note that since the ground-truth pixel-level labels of all the images are unknown under the weakly supervised setting, it is not possible to tune the model parameters by cross-validation. In this paper, we thus fix the four parameters of our algorithm as \(k = 200, m = 50, \lambda = 0.01\), and \(\gamma = 0.12\) for all the three datasets. In Figure 8, we investigate on how sensitive the method is to different values of these parameters. The results show that the influence of different parameter settings is very small.

6 CONCLUSIONS

In this paper, we have proposed a novel approach to learning a semantic segmentation model from both weak and noisy labels. The weakly supervised semantic segmentation problem is cast into a noise reduction problem and a superpixel label noise reduction model is developed based on a novel sparse learning model with an efficient optimisation algorithm. Extensive experiments are carried out to demonstrate that the proposed method is superior to the state-of-the-art methods and alternative sparse learning based label denoising models, particularly when the weak labels are also noisy. A number of directions are worth further investigation. First, in the current framework, our method alternates between the learning of the superpixel appearance model and the label noise reduction model. It is possible to integrate the two into a single model [14], [18], even though solving it often involves an alternating processing similar to ours. More efforts are needed to investigate the connection between the two approaches (one vs. two models) and their pros and cons. Second, in a practical large-scale learning scenario, new classes often need to be added dynamically to an existing model so that one does not have to retrain the model from scratch. An incremental learning variant of the current method is thus part of the ongoing work. Finally, it is worth pointing out that the label noise reduction model introduced in Section 3 is by no means restricted to the WSSS problem – many other vision problems need to deal with label noise when image labels are increasingly being harvested from social media sites. Current efforts thus also include the generalisation of the proposed model to solve a wider range of computer vision problems.

Appendix 1: Proof on Solving Eq. (11) Providing an Exact Solution to Eq. (7)

In Section 3.3, instead of solving the intractable \(L_1\)-optimisation subproblem in Eq. (7), we proposed to solve a much smaller-scale problem in Eq. (11). Here we provide a proof that these two problems are equivalent under an easy-to-satisfy condition.

Since \(V\) is an orthonormal matrix, any \(F \in \mathbb{R}^{N \times C}\) can be denoted as \(F = VA\), where \(A = \{a_{ij}\}_{N \times C}\). Considering the orthonormality of \(V\), we reformulate Eq. (7) as:

\[
\begin{align*}
\text{arg min}_A & \frac{1}{2}[|VA - \hat{Y}^*|^2_F + \lambda||BV A||_1] \\
= & \text{arg min}_A \sum_{j=1}^C \frac{1}{2}||VA_j - \hat{Y}_{j}^*||^2_2 + \lambda||\Sigma^\frac{1}{2} V^T V A_j||_1 \\
= & \text{arg min}_A \sum_{j=1}^C \frac{1}{2}||VA_j - \hat{Y}_{j}^*||^2_2 + \lambda \sum_{i=1}^N \Sigma_{ii}^\frac{1}{2} |a_{ij}| \\
= & \text{arg min}_A \sum_{j=1}^C \sum_{i=1}^N \frac{1}{2}a^2_{ij} - (V_i^T \hat{Y}_{j}^*)a_{ij} + \lambda \Sigma_{ii}^\frac{1}{2} |a_{ij}|. \\
\end{align*}
\]

This means that we can solve Eq. (7) by solving the following \(N \times C\) subproblems independently:

\[
\text{arg min}_{a_{ij}} \frac{1}{2}a^2_{ij} - (V_i^T \hat{Y}_{j}^*)a_{ij} + \lambda \Sigma_{ii}^\frac{1}{2} |a_{ij}|. \\
\]

Based on the above problem decomposition, we come to the following proposition about the dimension reduction of \(F\) used in Eq. (11).

Proposition 1: If \(\lambda > \Sigma_{mm}^\frac{1}{2} \cdot \max_{1 \leq j \leq C, i > m} | V_i^T \hat{Y}_{j}^* | = \lambda^* (m)\), the solution \(A^* = \{a_{ij}^*\}_{N \times C}\) of Eq. (13) satisfies that: \(a_{ij}^* = 0 \) (\(1 \leq j \leq C, i > m\)).

Proof: Since \(\lambda > \lambda^* (m)\) and \(\Sigma_{ii}^\frac{1}{2} \geq \Sigma_{mm}^\frac{1}{2} (i > m)\), we have: \(\lambda > \sum_{i=m} \max_{1 \leq j \leq C, i > m} | V_i^T \hat{Y}_{j}^* | \geq \Sigma_{ii}^\frac{1}{2} \cdot \max_{1 \leq j \leq C, i > m} | V_i^T \hat{Y}_{j}^* | \geq \Sigma_{ii}^\frac{1}{2} \cdot | V_i^T \hat{Y}_{j}^* |\), i.e.,
\[ \lambda \sum_{i} \left| V_{i}^{T} Y_{ij} \right| > \left| V_{i}^{T} Y_{ij} \right| (i > m) \]. We thus have: \( \lambda \sum_{i} \left| a_{ij} \right| \geq \left| V_{i}^{T} Y_{ij} \right| \left| a_{ij} \right| \geq \left| V_{i}^{T} Y_{ij} \right| \left| a_{ij} \right| (i > m) \). Hence, \( \frac{1}{2} \mu_{ij} - \left( V_{i}^{T} Y_{ij} \right) a_{ij} + \lambda \sum_{i} \left| a_{ij} \right| \geq 0 \). We can readily obtain the solution of Eq. (14) exactly as: \( a_{ij}^{*} = 0 \) (i > m). This means that the solution \( A^{*} = \{ a_{ij}^{*} \}_{i \leq j \leq C, i > m} \).

According to Proposition 1, if we set \( \lambda > \lambda^{*} (m) \) initially, the solution of Eq. (7) is equal to that of Eq. (11). That is, Proposition 1 provides a theoretical guarantee for the dimension reduction of \( F \) used in Eq. (11).
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