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Abstract

In this thesis the results of neutron total scattering experiments on a series of molecular

materials are presented. Local uctuations in a material’s structure may not be apparent

from Bragg crystallography, but are captured within, and may emerge from re�nement

against, a pair distribution function. In molecular materials, the pair distribution function

is dominated by intense low-r peaks corresponding to intramolecular correlations, making

it more di�cult to re�ne the low-intensity high-r features corresponding to intermolecular

correlations.

Using reverse Monte Carlo re�nement the local structure in three families of molecular

materials have been studied. To reduce the problem posed by intramolecular correlations

prior chemical knowledge of the molecular structure is incorporated into the re�nement

using empirical intramolecular potentials. One of the material families consists of three

phases of ZIF-4, a metal-organic framework consisting of tetrahedrally coordinated Zn2+

ions connected by imidazolate rings. In this material, the molecular motion responsible

for the greater exibility shown by the amorphous phase compared to the two crystalline

phases was identi�ed. The other two material families are organic crystals that consist

of isolated molecules, the isomeric molecules para- and ortho-terphenyl and the other

adamantane and its carboxylic acid derivative. Ortho-terphenyl is a paradigmatic glass-

former, with a glass transition temperature of approximately 246 K and a critical cooling

rate of less than 0.1 K min�1. An experimentally re�ned structural model of the glass

phase of this material was shown to be in good agreement with the primary structural

predictions of glass theory. Para-terphenyl, on the other hand, is a crystalline material

that undergoes a phase transition at 178 K. The presented results suggest that this phase

transition is not as de�nitively order-disorder as previously suggested but that there is

in fact a very at energy surface between an order-disorder and a displace phase transi-

tion. Adamantane and adamantanecarboxylic acid are crystalline materials that undergo

order-disorder phase transitions. The re�ned structural models of both materials are con-

sistent with a previously proposed structure for the high-temperature phases involving a

disordered arrangement of molecules in two di�erent orientations.
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Chapter 1

Introduction

1.1 Atomic Structure

Many of society’s current problems could be alleviated by the easy availability and imple-

mentation of materials with speci�cally desired properties. High-temperature supercon-

ductors could revolutionise energy transmission and infrastructure [1{4], materials with

novel magnetic properties are changing the electronics industry and gas absorption and

storage materials could help solve the world’s climate crisis. Although all these novel

properties have been observed experimentally, not all have yet been fully understood and

shown in a commercially viable material.

These properties must somehow arise from the atomic structure of a material. There-

fore, one key problem in the e�ort to develop commercially viable materials with one

of these novel properties is that of fully understanding a material’s atomic structure.

With the development of the science of crystallography over the past hundred years,

it is now possible to solve the atomic structure of complex crystalline materials. That

is to say that through traditional crystallographic techniques the temporal and spatial

average coordinates of all atoms, and an associated error, can be calculated. However

traditional crystallographic techniques and analysis cannot give a comprehensive view of

all materials’ atomic structure; in addition to only providing average atomic coordinates,

such techniques can only be applied to crystalline materials, materials that consist of a

periodic arrangement of atoms. It is not always possible to explain these novel prop-

erties by analysis of the average atomic structure of a material and many, particularly

gas absorption and storage, are shown by amorphous materials; materials that do not

have a periodic arrangement of atoms. Therefore it is important to analyse the local,

non-average, atomic structure of a material in a way that is equally applicable to both

crystalline and amorphous materials.
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Through a range of new techniques, such as di�use scattering, extended X-ray ab-

sorption �ne structure (EXAFS) and nuclear magnetic resonance (NMR), it has become

possible to investigate the local atomic structure of a material through direct experiment.

The local structure of a material is the instantaneous position of an atom with respect to

its immediate environment, not the time averaged position of an atom with respect to the

bulk and global symmetry of the material, as given by traditional crystallographic tech-

niques. Indeed it has become increasingly clear that the local structure of many materials

deviates signi�cantly from the average structure and in many cases it is believed that it is

these deviations that give rise to some of the important novel properties described above.

In this thesis the structural analysis of a range of both crystalline and amorphous

materials will be presented, and the subsequent development in the analysis of di�use

scattering using computational re�nement techniques. These studies have been carried

out as part of the continuing development of these techniques for the re�nement of a

material’s local atomic structure, particularly with respect to the local uctuations in the

atomic structure of molecular materials.

1.2 Scattering

The science of crystallography is the process of analysing a beam of radiation, either X-

rays, neutrons or electrons, after it has been scattered by a sample; a di�raction pattern.

For convenience the key scattering equations are outlined below, as presented by M. T.

Dove et al. [5]. The scattering from an ensemble of atoms (labelled j or k) is given by the

squared modulus of the Fourier transform of the set of instantaneous atomic positions, rj

and rk, respectively [6]

F (Q) =
1

N

X
j

fj exp(iQ � rj) (1.1)

S(Q) = N


jF (Q)j2

�
=

1

N

X
jk

fjfk hexp(iQ � (rj � rk))i (1.2)
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where fj and fk are the scattering factors of the two atoms, N is the total number of

atoms and Q is the scattering vector, the change in the wave vector of the beam of

radiation through the scattering process, the angle brackets in equation 1.2 are averages

over all instances in time. S(Q) is measured experimentally, and reects the average

of the instantaneous distance between the positions of all atoms. The experimentally

measured total scattering function S(Q) can be separated into two parts, the Bragg and

di�use scattering [7].

S(Q) = SBragg(Q) + SDi�use(Q) (1.3)

Analysis of the Bragg or di�use features within a materials di�raction pattern can give

information on either its average or local structure respectively.

1.2.1 Bragg Scattering

Traditional crystallographic techniques for structural determination rely on the analysis

of the Bragg scattering within a di�raction pattern, such as the peaks in the low-Q region

of �gure 1.1.

SBragg(Q) = N hjF (Q)ji2 =
1

N

*�����X
j

fj exp(iQ � rj)

�����
+2

(1.4)

Bragg scattering, SBragg(Q) in equation 1.4, gives information about the distribution

function of individual atoms. Bragg scattering exists as �-functions within the total

scattering function S(Q) at values of Q corresponding to reciprocal lattice vectors of

the crystal. The physical origin of these �-functions in a di�raction pattern, and their

analysis, is described in detail in many standard texts [8], the salient points relevant to

this thesis are given below.

As these �-functions, called Bragg peaks, only occur for values of Q that correspond

to the reciprocal lattice vectors, they o�er a direct reciprocal space view of the periodicity

in the atomic structure. They can therefore be analysed to give the atomic positions and

other structural parameters of the sample. However any local break from this periodicity,

local-scale uctuations giving rise to local disorder in the atomic structure of a sample,

results in scattering that does not correspond to an allowed value of Q and so do not
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Figure 1.1: Example of a di�raction pattern from AgBr, with Bragg peaks above and background
scattering below the red line in the insert, taken from A. L. Goodwin et al. [9] with data from D. A.
Keen et al. [10].

result in Bragg peaks. Therefore from traditional crystallographic techniques an average

atomic structure is given.

1.2.2 Di�use Scattering

Information about these local-scale uctuations is contained within a material’s di�raction

pattern, in the di�use scattering.

SDi�use(Q) = N


jF (Q)j2

�
�N hjF (Q)ji2 (1.5)

This di�use scattering, SDi�use(Q) in equation 1.5, represents the variance in the total

scattering function associated with the local uctuations in the structure and exists as a

smooth function for all values of Q. Di�use scattering is therefore contained within the

background of a di�raction pattern, the area below the red line in the insert of �gure

1.1. However, not only di�use scattering is contained in the background of a material’s

di�raction pattern, it also contains elements from instrument scattering and from the

scattering of any sample environment, therefore before any di�use scattering analysis can

take place care must be taken to remove these secondary contributions to the background.

The development of techniques for doing this, and the experimental minimisation of these
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secondary contributions to the background, has been one of the issues in the development

and further use of di�use scattering. In traditional crystallographic techniques this back-

ground is empirically �t and ignored, hence these problems do not arise, but any di�use

scattering is discarded so no local structural information may be obtained.

As information about local uctuations in a material’s atomic structure are contained

within its di�use scattering, through di�use scattering analysis local structural informa-

tion can be obtained. The di�use scattering analysis presented in this thesis investigates

the local structure of several materials using the pair distribution function (PDF).

1.2.2.1 Pair Distribution Function

The PDF is a one-dimensional function produced from the analysis of a material’s di�use

scattering, averaged over all orientations. It is sensitive to both the short- and long-range

structural correlations in a sample, meaning that it can give a structure consistent with

all correlations over many length scales. This makes it ideally suited to studying the local

structure of disordered solids.

The PDF is calculated by taking the reverse Fourier transform of the total scattering

function S(Q), shown in �gure 1.2. The exact mathematical de�nition of the PDF will

be given in section 2.2.1 but is not required for this introductory discussion. A PDF is

essentially a histogram of interatomic separations, a graph representing the probability of

a pair of atoms having that interatomic separation, weighted by the scattering lengths of

the atoms involved. The real space relationship of a PDF is shown in �gure 1.2, with the

low-r peaks corresponding directly to the nearest neighbour interatomic correlations.

The simplest type of local structure analysis that can be done on a PDF is bond length

determination. As described above the positions of the peaks in a PDF correspond to the

interatomic separations in a compound and so if a peak-�tting procedure is carried out,

typically using a Gaussian, the bond lengths can be readily determined. The distances

determined from a PDF represent the average distance between a pair of atoms unlike

the distances determined from traditional crystallographic analysis that represents the

distance between the average positions of a pair of atoms in the unit cell. Sometimes

12



Figure 1.2: Example PDF of AgBr, the atomic correlation’s represented by the low-r peaks in the
PDF are shown in the insert, taken from A. L. Goodwin et al. [9] with data from D. A. Keen et al.
[10].

these two quantities are not the same,

hr1 � r2i 6= hr1i � hr2i (1.6)

where r1 and r2 are the positions of two atoms and the angle brackets are spatial averages.

This subtle di�erence can actually have very important rami�cations for systems with high

levels of local disorder or large amplitude vibrational motion, such as the interpretation

of the Si{O bond in silica [11{13].

A peak-�tting procedure also gives two other pieces of information. As the peaks in

a PDF represent a weighted probability of an atom at that interatomic separation, so

the integral of a peak can give the coordination number. This will typically be the same

as the coordination numbers given in the average structure but may be a useful test for

materials in which there is compositional disorder as the weighting is related to the atomic

scattering power of the relevant atoms. The other piece of information is related to the

width of the PDF peaks. The peak width is dictated by the degree of static or dynamic

variation in the corresponding bond length and so is related to the vibrational energy

of the material [14]. Essentially a small peak width corresponds to a strongly conserved

bond length, hence high vibrational frequencies, and a large peak width corresponds to a
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weakly conserved bond length, hence low vibrational frequencies.

Due to its unique utility as a function that gives local structural information but

that also gives a coherent structure over many length scales, the PDF has been used to

study many functional materials over the last decades. A comprehensive overview of these

studies is given by A. L. Goodwin et al. [9]. The areas in which PDFs are currently being

used include research into negative thermal expansion [15, 16], zeolites, metal-organic

frameworks [17], spin glasses [18, 19] and nanoparticles [20].

1.3 Computational Re�nements

The simple peak-�tting analysis procedure described above can give structural information

about the local environment around an atom, as this structural information corresponds

directly to an individually de�ned peak in the low-r region of a PDF. However the ma-

terial’s longer range order, structure on length scales of greater than approximately 5 �A,

does not correspond directly to an individually de�ned peak in the PDF and so can not

be analysed by a peak-�tting procedure. Instead a material’s longer range order corre-

sponds to the higher-r region of a PDF, which is made up of many overlapping peaks.

Therefore, to investigate longer range order a more complicated computational re�nement

procedure must be followed, this may be done following one of two methods; small- or

big-box re�nements.

Small-box re�nement, as implemented in PDF�t [21, 22], can be thought of as ‘real-

space Rietveld’ re�nement. Small-box PDF re�nements re�ne the same parameters as in

a standard Rietveld re�nement - atomic coordinates, atomic displacement parameters and

lattice parameters - within the unit cell of a crystalline material. However as re�nements

are done against a PDF the re�ned parameters will reect the local structure of a material

allowing the local uctuations in the structure of crystalline materials to be studied.

For example PDF�t has been used to study the Jahn-Teller distortion across the phase

transitions in the perovskite LaMnO3 [23].

However small-box re�nements clearly can not be applied to non-crystalline materials

nor, using only the unit cell of a material, can it be used to study the arrangement or
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orientation of molecules within a crystal. Studies of this nature, therefore, require the use

of big-box re�nement, as implemented in reverse Monte Carlo (RMC).

1.3.1 Reverse Monte Carlo

RMC is a computational re�nement technique that produces an atomistic model of a

section of a material [24{26]. It does this by calculating the scattering data of the model

and randomly moving the atoms within the model to achieve better agreement between

the experimental and calculated scattering data. The decision whether to accept or reject

an atomic move is made via the Metropolis algorithm [27].

The model, representing a section of the material under investigation, whose atomic

con�guration is re�ned by RMC, is called a supercell. The RMC algorithm starts by

moving a random atom in the supercell by a random amount and in a random direction.

The scattering data given by the supercell is then calculated and compared to the exper-

imental data. If there is an improvement in the agreement between the experimental and

calculated scattering data then the move is accepted unconditionally. If however there

is a decrease in agreement then the move is accepted subject to a probability condition.

This probability is related to the amount that the move decreases the �t between the

calculated and experimental scattering data. A new atomic move is then made and the

procedure starts again. This algorithm is summarised in a ow chart, �gure 1.3.

The decision as to whether a move decreases or increases the agreement between the

calculated and experimental data, and therefore whether it is accepted or not, is made by

de�ning a cost function, �2
RMC

�2
RMC = �2

i(Q) + �2
PDF (1.7)

where �2
i(Q) and �2

PDF correspond to the agreement between the experimental and cal-

culated data of two di�use scattering functions, the total scattering function and PDF

respectively.

If a proposed move lowers the value of �2
RMC it is accepted, but if it raises the value

of �2
RMC it is accepted with probability exp(���2=2). This seemingly counterintuitive

acceptance of moves that decreases the agreement between the calculated and experi-
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initial con�gura-
tion (supercell)

random atom move

calculate new scat-
tering data from

new supercell

calculate agree-
ment between new
and experimental
scattering data

has agreement
increased?

accept atom move
accept atom move
subject to prob-
ability condition

yes
no

Figure 1.3: Flow chart of the RMC re�nement algorithm.

mental total scattering data is done to prevent the algorithm from getting stuck in a

local minimum within the energy landscape of the re�nement, and never proceeding to

the re�nements global energy minimum. In RMC �2
RMC is analogous to the free energy

in energy minimisation re�nement techniques, such as molecular dynamics (MD), so an

RMC re�nement actually proceeds along a �2
RMC landscape. However by using the term

energy in this discussion a comparison is more easily drawn between the way in which

RMC addresses this issue and how it is addressed by other re�nement techniques. A

simple one-dimensional graphical representation of an energy landscape with a local and
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Figure 1.4: A simpli�ed one-dimensional graphical representation of the energy landscape for an
energy minimisation re�nement, analogous to the �2

RMC landscape of an RMC re�nement. Showing
an example local and global minimum separated by a barrier to the re�nement, an area of higher
energy that the re�nement must pass through in order to reach a global minimum.

global minimum within it is given in �gure 1.4.

A local minimum is a point in the energy landscape in which the energy of the system

will be raised regardless of the direction of travel. For an RMC re�nement it is a point

where the value of �2
RMC will be raised regardless of the atomic move made. Therefore, to

re�ne the structure any further requires the algorithm to accept ‘bad’ moves, increasing

the value of �2
RMC, in order for the structure to get over a ‘hump’ in the energy landscape

or ‘barrier to re�nement’. Thus allowing the value of �2
RMC to then further decrease to

the global minimum, and for the re�nement to therefore achieve an atomic con�guration

that more closely resembles that suggested by experiment.

After running an RMC re�nement for a suitable period of time, typically about a week,

allowing several million iterations of the algorithm shown above, such that each atom has

on average been moved several thousand times, the con�guration of atoms in the supercell

will have found the global energy minimum of the energy landscape shown in �gure 1.4.

This is the area of the energy landscape where the di�erence between the experimental and

calculated data is at a minimum, where the value of �2
RMC is at a minimum. However this

is not a unique point in the energy landscape, rather a region in which an in�nite number
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of con�gurations exist all giving an approximate minimum value of �2
RMC. Therefore there

is not a unique ‘right’ atomic con�guration, but a range of atomic con�gurations that all

give an equally valid representation of the material. Whether or not these con�gurations

give an accurate and useful representation of the material under investigation of course

depends primarily on the quality of the experimental data available.

1.3.1.1 Initial Con�guration

An RMC re�nement requires an initial con�guration of atoms, from which to start the

re�nement. This initial con�guration may be produced in a number of ways, most typi-

cally from a multiplication of the crystallographic unit cell - hence supercell. However, in

cases where there is no crystal to start from, such as in the case of a glass or amorphous

material, other more innovative solutions must be found. The only requirement of an

initial con�guration is that it is as close as possible to an accurate representation of the

atomic structure of the material under investigation.

An RMC con�guration is of course only an in�nitesimal section of the material under

investigation - typically with dimensions of approximately 50 �A along an edge, containing

only several thousand atoms - and has hard unphysical boundaries at its edges. An

RMC re�nement attempts to re�ne and thereby reveal the local structure in the bulk

of a material. These hard unphysical boundaries mean that the atomic structure at the

boundary of an RMC con�guration may be very di�erent from that in the bulk, therefore

this small RMC con�guration must be made to e�ectively have no boundaries. To do

this periodic boundary conditions are applied by RMC, meaning that if an atomic move

proposed by RMC would move an atom beyond the boundary, that atom reappears on the

opposite site of the con�guration. For example if, in a 50 �A cubed initial con�guration,

there is an atom with an x coordinate of 49:95 �A and an RMC move of 0:1 �A in the x

direction is accepted then the new x coordinate of the atom would be 0:05 �A.

The exact details of each initial con�guration used in the re�nements presented in this

thesis are given in their respective chapters.
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1.4 Molecular Materials

In this thesis three distinct types of materials are studied, zeolitic imidazolate framework

4 (ZIF-4), two isomers of terphenyl as well as adamantane and its carboxylic acid deriva-

tive. The individual structures and speci�c points of scienti�c interest for each material

will be described in detail in their respective chapters. However, at this point it is worth

discussing the common elements within these materials that lead to their selection for

study in this thesis. These three materials all contain a large molecular organic compo-

nent, indeed terphenyl and adamantane are made up entirely of organic molecules while

89% of atoms in ZIF-4 are involved in an organic molecule.

The structure of these organic motifs, planar rings in ZIF-4 and terphenyl and a cluster

in adamantane and adamantanecarboxylic acid, are all well understood and give rise to

many intramolecular correlations as shown in �gure 1.5(a), using ZIF-4 as an example.

These intramolecular correlations give rise to many intense peaks that dominate the low-r

region of a materials PDF as shown in �gure 1.6, using ZIF-4 as an example. However

the structures of these organic motifs are well known and understood, so these dominant

low-r peaks can be understood and so are of no scienti�c interest in a PDF study. What

is of scienti�c interest is the intermolecular correlations, the correlations between the

molecules within the material as shown in �gure 1.5(b), using ZIF-4 as an example.

These intermolecular correlations give rise to many weaker overlapping peaks in the high-

r region of a materials PDF as shown in �gure 1.6, using ZIF-4 as an example. It is the

di�culty of properly re�ning these intermolecular correlations via RMC in the presence

of large intramolecular correlations within a molecular motif that is the principal issue

investigated in this thesis.

This problem of overlapping intermolecular peaks and the domination of the PDF

by intense low-r intramolecular peaks reduces the potential information that may be

provided by an RMC re�nement with regard to the intermolecular correlations. If this

problem, caused by the well understood intramolecular correlations, could be reduced

then the PDF would be better able to guide the RMC re�nement with regard to the

interesting intermolecular correlations, so hopefully producing a more useful re�nement.
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(a) (b)

Figure 1.5: The inter- and intramolecular correlations within ZIF-4, (a) Intramolecular correlations
(b) Intermolecular correlations, H: light grey; C: black; N: blue; Zn: dark grey; inter/intramolecular
correlations: blue arrows.

To this end the intramolecular correlations within the molecular motifs in these materials

are restrained using molecular potentials. Molecular potentials cause an increase in �2
RMC

if an atomic move proposed by RMC would cause a move away from the known value

of a property controlled by a well understood peak in a materials PDF, making such a

move less lightly. Molecular potentials have been previously implemented in RMC and

are further developed in this thesis.

1.5 Structure of this Thesis

In this thesis the local structure of �ve molecular materials will be studied. The ex-

perimental techniques used in the course of these local structural studies are introduced

in chapter 2. This covers the basic theory and important experimental considerations

of neutron total scattering, the technique that was used for the majority of the exper-

imental work in this thesis. Chapter 2 also outlines the methodology followed in these

studies, giving details on the extraction and production of the total scattering functions

used as well as more fully detailing the computational re�nement technique used and the
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Figure 1.6: The PDF of ZIF-4 showing the presence of intense intramolecular peaks dominating
the low-r region of the PDF (to the left of the dashed line) and weaker overlapping intermolecular
peaks in the high-r region of the PDF (to the right of the dashed line).

modi�cations made to it by the author.

Chapters 3-7 each discuss one of the �ve materials studied, investigating the local

structural uctuations and how they may inuence or account for the phase transitions

and exibilities seen in the materials. Finally, in chapter 8, some conclusions on the utility

of the re�nement method described, as applied to molecular materials, are given, as well

as some suggestions of possible areas of further research.
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Chapter 2

Methodology

2.1 Outline

This chapter outlines the methodology and techniques applied to the materials studied in

the subsequent chapters. The methodology has four principal steps;

Experiment

Perform the total scattering experiment producing raw scattering data.

Data Processing

Process the raw scattering data, using Gudrun to produce the total scattering func-

tions, i(Q) and D(r), and GSAS to extract the Bragg pro�le and lattice parameters,

for use in the re�nement process.

Reverse Monte Carlo

Initialise and carry out reverse Monte Carlo re�nements driven by the experimental

total scattering data produced.

Analysis

Analyse the structural models produced by the re�nement process.

2.2 Experiment

Di�raction is a long-known and well-studied method for structural determination, and in

this thesis it is used to study the structure of all the presented materials. The di�raction

in this thesis uses total scattering, which can be carried out with either neutrons or X-rays.

For the total scattering in this thesis neutrons, rather than X-rays, were used. This

is, in part, due to the particular elements in the materials under investigation. X-rays

are scattered by interacting with electrons, consequently the strength with which X-
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Figure 2.1: Variation in the relative neutron and X-ray scattering lengths of atoms with increasing
atomic number [7, 28]. X-ray; red, neutron; black.

rays are scattered by an atom is proportional to the number of electrons around that

atom. Neutrons, however, do not have this proportionality as neutrons are scattered by

the nucleus of an atom, not the electrons. This di�erence in the scattering mechanism

of neutrons and X-rays results in the emphasis of di�erent structural features in total

scattering data produced by neutrons and that produced by X-rays. Therefore, although

not done in this thesis, X-ray total scattering can provide useful information when used

in conjunction with neutron total scattering. The variation in the relative neutron and

X-ray scattering lengths of atoms with increasing atomic number is shown in �gure 2.1. A

negative neutron scattering length indicates an atom that inverts the phase of the neutron

wave in the scattering process.

For example the �rst material studied in this thesis is ZIF-4 and it contains zinc with

30 electrons, nitrogen with seven electrons, carbon with six electrons, and hydrogen with

one electron. Carbon and nitrogen, having very similar numbers of electrons, have very

similar X-ray scattering powers and so would be very di�cult to distinguish between using

X-ray total scattering, hence the use of neutron total scattering. Hydrogen, having only

one electron, has a very low X-ray scattering power and so it is very di�cult to determine

the atomic coordinates of hydrogens using X-ray total scattering, hence the use of neutron

total scattering.

The second reason for using neutron total scattering rather than X-ray total scattering

is the requirement to have scattering data measured out to a large scattering vector (high-
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Q (Å−1)

Figure 2.2: Variation in the relative neutron and X-ray scattering lengths of atoms with increasing
Q. Low-energy X-rays; red, neutrons; black.

Q) to produce an accurate PDF [13]. X-ray atomic scattering factors exhibits a dramatic

drop o� as the scattering vector increases due to the comparable size of the wavelength

of X-rays and the size of what X-rays interact with, the electron cloud around an atom,

resulting in not being able to measure the high-Q data required to produce a PDF.

Recently however, through the use of very high-energy, shorter wavelength, X-rays from a

synchrotron source or an advanced silver source X-ray di�ractometer, high-Q X-ray total

scattering data may be produced. Additionally high-energy X-rays do not su�er from the

same absorption as low-energy X-rays and so the need for large absorption corrections

to the total scattering data is reduced. Neutrons do not have this drop o� problem as

there are several orders of magnitude di�erence between the wavelength of a neutron and

the size of what it interacts with, the nucleus of an atom. Neutron scattering lengths are

therefore independent of Q. The variation in the relative neutron and X-ray scattering

lengths of atoms with increasing Q is shown in �gure 2.2.

There are two main types of neutron scattering processes, coherent and incoherent

scattering. The coherent scattering cross section is obtained by averaging over nuclear

isotopes and spin states whereas the incoherent scattering cross section accounts for the

di�erences in scattering from the same atom type due to di�erences in isotope or spin

state. For most atoms the coherent scattering cross section is larger than the incoherent

scattering cross section and so scattering is dominated by the coherent scattering process

[28], which is essential for structural studies [7]. Indeed, it is often assumed that the
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neutron scattering length for any element is a constant, coherent, scattering length across

all atoms in the sample. Many nuclei have a spin of zero, so the spin-dependent contribu-

tion to the nuclei-neutron interaction is absent, and even when they are present they are

often weak. Moreover, in many important elements, only one isotope exists in signi�cant

natural abundance, justifying the constant, coherent, assumption for many elements.

However, there are important exceptions to this, and relevant to this thesis as it occurs

in all the studied materials, is that of hydrogen. In hydrogen the spin-dependance of the

nucleus-neutron interaction is very important and the 1H isotope has a natural abundance

of more than 99.9%. The hydrogen nucleus, an isolated proton, has a spin state of 1/2

which, under the laws of quantum mechanics, can align in four ways with a neutron, also

spin state 1/2. Hence there is a large incoherent scattering contribution to the scattering

from hydrogen. Deuterium, however, has a zero incoherent scattering cross section and

so the problems associated with the scattering from hydrogen can be eliminated if the

hydrogen atoms are replaced by deuterium.

2.2.1 Neutron Total Scattering Theory

Di�erent research communities use many di�erent formalisms of total scattering to de-

scribe essentially equivalent functions [33], leading to many possible causes of confusion

within the total scattering community. Therefore the formalisms followed and functions

used in this thesis are described below [7, 13, 34].

S(Q) is the function that is measured experimentally in a neutron powder di�raction

experiment, after correction for various experimental factors, described in section 2.3.1,

it is de�ned as

S(Q) =
1

N

*X
jk

bjbk exp(iQ � rjk)

+
(2.1)

where N is the number of atoms, b is the coherent neutron scattering length, and the sub-

scripts j and k denote speci�c atoms whose instantaneous separation is given as rjk, shown

for the general case in section 1.2. The angle brackets denote averages over all orientations

of the sample with respect to Q, as obtained in a powder di�raction measurement, and
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over all time

hexp(iQ � rjk)i =
1

4�

2�Z
0

d�

�Z
0

exp(iQrjk cos �) sin �d� (2.2)

where Q is the scattering vector, equal to jQj, and � and � are angles in spherical coordi-

nates such that � is the polar angle between Q and rjk, and � is the azimuthal angle. The

�rst integral over � is trivial, giving us a factor of 2� which cancels with the spherical

volume factor of 1=4� and using the substitution x = cos � so that � sin �d� = dx to

evaluate the second integral, gives

hexp(iQ � rjk)i =
1

2

+1Z
�1

exp(iQrjkx)dx =
sin(Qrjk)

Qrjk
(2.3)

Hence the total scattering function can be rewritten as

S(Q) =
1

N

X
jk

bjbk
sin(Qrjk)

Qrjk
(2.4)

The total scattering function S(Q), equation 2.4, contains \self-scattering" terms

where the atoms involved are the same, i.e. j = k, such that

S(Q) =
1

N

X
j

b2
j +

1

N

X
j 6=k

bjbk
sin(Qrjk)

Qrjk
(2.5)

De�ning cm as the concentration of atoms of type m such that cmN is the number of

atoms of type m, the �rst term reduces to
P
m

cmb
2
m. The second term is a double sum

over all atoms. The �rst of these can be replaced by a sum over atom types, since we

are considering the average behaviour associated with each atom type. The second sum

is the sum over all neighbours, which can be replaced by scanning distances between

atoms and using the probability of �nding the next atom. We write this probability in

terms of a function gm;n(r). If the overall density of atoms of type n is cn�, where � is

the overall number of atoms per volume, we can write the number of atoms of type n

lying within a spherical shell of thickness dr at a distance r from an atom of type m as
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4�r2dr � cn � gm;n(r). Therefore the double sum can be replaced by

1

N

X
j;k

bjbk
sin(Qrjk)

Qrjk
= 4��

Z X
m;n

cmcnbmbnr
2gm;n(r)

sin(Qr)

Qr
dr (2.6)

In the limit that r ! 1, gm;n(r) ! 1, reecting the fact that a shell of large radius will

contain a more uniform sample of atoms. This does no more than add a constant at this

limit and in a Fourier transform this gives a delta function at Q = 0, therefore it would

be best to subtract this

S0 = 4��

Z X
m;n

cmcnbmbnr
2 sin(Qr)

Qr
dr (2.7)

i(Q), the total scattering function used in RMC is given by subtracting the \self-scattering"

term and S0 from S(Q)

i(Q) = S(Q)�
X
m

cmb
2
m � S0 (2.8)

= 4��

Z X
m;n

cmcnbmbnr
2(gm;n(r)� 1)

sin(Qr)

Qr
dr (2.9)

This total scattering function is then transformed to a real space PDF via a Fourier

transform. In this thesis the function D(r) is used, it is de�ned as

D(r) = 4��r
X
m;n

cmcnbmbn (gm;n(r)� 1) (2.10)

This function is obtained from the total scattering function i(Q), and vice versa, via two

transformation equations, as can be seen by a combination and rearrangement of equation

2.10 and 2.9:

D(r) =

1Z
0

Qi(Q) sin(Qr)dQ (2.11)

Qi(Q) =

1Z
0

D(r) sin(Qr)dr (2.12)
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The third data type extracted from a total scattering experiment is the three-dimensional

Bragg structure factor:

Fhk‘(Qhk‘) =
1

Ncell

*X
j

bj exp(iQhk‘ � rj)

+
(2.13)

where hk‘ are the Miller indices, and Qhk‘ is the corresponding reciprocal lattice vector.

The angle brackets denote an average over time, and the sum represents an average over

the Ncell unit cells.

The Bragg pro�le function is de�ned as

I(t) =
X
hk‘

jFhk‘(Qhk‘)j2Mhk‘Lhk‘Rhk‘(t) (2.14)

where t is the time taken for neutrons scattered into reciprocal lattice vector Qhk‘ to

travel from the source to the detector, the time-of-ight. Note that in a spallation neutron

source, t is proportional to the plane spacing dhk‘ = 2�=Qhk‘, where Qhk‘ = jQhk‘j. Mhk‘

is the multiplicity of a Bragg reection of type hk‘, Lhk‘ is the Lorentz geometric factor,

and Rhk‘(t) is the experimental resolution function for the reection hk‘ and is a function

of t. Experimentally the detailed resolution function is determined by a prior Rietveld

re�nement, as also is the scale factor s, the lattice parameters that determine the value

of Qhk‘ and the background function.

2.2.2 Neutron Sources

There are two types of neutron source available for neutron scattering experiments, reactor

and spallation sources. The �rst neutron experiments were conducted using a reactor

source, indeed it was only shortly after the �rst nuclear reactors that research reactors

were constructed for this purpose. A reactor source produces a high-ux of neutrons at

a steady rate through nuclear �ssion of Uranium-235. More neutrons than are needed to

maintain the chain reaction are produced so there are excess neutrons that can then be

used for the scattering experiments.

235U + n! 2:5n + 200MeV + nuclei (2.15)
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The other, more modern and environmentally neutral, method of producing neutrons

is spallation. In this method neutrons are produced by the collision and interaction of

a high-energy proton with a heavy metal target. The proton interacts with the nuclei

in the heavy metal target; it binds briey to the nuclei and is then ejected to bind to

another nucleus in a cascade reaction. After the proton is ejected the nucleus is left in

a high-energy state and to return to its ground state it undergoes neutron evaporation,

where neutrons leave the nucleus. Each proton produces 20{40 neutrons [8].

Many di�erent methods of spallation are used, both in terms of the method of produc-

ing high-energy protons and the heavy metal target used. All the experiments described

in this thesis were conducted at the ISIS facility at the Rutherford-Appleton Laboratory

in Oxfordshire. At ISIS an ion source produces H� ions that are accelerated in a 70 MeV

linear accelerator to 37% of the speed of light (0.37c). These ions then pass through a thin

aluminium foil where they are stripped of their two electrons, leaving a proton. These

protons are then directed into a 800 MeV synchrotron, a ring of powerful magnets 163 m

in circumference, where they are accelerated to 0.84c after 10000 revolutions. 50 Hz pulses

of these high-energy protons are then �red at a tungsten target, about the size of a house

brick, where the spallation cascade reaction takes place producing neutrons that are then

directed towards the instruments [29]. The layout of ISIS and the path followed by the

high-energy particles involved in the spallation and neutron scattering process, from H�

ions to neutrons, are shown in �gure 2.3.

Neutrons from all sources, both reactor and spallation, tend to have energies that are

much too high for use in scattering experiments and so a reduction in neutron energy is

required. To achieve this a moderator is used, a material that is maintained at a constant

temperature allowing the neutrons to reach thermal equilibrium as they pass through

it. A moderator is typically maintained at room temperature, about 300 K. However,

depending on the experiment being performed, access to higher wavelength neutrons may

be required and so a cold moderator can be used or if access to shorter wavelength neutrons

is required a hot moderator can be used.
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Figure 2.3: Schematic of the ISIS neutron spallation facility [29].

2.2.3 Neutron Scattering Instruments and Experiments

Two neutron scattering instruments were used in the studies presented in this thesis, GEM

and POLARIS. Both of these are time-of-ight neutron di�ractometers. This means that

the di�raction pattern of a sample is measured by recording the time it takes the neutrons

to arrive at the detectors, as well as the angle of di�raction, after they have been produced

by the spallation source, their time-of-ight. At a spallation source neutrons with a range

of wavelengths (and therefore energies) are produced in a single pulse and then travel to
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