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Abstract— A false-alarm-controllable modified AdaBoost 

based method is proposed for detecting ship wake from sea 
clutter in synthetic aperture radar (SAR) images. It 
reformulates the wake detection problem as a binary 
classification task in the multi-feature space. The update 
strategy of the sample weights in the original AdaBoost is 
modified for wake detection. First, a detection result 
confidence factor is designed to deal with class imbalance 
between sea clutter and ship wake; then, the AdaBoost is 
further modified as a false alarm rate (FAR) controllable 
detector by introducing penalty parameters to adjust weights 
update strategies for the sea clutter. Meanwhile, the 
multi-feature space is spanned by a novel frequency peak 
height ratio (FPHA) feature and four salient features. FPHA is proposed to enhance separation between the wake and 
sea clutter, which is computed from the amplitude spectrum peak of the image after Fourier transform. Experimental 
results show that the proposed detector can tackle the imbalanced data problem and flexibly control FAR by adjusting 
penalty parameters. Moreover, improved detection probability is also achieved compared with existing methods.  
 

Index Terms—wake detection, SAR image, machine learning, SAR features, sea clutter. 
 

 

I. Introduction 

YNTHETIC aperture radar (SAR) plays a dominant role 
in microwave remote sensing due to its wide observation 

range, high spatial resolution and all-weather and all-day 
availability [1][2]. As an application of SAR imaging, wake 
detection is an important problem in marine environment 
monitoring [3]. Compared with ship hull detection, it is more 
advantageous to detect ship’s wake pattern. For example, the 
wake can extend over several kilometers and a long period of 
time in SAR images [4], and it is more reflective of some 
important motion parameters of a ship, such as speed, size and 
heading [5]. However, the detection performance degrades with 
varying sea clutter and noise.  

There have been many studies for ship wake detection 
through identifying the straight lines from speckle noise and the 
sea clutter background, since the wake pattern displays 
edge-like linear structures [6][7], i.e., bright or dark lines. As a 
result, single line feature based detectors are developed for ship 
wakes in the transform domain, such as Radon transforms (RT) 
and Hough transforms (HT) [8][9]. Most of them are based on 
RT, since it can reduce the effect of noise or sea clutter [10]. To 
improve the performance, some image processing methods are 
incorporated into the RT-based technique [9]. In [11], Rey et al. 
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used the mean high-pass filter as a preprocessing step to 
increase the signal-to-noise ratio (SNR), and the Wiener filter 
as a post-processing step to reduce the probability of false 
alarm (PFA), while Kuo et al. presented a wavelet correlator to 
extract wake edges [12]. However, a low signal-to-clutter ratio 
may prevent these methods from obtaining satisfactory 
detection results [8]. Recently, compressive sensing and sparse 
representation have been employed in sea clutter suppression 
and wake detection [13]-[15]. They model SAR images as sea 
clutter plus wake and noise, separate them from each other, and 
then detect wake by RT [13]. Biondi employed the low-rank 
component plus sparse decomposition in both image domain 
and Radon domain to separate sea clutter in [14]. Oktay et al. 
treated wake detection as an inverse problem with sparse 
generalized minimax concave (GMC) penalty to support 
decision information in the Radon domain [4]. Nevertheless, 
these detectors have enhanced line representation to improve 
the robustness of wake detection, but it is still difficult to tackle 
the wake detection problem because some sea wave 
components are similar to the wake and the single line feature is 
rather limited in wake detection [3]. 

The ship wake in SAR images is a mixture of multiple 
components, including Kelvin wake, narrow V-wake, turbulent 
wake, and internal wake [4][7][16], and its pattern displays 
different grayscale intensities from the sea surface [17], which 
means that different wake patterns own individual textural 
information. So, multiple features based on the intensity and 
texture can provide more discriminability between wake and 
sea clutter [18][19]. 

As a multiple feature-based detector, AdaBoost has been one 
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of the most successful machine learning algorithms, due to its 
high accuracy and efficiency in SAR image target detection 
[20]-[25]. AdaBoost iteratively updates sample weights, trains 
a series of base classifiers based on them, and linearly 
integrates these classifiers as a strong detector. The sample 
weights update strategy enables AdaBoost to focus on the 
samples that are difficult to classify. Based on this, the 
integrated strong detector has a better accuracy than the 
corresponding base classifiers. Sun [20] proposed an 
AdaBoost-based model to distinguish three types of ground 
vehicles in the MSTAR database. Fan et al. [21] combined 
AdaBoost and a CNN for feature augmentation and applied it to 
SAR images for ten-class vehicle detection. Moreover, 
AdaBoost is less prone to overfitting than other supervised 
machine learning models, particularly for small samples [24].  

Ship wake detection in SAR images is a classic small-sample 
task, since the acquisition of wake is difficult [16]. Inspired by 
this, the AdaBoost detector is introduced for ship wake 
detection utilizing multiple features. However, there are two 
challenges when directly applying AdaBoost to wake detection. 
Firstly, class imbalance between sea clutter and wake pattern 
always exists and the amount of the latter is much smaller than 
the former. The detection accuracy under imbalanced data will 
be biased towards the majority—sea clutter and affect correct 
detection of the minority—the wake [26] Secondly, the current 
AdaBoost method fails to consider FAR controllability for a 
stable detection performance [27], which is necessary for wake 
detection. To address the above two challenges, a modified 
AdaBoost method for SAR wake detection is proposed in this 
paper. The main contributions of the proposed method are as 
follows: 

1. A detection result confidence factor is proposed in sample 
weighting strategies to deal with the imbalanced data. The 
confidence factor can slow down the rate of weight update and 
modify the AdaBoost to guarantee the wake detection accuracy. 

2. A penalty parameter is further introduced in sample 
weighting strategies to design a false-controllable AdaBoost. It 
flexibly controls the FAR by adjusting weights of the 
misclassified sea clutter.  

3. The multi-feature space is explored to enhance separation 
between the wake and sea clutter, which is spanned by a novel 
feature in frequency, FPHA, and four salient features. 

By applying the multi-feature space to the modified AdaBoost, 
a novel ship wake detector is proposed. Experimental results 
are provided to demonstrate the effectiveness of the proposed 
method. 

The remainder of this paper is organized as follows. Section 
II briefly presents the basic work. The description of the 
proposed detection method is in Section III. Finally, 
experimental results and conclusions are provided in Section 
IV and Section V, respectively. 

 
Fig.1. A general processing flow of multiple-feature based machine learning 
classifier. 

 

II. BASIC WORK 

Most ship wake detectors are carried out by RT on the basis 
of the single linear structure of wake in SAR images. The 
resultant detection performance is likely to be affected by the 
complex sea surface background. Thus, it is worthy to explore 
multiple-feature based ship wake detector [28]. In this section, 
the basic concept of wake detection and AdaBoost are 
introduced. 

A. The ship wake detection problem 

SAR image target detection can be essentially formulated as 
a binary classification problem [28], which discriminates the 
region of interest as a target class or a clutter class. The ship 
wake is a specific kind of SAR image target and a SAR image 
can also be considered as a sum of the wake pattern component 
and the sea clutter and noise component. Thus, wake detection 
can be formulized as the following binary hypothesis 
classification problem: 

 0

1

H :

H :

I s

I s w


  

 (1) 

where, the input of the binary hypothesis test is a series of 
image patches cut from SAR images, I is one of the image 
patches under test (IPUT), and the null hypothesis 0H is for the 

absence of wake pattern in the IPUT. The alternative 
hypothesis 1H denotes the presence of wake pattern in the IPUT. 

For the other notations, s  refers to the sea clutter plus noise 
component in the IPUT, and w is the wake pattern component.  

As a result, multiple-feature based classifier can be used to 
improve ship wake detection in the complex sea surface. 
Machine learning based classifiers have been very effective in 
tackling the classification task in a multi-feature space. A 
general classification flow based on machine learning [29] can 
be summarized in Fig. 1, which contains three parts. The first 
part is data preparation, where the images are cut into small 
patches which are further divided to training data and testing 
data. The second part is classifier model training, where the 
features are extracted from the image patches to construct a 
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multi-feature space which is then used as input to train the 
classifier. The third part is model application, where the trained 
model is applied to predict the label for testing data. So, the 
effective multi-feature space and the classifier model are two 
key parts for ship wake detection. This paper tries to explore 
some discriminative features and develop a SAR image ship 
wake detector based on multiple-feature machine learning. 

B. AdaBoost 

AdaBoost is a representative classifier in machine learning. 
It trains a series of base classifiers by iteratively updating the 
weights of samples, and linearly combines these base classifiers 
into a more effective one to obtain the boosted classification 
result [30]. AdaBoost focuses on the misclassified samples and 
assigns large weights for them to decrease classification errors, 
while small weights are assigned for the correctly classified 
samples. Except for the first base classifier, other classifiers in 
sequence are trained by the assigned weights that change in the 
iteration process. Thus, update strategy of the sample weights 
directly affects the classification result [31]. 

For a binary classification task, training data is composed of 

N  samples, i.e.,      1 1, , , , , ,i i N Ny y y x x x  1, 2,i N  , 

where ix  is an input sample and  1, 1iy     is the class 

label of ix . The sample with target is the positive sample, 

while the others without target are the negative ones. At the 
beginning of AdaBoost, the sample weights can be initialized 
by 1, 1 /i N  , and the iteration number is set as T . Then, 

sample weights are updated at the 1t   iteration as 

 
   
   

,
1,

,

exp1
exp

t i t t i i
t i

t i t t i it

f y

f yz

 


 

       
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x
, (2) 

where,
,t i is the weight of the thi sample at the 

, ( 1, 2, , )tht t T  iteration step, and
,t t iz    is the 

normalized factor. t  is the coefficient of the tht  base 

classifier  tf x , and represents the importance of  tf x .   

After T iterations, the strong classifier ( )F x is constructed 

by T  base classifiers as: 
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and te is the training error of  tf x  given by  
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with  In  being an indicator function as defined below 
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As such, the smaller the classification error te of  tf x , the 

larger its importance coefficient t . The AdaBoost in (3) 

outputs 1 or 1 to predict the classification result for the input 
sample. 

However, there are two challenges for AdaBoost’s 
application in ship wake detection. The first one is class 
imbalance and the second one is related to false alarm control. 
The objective of machine learning is to minimize the errors [27]; 
for this purpose, the weight update strategy in (2) increases the 
weights of the misclassified samples while decreases that of the 
correctly classified samples. The weight of a misclassified 

sample is increased by 2e e =et t t   relative to a correctly 

classified sample. If one sample is repeatedly misclassified, the 
increase of its weight will be exponential, and the weights of 
other correctly classified samples will be exponentially 
decreased. Then, the base classifiers focus too much on these 
misclassified samples with large weights, and ignore samples 
that are correclty classified in the previous iteration steps. It 
means that large change of sample weights between the 
adjacent iterations will decrease the accuracy of the final strong 
classifier ( )F x  [26].  

In addition, facing class imbalance, AdaBoost tends to be 
biased towards the majority class in order to decrease the 
classification error [32]. As such, the weights of majority class 
samples have rapid rate of expansion and the peroformance 
may be poor for the minority class with rapidly shrinking 
weights, even indentified as noise [32]. In fact, the minority 
class generally serves as targets of interest with the positive 
label 1 , and as such, class imblance can lead to a further 
decrease in the accuray of AdaBoost classification. 

What’s more, the weight update strategy in (2) only 
considers whether the classification result of a sample is correct 
or wrong, rather than whether the wrong sample is wake or sea 
clutter. However, SAR image target detection requires different 
penalties for misclassified clutter and wake [33], which 
demands a tighter control over the PFA than the detection 
probability. It may perform poorly on ship wake since it lacks 
in FAR controllability in supporting a stable detection 
performance [34]. 

III. SHIP WAKE DETECTOR BASED ON FAR-CONTROLLABLE 

MODIFIED ADABOOST 

In this section, the modified false-alarm-rate-controllable 
AdaBoost for wake detection is developed. The 
FAR-controllable modified AdaBoost is proposed by 
introducing a detection result confidence factor to deal with 
class imbalance and the penalty parameter to achieve 
controllability of FAR. To enhance the separation between sea 
clutter and ship wake in SAR images, a multi-feature space is 
constructed, which consists of a novel feature, FPHA and four 
salient existing features.  

A. FAR-controllable modified AdaBoost 

1)   Detection Result Confidence Factor 

Ship wake detection is a typical example for the class 
imbalance problem. Thus, it is important for AdaBoost to slow 
down the rate of weight update to improve detection accuracy.  



8  IEEE SENSORS JOURNAL, VOL. XX, NO. XX, MONTH X, XXXX 

 

The weights 1,t i   at the ( 1)tht  iteration obviously depend 

on the previous classification result of  tf x ; however, the 

result may be unreliable [26], leading to misclassification again 
at the next iteration, since the weights will be updated 
significantly based on an unreliable result. As stated previously, 
these repeated misclassifications will bring about rapid 
exponential change of sample weights, which affects the 
classification accuracy of the final classifier ( )F x . An intuitive 

solution is to incorporate a reliable constraint into (2), on which 
the rate of weight update is slowed down. For example, if a 
sample has been misclassified many times in previous 
iterations, which indicates the sample is quite difficult for 
detector to identify, then a large increase should be made into 
the weights for the current iteration; while if a sample has been 
correctly classified many times in previous iterations, a slow 
increase in the weights is required on the premise that 
AdaBoost pays attention to the misclassified samples. All 
results of previous t  iterations can indicate a confidence level 
whether it is necessary to give a larger weight for the 
misclassified samples. However, the classification results of 
previous t iterations are not taken into account in the weight 
update strategy in (2), where only the last result is considered. 
Therefore, a detection result confidence factor is defined and 
introduced into the sample weight update strategy as follows. 

The confidence 
,t iconf  is defined as the ratio of the number 

of times that the thi sample is misclassified in previous 
( 1)t t T  iterations to the total number of iterations  
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And the update strategy in (2) can be reformulated as: 
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where   1

t

m i im
In f y


 x denotes the total number of 

misclassified times of one sample in previous iterations.  is a 
positive parameter to avoid the case of 

, 0t iconf  . If 

, 0t iconf  in (7), the part  , ,exp 0t i t t i     fails to adjust 

weights for the misclassified samples. So, we set 1   and 

then  ,

1
,1t iconf

T
     

 is a positive parameter. Due to the error 

of a base classifier should be 0.5te  [30], t  in (4) is also 

positive; considering the exponential is a monotonically 

inceasing function,   ,exp exp( )t t i tconf   and the value 

 ,exp t t iconf   increases more slowly with the number of  

misclassified times.  

Similarly,  ,

1
1 0,t i

T
conf

T

    
 is also a positive 

parameter, and exp( )t is a monotonically decreasing 

function. 

 
            (a) (b) 

Fig. 2. Comparison of weight update strategies for (a) misclassification, and (b) 
correct classification. 

 

Since  ,1t t i tconf    ,  larger weights can be obtained as 

  ,exp 1 exp( )t t i tconf      , compared with that in (2). 

The part of   ,exp 1t t iconf    decreases more slowly with 

the number of correctly classified times. As a result, 

,t iconf curbs the speed of change in sample weights.  

To illustrate the effect of ,t iconf , a comparison of sample 

weights between (2) and (7) is provided. The sample weights 
are calculated for the wrong classification and correct 
classification, respectively. For simplicity, ,t i and t are not 

considered here, as the positive parameters have little influence 
on the trend of the weight update process. Then, the weights can 

be simplified as   ,exp 1 1 t iconf    and  ,exp t iconf . The 

iteration number is set as 20T  . For misclassification, 
suppose one sample has been misclassified 10 times 
continuously from the beginning; for correct classification, 
suppose one sample has been correctly classified 10 times 
continuously after 5 misclassifications. The corresponding 
sample weights in a logarithmic scale with respect to the 
classification number are plotted in Fig. 2(a) and 2(b). It is 
shown that the weight given by the original update strategy 
increases or decreases rapidly, while that of the proposed 
method is much slower. It indicates that ,t iconf  can indeed 

slow down the rate of weight update while still following the 
AdaBoost principle as stated. 

For the class imbalance problem, the proposed ,t iconf can 

curb the weight update rate and guarantee a suitable weight for 
wake sample.  

2)   Penalty parameters for FAR controllability  

Although the weight determined by (7) is slowed down to 
guarantee the wake detection accuracy, the issue of 
uncontrollable false alarm is still not taken into consideration in 
this strategy. It only considers whether the classification result 
of a sample is correct or not, rather than whether the wrong 
sample is wake or sea clutter. However, SAR image target 
detection requires different penalties for misclassified clutter 
and target [33], which demands a tighter control over the PFA 
than the detection probability. AdaBoost may perform poorly 
on ship wake since it lacks FAR controllability, which is 
important for a stable detection performance [34].  

Furthermore, in practice, a detector should be able to obtain a 
better result with controllable false alarms, where the 
misclassification of background is restricted with a given false 
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alarm probability, while the accuracy for targets permits an 
acceptable compromise. However, according to (7), the base 
classifier only focuses on the classification result, not 
considering the result of each target or background. Thus, 
penalty parameters are introduced to control misclassification 
for background and target, and the weight update strategy can 
be further modified as: 
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, (8) 

From (8), increasing 1  for a given 0  can reduce 

misclassification of targets and increase FAR, since the weight 
of the misclassified target samples is increased in this case. 
Similarly, increasing 0  for a given 1 can reduce the 

misclassification of background and decrease FAR. However, a 
practical detection task normally requires a better detection 
result with a lower false alarm rate; then, the weight update 
strategy in FAR-controllable modified AdaBoost is designed as 
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From (9), the FAR can be flexibly controlled by adjusting 0 . 

A set of dataset is employed to demonstrate how the parameter 

0  affects the FAR. The dataset is taken from sklearn [35], to 

serve as an example of linear non-separable data with Gaussian 
noise. A detailed introduction is presented in Section IV. Here, 
two categories of data with labels  1, 1   are generated and 

contain 10000 samples, respectively. Three different iteration 
numbers T  are set. For each T , a series of FARs of the 
modified AdaBoost are calculated under different 0  values 

ranging from 1 to 3. This process is repeated under three 
different values of T . The FAR is defined as 

The number of misclassified negative samples

The total number of negative sampelsFP  . (10) 

The results are shown in Fig. 3. It displays that FAR varies 
with 0 , and a larger 0  corresponds to a smaller FAR. The 

FAR of  a larger T is smaller for the same 0 . Hence, the 

proposed weight update strategy can embed FAR into 
AdaBoost and flexibly control it by adjusting the penalty 
parameter 0 .  

The pseudocode for the proposed FAR-controllable modified 
AdaBoost method is provided in Table I, where the involved 
learning procedure is performed in two phases after 
initialization. 

In the first phase (Lines 3–10), it is iteratively trained with a 
fixed iteration number T . The actual FP is calculated based on 

the trained method. In the second phase (Lines 11–16), a 
bisection method is used to adjust 0  by comparing the 

calculated FP to the required value 
fP where the upper and 

lower bounds of 0  are set at the initialization part.   

 
Fig. 3. FAR versus different 0  under different iteration number. 

 
TABLE I 

ALGORITHM FOR FAR-CONTROLLABLE MODIFIED ADABOOST  

Algorithm 1: A FAR-controllable modified AdaBoost  
1: Initialization: 
        Set base classifier  f x : decision tree stump, 

Set the FAR 
fP  and the threshold =0.0001 , 

0 1, 1; 3, 1FP upper lower     . 

2: While F fP P    do: 

3: Iteration: 1, 2, ,t T  . 

4: Fit a base classifier:    : 1, 1tf   x x .  

5: Calculate the error for base classifier using (5). 
6: Calculate the coefficient of base classifier using (4). 
7: Calculate the confidence parameters 

,t iconf using (6). 

8: Calculate and update the sample weights using (9). 
9: Construct a strong classifier using (3). 
10: Calculate the FAR using (10). 
11: If 

F fP P  then: Break 

12: Else if 
F fP P  then: 

0 0,
2

upper lower
lower   

  . 

13: Else if 
F fP P  then: 

0 0,
2

upper lower
upper   

  . 

14: End if 
15: End while 

16: Output     t tF sign f x x . 

 
The above procedure is then repeated until the difference 

between FP  and 
fP  is no more than a set threshold and at the 

end the final strong classifier  F x  is obtained. 

B. Multi-feature space for wake detection 

Multiple features can provide sufficient difference between 
target and background from different perspectives, so multiple 
features are applied for ship wake detection here instead of a 
linear structural feature. In particular, the FPHA feature is 
proposed and forms the multi-feature space by combining with 
the other four discriminative features, which are differential 
box counting (DBC), energy (ASM), contrast (CON), and 
correlation (COR). Furthermore, the separability of wake and 
sea clutter in these features is analyzed. 
1) FPHA 

The grayscale intensity variations in a SAR image are 
intuitively associated with frequencies through Fourier 
transform. The zero-frequency term is proportional to the 
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average energy of an image. For an intensity-smooth image, the 
slow varying grayscale intensity corresponds to low 
frequencies, and the energy in the frequency domain is 
concentrated on these low frequencies; a fast intensity change, 
such as edges or textures of objects, corresponds to high 
frequencies, and therefore the energy expands into these high 
frequency components. The sea SAR image appears dark, since 
the reflection coefficient of sea surface is low. The grayscale 
intensity variation is slow, and the energy is mainly focused on 
low frequencies. However, there are edges and textures in wake 
regions, so the energy spreads to high frequency too. An 
example of sea and wake in a SAR image and its histogram are 
respectively shown in Fig. 4 (a) and Fig. 4(b). It can be seen that 
the grayscale intensity of sea clutter is more concentrated than 
that of wake. The energy distribution of sea clutter and wake in 
the frequency domain is shown in Fig. 5. Compared with sea 
clutter, the energy of wake has a tendency towards high 
frequencies, so the energy difference in the frequency domain 
can be a discrimination feature to separate the wake from sea 
clutter. 

To enhance and quantify this difference, the FPHA is 
proposed. First, the two-dimensional FFT amplitude spectrum 
of I is calculated by 

   1 1

0 0
, , exp 2

M N

x y

um vn
F u v I m n j

M N
 

 

      
  

  , (11) 

where,  ,I m n denotes the grayscale intensity at the pixel 

 ,m n of I . Then, the histogram of 2-D amplitude spectrum 

 ,F u v is calculated and denoted as  H  . The height of the 

peak in  H  is represented as  PH   and the peak corresponds 

to the frequency amplitude A . Then, the FPHA is defined as 

  
   PH H ,

FPHA
F u v

I
A

 . (12) 

As the wake energy is distributed over more frequency 
components, the corresponding amplitude A  is smaller than 
that of sea clutter.  

The frequency amplitude spectrum histograms of two image 
patches taken from Fig. 4(a) are shown in Fig. 6, where the 
logarithm of amplitude is employed to show more details. It can 
be found that the PH of wake is higher than that of sea clutter 
and the corresponding A is smaller than that of sea clutter. So 
the proposed feature is larger for wake than for sea clutter. To 
further illustrate its validity, a real SAR image is cut into 25 sea 
clutter patches and one wake patch, and the FPHAs of these 26 
image patches are calculated and shown in Fig. 7. For 
notational simplicity, these 25 clutter patches are indexed from 
#1 to #25, and the wake patch is labeled as #26. It is shown that 
the wake FPHA is indeed larger and the proposed FPHA can 
distinguish the wake from the sea clutter effectively. 
2) DBC 

The fractal model has been widely employed to represent the 
irregularity of natural object surface and analyze image 
characteristics in tasks such as target detection and recognition. 
Sea clutter can be established as a typical kind of fractal 
geometry, due to the complexity and irregularity of the rough  
 

  

 
（a） 

 
(b) 

Fig 4. Illustration of grayscale SAR image textures difference between sea 
clutter and wake: (a) an example of real ship wake SAR image; (b) the 
histograms of sea clutter (blue box) and ship wake (orange box) regions in (a). 

 

 
Fig.5. Energy contrast of the sea clutter and wake patches from Fig. 4(a) in the 
frequency domain. 
 
 

 
Fig.6. Histogram contrast of the distribution of sea clutter and wake in the 

image frequency amplitude spectrum operated by log, and the FPHAs of wake 
and sea clutter are 0.53 and 0.21, respectively. 
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Fig. 7. FPHA features for 26 SAR image patches from HRSID 
(P0005_1800_2600_5400_6200). The first 25 circles correspond to FPHAs of 
sea clutter image patches and the last one represents FPHA of wake image 
features (marked with an arrow); the larger the circle, the higher the FPHA. 
 
sea surface. As an effective fractal feature, differential box 
counting is extracted from the patches and successfully used to 
distinguish targets from sea clutter in SAR images [36]. In this 
process, DBC serves as a textual feature to supply additional 
information for SAR image ship wake detection.  

A SAR image patch I with size M N  can be considered 
as a three-dimensional surface, where the third dimension 
corresponds the grayscale of I . Then, some boxes of integer 
size s s s  ( 1 min( / 2, / 2)s M N  ) are used to cover I , 

and the number of these boxes is 1sN l k   , i.e., the 

distance between the highest box ( l ) and the lowest box ( k ). 
The fractal dimension of I  is measured as  

 
 
 

log
DBC

log 1/
s

s

N

s
 . (13) 

Adjust the size of each box and obtain a set of fractal 
dimensions    1 1, , ,s k sks N s N . Then, the DBC feature of 

patch I is measured by fitting these fractal dimensions in the 
least squares sense. 
 
3) Texture features for the gray-level co-occurrence matrix 
(GLCM) 

GLCM is an important tool for evaluating SAR image 
texture features in target detection. Specifically, ASM, CON, 
and COR have been demonstrated to be more effective 
GLCM-based features for improved detectability and 
discriminability. These three textural features were extracted 
and calculated using a sliding window of 5 5   pixels as 
follows: 

   2

,
ASM ,

m n
p m n , (14) 

    2

,
CON , ,

m n
m n p m n , (15) 

 
    

,

,
COR m n

m n
m n

m n p m n 
 

 
 . (16) 

where  ,p m n  is the GLCM entry at  ,m n , and 

 
,

,m m n
mp m n   

 

  
(a) (b) 

  
(c) (d) 

Fig. 8. Textural features for 26 SAR image patches from HRSID 
(P0005_1800_2600_5400_6200). The first 25 points in each plot correspond to 
sea clutter image patch features and the last point represents wake image 
features (marked with an arrow). Individual plots also show (a) the DBC, (b) 
the ASM, (c) the CON, and (d) the COR of patches. 
 

 
,

,n m n
np m n   

   2

,
,n mi j

m p m n       2

,
,n mi j

m p m n    

The DBC, ASM, CON as well as COR of 26 image patches 
are estimated and plotted in Fig. 8. The four features show the 
separability of ship wake and sea clutter. It is evident that the 
IPUT with sea clutter-only exhibits a larger DBC than that of  
the wake patch in Fig. 8(a), which demonstrates significant 
DBC discriminability of sea clutter and wake patterns. ASM 
denotes the uniformity of object textural information; the 
higher the ASM, the more regular the texture is. So ship wakes 
exhibit a larger value than that of sea clutter in Fig. 8(b). CON 
assesses local variations as shown in Fig. 8(c). If there is a large 
grayscale difference in IPUT, the CON feature takes on a larger 
value. Since the grayscale of the wake changes gradually, the 
ship wake will have a smaller CON. There is a small overlap 
between CON of sea clutter and that of wake when sea surface 
is calm and its grayscale changes slowly. COR describes the 
similarity of objects in some direction for IPUT. The COR of 
26 image patches is provided in Fig. 8(d). Considering the wake 
pattern has its own clear textures, the COR of wake is 
prominently larger than that of sea clutter. The above five 
features exhibit sufficient separability between sea clutter and 
wake, and they are also capable of reflecting the differences 
between the sea clutter and wake from multiple perspectives. 
Although the contribution made by the CON feature may be 
small, it helps with enhancing the detection performance to 
some extent. 

C. Proposed detector based on FAR-controllable 
modified AdaBoost 

For the FAR-controllable modified AdaBoost, the SAR 
image patches are completely represented by the constructed 
multi-feature space.  
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Fig 9. Block diagram of the proposed detector based on FAR-controllable 
modified AdaBoost, including dataset construction, wake detector training and 
testing.  

 
Using the multi-feature space in section III. B, the detector 

based on FAR-controllable modified AdaBoost is proposed for 
SAR wake detection and the procedure is shown in Fig. 9 and 
composed of three steps. 

Firstly, each SAR image is cut into small patches as in Fig. 1, 
and five features are extracted from them forming a feature 
space to represent SAR images, which are employed as input to 
train the detector. The sea clutter feature space 

 1 2, , , ,Xsea sea sea seai seaN  x x x x  is extracted from N sea 

clutter IPUTs, where seaix denotes the thi sea clutter sample, 

expressed by, 

       FPHA( ), DBC ,ASM ,CON ,COR
T

seai i i i i is s s s s   x  

The size of the ship wake feature space is smaller than that of 
sea clutter, with  1 2, , , ,Xwake wake wake wakei wakeM  x x x x , 

which is extracted from M ship wake IPUTs and 

       FPHA( ),DBC ,ASM ,CON ,COR
T

wake i i i i iw w w w w   x  

denotes the thi ship wake sample. These feature samples are 
input to train the modified AdaBoost. Secondly, the 
parameter ,t iconf is introduced into the weight to deal with the 

class imbalance problem as shown Table I. Finally, FAR is 
calculated and compared with a required 

fP . If the difference is 

larger than the threshold, then adjusting the penalty parameter 
and reaptedly traing model until meet the threshold. 

  
(a) (b) 

Fig. 10. Examples of the generated simulation data: (a) a balance example; (b) 
example of an imbalance ratio of 1:5. 
 

  
(a) (b) 

  
(c) (d) 

Fig. 11. Examples of real SAR images: the first row shows images from 
HRSID; the second row are from SSDD. 

IV. EXPERIMENTAL RESULTS 

In this section, firstly, effectiveness of the proposed 

,t iconf for the modified AdaBoost is investigated with respect to 

the minority class detection accuracy in the imbalance problem; 
secondly, controllability of FAR for the modified AdaBoost is 
further explored; finally, the ship wake detection performance 
by the modified AdaBoost method is compared with some 
existing ones. 

Simulated data and real SAR images are utilized to validate 
the proposed method, respectively. To facilitate visualization, 
the simulated data, as shown in Fig. 10, is given as an example 
for 2-D linearly non-separable dataset with Gaussian noise, 
which satisfies the linearly indivisibility property between the 
wake and sea clutter. The data consists of positive samples and 
negative samples. The positive samples ( +1 ) denote presence 
of wake patterns as the minority class, while the negative 
samples ( 1 ) is for sea clutters, as the majority class. For the 
first two perspectives, the experiments require sufficient 
linearly non-separable data to verify the method’s effectiveness. 
Hence, the simulated data are utilized in Section IV-A and in 
Section IV-B.  

The real SAR images, as shown in Fig. 11, are chosen from 
the open-access HRSID data [38] and SSDD data [39]. They 
are mainly acquired from RadarSat-2, Sential-1B and 
TerraSAR-X with four fundamental polarization states—HH, 
VV, HV, and VH. The resolution of SSDD data ranges from 1m 
to 15m, while that of HRSID is 0.5m, 1m and 3m. The HRSID 
data is used as the training data and the SSDD dataset as the test 
data, which can also examine the generalization ability of the 
multi-feature space constructed in this work. During 
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pre-processing, these SAR images are cut into image patches 
with appropriate sizes. 

A. Experimental Results for Class Imbalance  

To assess the detection performance of the modified 
AdaBoost for class imbalance, some evaluation criteria are 
utilized, which are defined on binary classfication confusion 
martix shown in Table II. TP is the number of positive samples 
correctly classified, and FP is the number of misclassified 
negtive samples that are considered as false alarm samples; FN 
is the number of misclassified positive samples, and the TN is 
the number of negative samples correctly classified. 

Based on the confusion matrix, three evaluation criteria, 
widely used to evaluate the detection performance of class 
imbalance [32] are defined as: 

TP
 = 

TP+FNDP  

FP
 = 

FP+TNFP  

Precision
F1 = 2

Precision
D

D

P

P





 

where, Precision = TP (TP+FP) and the detection probability 

DP  measures the ability of detector to identify positive samples. 

The higher DP is, the more positive samples are identified. The 

false alarm probability FP  reflects the ability of detector to 

correctly predict positive samples. The lower FP is, the higher 

the accuracy of the detector. For the class imbalance problem, 
the size of the positive samples is usually small, i.e. TN is larger 
than TP. It may lead to a lower FP  and lower DP . F1 considers 

accuracy and identification ability together. The higher the F1, 
the better the performance of the detector. Thus, DP , FP  and 

F1 are considered in the following to evaluate the detection 
results. All of them range from 0 to 1. 

Meanwhile, the detection ability is tested and compared with 
AdaBoost [38] under different imbalance conditions to 
demonstrate the modified AdaBoost effect with class 
imbalance. To illustrate the imbalance degree, the imbalance 
ratio b  is defined as  

minority majorityb N N  

where minorityN is the number of the minority samples (wake 

samples), and majorityN is the number of majority class samples 

(sea clutter samples). Then, a series of simulated data are 
generated with different b  between the positive samples and 
negative ones. The data is divided into two parts. One part is 
used to train AdaBoost and the modified AdaBoost; the other is 
for the testing. 

For the training, the size of the simulated data with the 
minority class is set as 400. Based on the size of the minority 
class, the size of the majority class is set according to the 
imbalance ratio index b , which varies from 1:4 to 1:10. The 
minority class and majority class are labeled as  +1, 1 , 

respectively. The distribution of the testing data is the same as  
 
 

TABLE II 
A CONFUSION MATRIX OF BINARY CLASSIFICATION 

 The prediction class 
The actual class Positive Negative 

Positive TP FN 
Negative FP TN 

 
TABLE III 

A CONTROLLABILITY COMPARISON FOR TRAINING DATA AND TESTING DATA 

 
fP

 
Training dataset 
(10000 samples) 

Testing dataset 
(2500 samples) 

The 
proposed 
AdaBoost 

 False FP  False  FP  

0.1 962 0.0962 251 0.1004 
0.01 95 0.0095 23 0.0092 
0.001 10 0.001 4 0.0016 

AdaBoost / 983 0.0983 250 0.1000 

 
 
that of the training data. But the size of the minority class is set 
as 100, and b remains the same. For every b , the experiment 
with the modified AdaBoost and AdaBoost is repeated 10 times. 
The result is evaluated by DP , FP  and F1 every time. And the 

average of the three criteria in 10 times is calculated, 
respectively. The curves of average DP , FP  and F1 varying 

with b are plotted in Fig. 12(a)-(c). It is shown in Fig. 12(a) 
that the modified AdaBoost has a higher DP  than AdaBoost, 

which indicates that the introduced parameter, ( )conf x  can 

slow down the update rate of the weight and then improve the 
identification ability for the minority class. As shown in Fig. 
12(b) and Fig. 12(c), the false alarms of the modified AdaBoost 
are slightly larger than AdaBoost, while F1 of the modified 
AdaBoost is higher than AdaBoost. The increase of DP will 

result in the loss of FP [26]. In comparison with AdaBoost, 

increase of DP  by the modified AdaBoost is larger than the 

increase of FP . This indicates that the proposed modified 

AdaBoost can improve detection accuracy of the minority class 
for the imbalance problem. 

B. Experimental Results for False Alarm Controllability 

To verify the FAR controllability of the modified AdaBoost, 
balanced data is generated to avoid the influence of imbalanced 
samples on flexible control of FAR. The average FAR at the 
training stage is compared with that at the testing stage under 
three different values of 

fP —(0.1, 0.01, 0.001). For each 
fP , 

12500 samples are generated for each class, and it is divided 
into training and testing data as (10000,2500) .  

For a given
fP , the training process of the modified 

AdaBoost is implemented by Algorithm 1 and the FAR is 
calculated by (10). Then, the testing data is input into the 
trained modified AdaBoost and the FAR of the detection result 
is calculated. The above process is repeated 10 times; the 
average FARs, FP , are listed in Table III in comparison with 

those of AdaBoost. It can be seen that the original AdaBoost 
fails to consider FAR and it cannot be controlled to get close to 
the required 

fP ; however, FARs achieved by the modified 

AdaBoost are close to the given 
fP , which demonstrates that 

modified AdaBoost can control the FAR effectively. 
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(a) (b) (c) 

Fig. 12. Detection results by the modified AdaBoost and AdaBoost based on the simulated data for (a) DP , (b) FP , and (c) F1 under different b  

 

 
 

Fig. 13. Distribution of sea clutter and ship wake on FPHA and RPH. Fig. 14. Scatter distribution of sea clutter and ship wake in the 3-D feature 
space. 

C. Ship Wake Detection 

To verify the ship wake detection performance, experiments 
based on the FAR-controllable modified AdaBoost-based 
detector are carried out via real SAR images. These SAR 
images are divided into training data and testing data. In the 
training process, 228 wake image patches as target and 2500 
sea clutter patches as background are obtained from the HRSID 
database. In the testing process, 40 wake image patches as 
target and 450 sea clutter patches as background are collected 
from the SSDD dataset. These image patches cover different 
sea states, polarization modes and satellite platforms. In 
addition, the training data and the testing data come from 
different publicly available dataset; the diversity of data can be 
adopted to test the effectiveness and generalization of the 
extracted features and the proposed detector. 

According to the block diagram in Fig. 9 and Fig. 1, the 
training and testing data is first prepared for the extraction of 
five features. For visualization, the FPHA and DBC features are 
combined, and their distribution is shown in the 2-D space in 
Fig. 13, while the other three features i.e., ASM, CON and 
COR are drawn together in the 3-D space in Fig. 14. It can be 
seen that there is obvious discriminability between sea clutter 
and ship wake in the five-feature space. After feature extraction, 
the detector is trained. In experiment, the base classifier is set as 
a decision tree stump that utilizes the Gini index [33] to classify 
these features. According to[33], a smaller Gini index implies a 

higher accuracy, and all the features can be divided by selecting 
the minimum Gini index. Here, the iteration number is set as 

20T  .The modified AdaBoost-based wake detector combines 
these 20 decision tree stumps linearly into as a strong wake 
detector.  

Then, the modified AdaBoost-based detector is compared 
with AdaBoost[30], Radon with GMC [4] and Radon [16] 
using the testing data. Some detection results using the ship 
wake image patches from SSDD are shown in Fig. 15. The 
correctly detected patches are labelled with red box. The SAR 
image patches are listed in the first column, and the results by 
the modified AdaBoost are listed in the second column, while 
the results by AdaBoost, Radon with GMC and Radon are 
presented in the third, the fourth and the fifth columns. The 
results of the two AdaBoost-based detectors are better than 
those of RT-based ones. As shown, it is difficult for RT based 
methods to detect wake edges that are weak in contrast to the 
sea clutter. The results indicate that the constructed 
multiple-feature space is effective and can offer more 
information to aid the detection. Moreover, the results also 
show that the proposed detector based on FAR-controllable 
modified AdaBoost outperforms than the others.  

The detection probabilities, DP , of the four detectors are 

calculated and compared under a set of different FARs for the 
testing data. The curves of detection probability and FARs are 
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Fig. 15. Some examples for the ship wake detection results. The first column is the 
original image patches from SSDD, and the second, third, fourth and final columns 
respectively show the results of the modified AdaBoost, AdaBoost, Radon with GMC 
and Radon; the correctly detected patches are labeled with red box. 

Fig. 16.  Detection probabilities with various FARs for different 
detectors 

 
shown in Fig. 16. It is obvious that the DP  value of all detectors 

increases with the increase of FAR, and the multi-feature based 
detectors perform better than Radon-based methods, with the 
proposed method using the constructed multi-feature space 
always giving the best result. When the FAR is 0.1, the 
detection probability of the proposed detector is about 0.87, 
while that of AdaBoost is 0.675. And the detection probability 
of Radon with GMC is 0.4 and that of Radon is 0.2. 

V. Conclusions 

In this paper, a novel modified AdaBoost-based wake 
detector with multi-feature space has been proposed. The 
proposed method can improve the wake detection performance 
under various SAR images, which overcomes the limitation of 
single-feature based detection. In particular, a detection result 
confidence factor is proposed in the sample update strategy to 
deal with class imbalance between ship wake and sea clutter. 
Then, a penalty parameter is also introduced in the sample 
update strategy to flexibly control FAR of the detector. By 
adding a novel FPHA feature, the multi-feature space is 
constructed to enhance the separability between ship wake and 
sea clutter. As demonstrated by experimental results, the 
proposed method can improve the wake detection probability 
with a given false alarm probability for real SAR image data, 
compared with the existing detectors.  

In the future, multi-scale and more meaningful features, such 
as multifractal features, could be explored and added in our 
detector to further improve its adaptability. 

APPENDIX 

The list of explanations for the important mathematical 
symbols used is displayed as follows. The symbols in the table 
are sorted according to the order in which they appear in the 
paper. 

TABLE IV 
AN EXPLANATIONS LIST OF IMPORTANT MATHEMATICAL SYMBOLS  

Symbols Description 
FAR False alarm rate 

ix  Input sample  

iy  Label for input sample 

T  Total number of AdaBoost iterations  
  Sample weight  
 f   Base classifier 

t  Coefficient of base classifier  

( )F   AdaBoost output of the strong classifier  

( )sign   Sign operator 

te  Error for the base classifier 

 In   Indicator function 

,t iconf  Proposed confidence factor 

0  Penalty parameter adjusting FAR 

FP  False alarm rate 

fP  Required false alarm rate 
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