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Abstract

The research presented in this thesis aims to extend thbitagea of human
interaction proofs in order to improve security in web apalions and ser-
vices. The research focuses on developing a more robustfacidré Com-
pletely Automated Public Turing test to tell Computers andrtdn Apart
(CAPTCHA) to increase the gap between human recognition archima
recognition. Two main novel approaches are presented,aachf them tar-
geting a different area of human and machine recognitiomagsacter recog-
nition test, and an image recognition test. Along with theet@pproaches,
a categorisation for the available CAPTCHA methods is alsodhiced.

The character recognition CAPTCHA is based on the creatiorepthd
perception by using shadows to represent characters. Hraathrs are cre-
ated by the imaginary shadows produced by a light sourceg as a basis the
gestalt principle that human beings can perceive whole $anstead of just
a collection of simple lines and curves. This approach waeldped in two

stages: firstly, two dimensional characters, and secomdgetdimensional
character models.

The image recognition CAPTCHA is based on the creation of oago
out of faces. The faces used belong to people in the entergginbusiness,
politicians, and sportsmen. The principal basis of thisrapggh is that face
perception is a cognitive process that humans performyeasd with a high
rate of success. The process involves the use of face mgrghniques to
distort the faces into cartoons, allowing the resultinggeto be more robust
against machine recognition.

Exhaustive tests on both approaches using OCR software, iBi&de
recognition, and face recognition software show an impmeet in human
recognition rate, whilst preventing robots break throughtests.
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Chapter 1

Introduction

In the last two decades, since the commercialisation in itheties of the Internet, the number
of users has grown exponentially until reaching more thanhkillion people [77]. This is
the result of its popularisation and incorporation intdwedly every aspect of modern human
life from daily affairs such as education, web search or gogitbpping to more professional
oriented tasks. Advances in the protocols and the serviaes hrought a wide variety of
services. The most important one is the World Wide Web (WWW) toehmunicates via

the Internet a series of resources such as interconnectesngnts, linked by hyperlinks and

URLs.

Since its creation, the Internet has no centralised goneman either policies for access
and usage, technological implementation, or managemedtjtas maintained by each con-
stituent network with its own standards. Due to this factusgy has become an important
issue for the users, companies and services. One of thergrsoarces of abuse on the Inter-
net is spam, that targets electronic messaging servicesrnirgy unsolicited bulk messages
indiscriminately, especially advertising, among othdras such as instant messaging spam,
web search engine spam, spam in blogs, in wikis, in ads, umierand in social networks,

mobile phone messaging spam, and file sharing network spabecame a serious problem



when the internet was opened up to the general public in tlde9®s. The fact that people
have quick and easy access to the internet network madertibgep grow exponentially in

the following years, reaching proportions of 85% and 90%lidha emails in the world [122].

Besides the huge expansion it has experienced, spam is adsmassproblem because of
the property rights and the consumed resources. First o§adim is difficult to get rid off
because property rights in several countries are diffiouttntforce. Nowadays in Europe, there
is a new legislation that tries to reduce the quantity of sgaming from the continent [59].
Secondly, if we talk about resources, spam consumes shasedrces such as bandwidth or
the load of the servers, or private resources such as mormktmae. Finally, another serious
issue that derives from the existence of spam is that it hesrbe a tool for malware authors

and phishers to abuse the Internet.

Malware or malicious software is the term used for a divemnsd &f hostile, intrusive, or an-
noying software that can be used to gather personal or prinedrmation, or to harm computer
operations. The most common forms of malware are virusesngjatrojan horses, spyware,
adware, and other malicious programs [149]. On the othed halmshing is a software used
to acquire information such as usernames, passwords, add card details by disguising it-
self as a trustworthy entity in an electronic communicatoriransaction[[159] with the aim
of stealing money. Spam can be used by malware authors asdipiisoftware through un-
solicited commercial e-mails to spread harmful softwardhthe objective of identity theft or
even worse; fee fraud. These software programs take adyaofahe victim’s inexperience

with technology or attempt to call on human greed for moneg Siguré 1.11).

One of the most effective methods for reducing the amounpaifrscirculating on Internet
and ensuring safety for users is the use of CAPTCHAs. A CAPTCHApmogram that pro-
tects internet companies and human users against spanmsdhbmigh the generation of grad-
ing tests that most humans can pass but current computenstd@@]. The term CAPTCHA

stands for Completely Automated Turing Test to Tell Compuéers Humans Apart and was
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Figure 1.1: Flow diagram of a phishing and malware attack through spam.

firstly coined in 2000 by Luis von Ahn, Manuel Blum, Nicholas per and John Langford of

Carnegie Mellon University [188].

The primary application of CAPTCHA is to prevent maliciousaaks to the systems by
spammers. However, they also serve to protect vulnerabtesys, such as Yahoo or Hotmail,
against e-mail spam, automated posting to forums, blogs\akid as a result of commercial
interests or harassment. Another important function isabé limiting when excessive use of a

service is observed.

Nowadays, most of the methods to discriminate humans frampaters are based on op-
tical character or image recognition, or sound recognitiboma word-based CAPTCHA, the
characters are distorted to make its recognition more diffior the bots. Among the ba-
sic distortions, it can use translation, rotation (clocs®vor counterclockwise) and scaling,
among others such as sight angle, lighting effects, coraext camouflage [38]. A word-based

CAPTCHA test consists on an image that contains distorted aisy sharacters or words. To
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Figure 1.2: Word-based CAPTCHA extracted from http://www.captcha.net.

solve this test, the user has to type the characters prelsientiee image. Usually, the distor-
tions applied to the image are complicated enough to prewxenbot to recognise the word
while allowing humans to do so. An example of common CAPTCHAdusecurrent web

applications can be appreciated in Figurée 1.2.

An image-based CAPTCHA contains primarily an image that thex has to recognise.
Amongst these tests, the user can be asked to implementediffeinds of actions; solve a
quiz, match symbols, recognise faces, etc. Usually, thg@mdo not appear straightforwardly,
instead they can contain warping, occlusion or lightinget$ to avoid being recognised by
machines. The last type is a sound-based CAPTCHA, which wasimgmnted in the first place
for those users that cannot solve visual CAPTCHASs due to anirmpat. The test presents an
audio file that contains words, letters, or numbers, mixeati Wackground noise, that the user

has to type correctly.

Even thought there are many CAPTCHA methods available to ptesgam circulating,
there are many researchers that have developed technmbesak through them [70, 130,
131,161] since it means a technological advance in macbareihg. Additionally, companies
have exploited the fact that users find the tests annoyingetit&€ commercial DeCAPTCHAS
to break the CAPTCHA tests automatically, without the direteivention of the users. Due

to these facts and the greed of spammers, most of the cuestatare becoming obsolete.



In this thesis, the major motivation was the creation of adea software tools that enables
separation of humans and machines in an automated envinbiame increases the gap of what
humans can recognise and machines cannot. The targetesgjssahave exploited extremely
difficult tasks related to image understanding and humaogpion. These objectives were
established in order to prevent all the security breachedymed by spam and other forms of
attack, which are also caused by the inexperience of usimguater technology by the majority
of users. The primary contributions of this thesis are theligpment of two efficient and robust

CAPTCHA approaches and a categorisation for the current CAPT@iiA.

1.1 Contributions

For the Visual-word based CAPTCHA:

identification of the issues on the current word-based CAPASH

development of a new type of characters based on 3D objeitt3id boundaries delim-

ited by shadows [150];

design of an efficient algorithm to optimise the distor@pplied to the characters and

ensure safety against possible external attacks to breatotie [150];

exhaustive experiments to test the efficiency of the amr@and improve the human

friendliness regarding the current approaches availdi&é][
For the Image-based CAPTCHA:
« identification of the issues on the current image-based CAAS;

» development of a database of faces of well known people asetand database with
cartoons and animals to create a final image that is the restiie morphing between a

selected image from each database [151];



* design of an efficient algorithm to optimise the morphingween images and ensure

safety against possible external attacks to break the dddg;[

» exhaustive experiments to test the robustness of the apiprand improve the human

friendliness regarding the current approaches availd&ig][

Finally, the categorisation gives a classification for g\k@nd of test available and for future
techniques since it goes from three general branches tocassbication that can be enlarge

if necessary.

1.2 Overview of the thesis

This thesis has been organised in a self-contained manrtes. inftial chapter presents the
fundamental aspects of the addressed technology and thesponding state of the art, the
following three chapters present the techniques used tela@the approaches presented in
the thesis. The subsequent two chapters present the ptbpppeoaches, fully explaining

the algorithms and the results obtained. The last chaptasledes the work, presenting the

conclusions and considerations for future research. Tiesi$ is organised as follows:

Following the introductory chapter, Chapter 2 presents anaew of CAPTCHA methods,
as well as a survey of the available CAPTCHA tests. Importaaluetion concepts, such as
efficiency and robustness, and human friendliness, areaiegal, as they will be important
in the later chapters. Also, several well-known commerara published CAPTCHAs are

presented along with one of the contributions of the thestsitegorisation of the CAPTCHAs.

Chapter 3 summarises the basic concepts in digital imagepmiation used to create visual
CAPTCHA tests. Firstly, the digital image warping and morghiaols are presented, which
are used to create the pertinent distortions for both agpesa Additionally, a 3D computer

graphics study is introduced, since it will play a major rivi¢he development of the new con-



cepts that differentiate the new CAPTCHA tests presentedsritiesis with the ones currently

available.

In Chapter 4 the digital image recognition tools are preskrkbese tools are used to eval-
uate the efficiency and robustness of the approaches crdaiethe OCR-based CAPTCHA,
the SIFT tool is explained, since it will be used to evaluie grade of machine recognition
for characters. It also presents the state-of-the-art/stutdice recognition techniques, because
different techniques will be used to measure the capacityaathines to recognise the distorted

faces created by the image-based CAPTCHA.

Human perception and recognition theories are the focus aptén5. The main aim of this
chapter is the evaluation of the human friendliness of tigr@gches presented in this thesis.
Human perception theories are explained in the two sectlwatsthe chapter is divided. The
first section focuses on Gestalt psychology, which definearadh of psychology than explains
how human beings perceive objects when they are incomplbieh is used to create the OCR-
based CAPTCHA. The second section focuses on face perceptiaeeognition with the aim

of creating a good interactive image-based CAPTCHA.

Chapter 6 introduces the first approach: the visual wordeb@#e®TCHA. The developed
scheme introduces a new concept in the creation of a woredb@8PTCHA: the use of shad-
ows to represent characters. Additionally, it present$ blo¢ experiments made to evaluate
the efficiency and robustness, and the human friendlinestharresults for these experiments,

along with a complexity analysis of the test and a brief déstan of these results.

Chapter 7 focuses on the second approach, the image-basedCEWP This scheme is
developed with the aim of creating a more interactive andirgetest. It uses distorted faces
of well known people from diverse cultural sectors, such a@lfips, sports, cinematographic
industry, etc. Following the lead of the first approach, goapresents both the experiments

made to evaluate the efficiency and robustness, and the hinmadliness and the results for



these experiments, along with a complexity analysis ofélseand a brief discussion of these

results.

The conclusions are summarised in Chapter 8. The list of @atpoblications is given at

the end of the thesis along with the references used.



Chapter 2

CAPTCHA concepts

Internet security has been an important issue since itsnadwvehe 80s. Its rapid evolution
and penetration into all business sectors and aspectseo$uich as education, web search,
goods shopping or more professional oriented tasks, has laad exponential growth in secu-
rity threats and breaches. Most websites that carry comatencadministrative applications
require filling forms to allow people to use the services. R#gbly, some users abuse these
services by creating programs, called spam, to registenaatically and use them for unde-
sirable purposes. Spam involves sending unsolicited catiaiemail messages, some with
the aim of identity theft or fee fraud. Besides, spam can bd tsattack personal computers

through viruses, Trojan horses or malicious softwareé [11].

Throughout the thesis, different methods to prevent spasgdon the CAPTCHA method-
ology, are presented. For this reason, this chapter preadestate-of-the-art background on
CAPTCHA concepts, detailing the basic tools and techniqued tsdeveloped the methods.
In addition, one of the main novelties of the thesis is intied: a categorisation of the avail-
able CAPTCHAs that allows their classification depending airtbharacteristics, difficulty

and friendliness. The concepts introduced in this chatehe found in([4].

10



2.1 CAPTCHASs

The concern of security in gaining access to a service oweintiernet has become a topical
issue. To prevent such attacks, diverse systems have besenped recently. These systems
are calledHIP (Human Interactive Proof) and their main objective is tdidguish between
various groups of users through a challenge/responsegmiptag., human versus a machine,
one person versus anyone else, et¢ [11]. The commercialaiddd’s exploit the gap in
ability between human and machine vision systems in readmages that can contain text,
faces or symbols. The idea behind these tests comes fromreduodédgy proposed by Alan
Turing [144], which tests the intelligence of a computeotigh an "imitation game”. In this
test, a human judge asks questions to a human person and ateorwhich are situated in
different rooms. If the interrogator cannot determine \alieom the computer is in and which

one the human, the computer has passed the Turing test.

CAPTCHA (Completely Automated Public Turing test to tell Computerd Hinman Apart)
is the most expanded branch of HIP systems. A CAPTCHA is a sodtthat generates grading
tests that most humans can pass but computers cannot gitssoeside in 1997 wheAltavista
developed a filter that generated images of printed rand@racters to avoid automatic sub-
mission of URLSs to their search engine. Later on Blum et alatee the CAPTCHA project
which was developed at Carnegie Mellon Universityi [20]. Theyculated the most desirable

properties a CAPTCHA test should have [188]:

the test's challenges should be automatically generatddyeaded (the judge is a ma-

chine)

the test should be taken quickly and easily by human users

the test should accept virtually all human users and wjdatevirtually all machine users

the test should resist automatic attack for many yearsite gptechnology advances or

open test algorithms

11
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Figure 2.1: CAPTCHA methods can be classified as: (left) OCR-based, (middle) VidaatOCR
based and (right) Non visual, with the subclassifications shown in the figure

CAPTCHA tests were designed to prevent fake registration®pater programs in web-
sites [11], but the number of applications has increasecedinen. Nowadays they are used
to prevent email from worms and spam such as! [92],[[175]. bfitewh to the email spam
problem, CAPTCHA tests are used to prevent fraud in onlinesg&B8&], search engine bots
reading web pagesl[5], bots playing online games [71],/[204] dictionary attacks [33]. They

are also used for detecting phising attacks [35], [160] er asithentication| [64], [176], [171].

In the last decade, different type of methods have been alesdlto produce CAPTCHA
tests. In this thesis, we propose a detailed classificahiandtarts with three main branches
and divides into sub-categories (see Fiduré 2.1). The tmaa groups are: OCR-Based, Vi-
sual Non-OCR-Based and Non Visual. OCR stands for Optical ClearReicognition and it
is an artificial intelligence program that is used for auttoaly reading scanned images of
handwritten, typewritten or printed text. Normally, thag &alibrated to recognise some spe-
cific character fonts and have difficulties when the imageltagesolution. The recognition
rate drastically drops at recognising cursive text, wittogmnition rates even lower than those
of hand-printed text. The disadvantages of the OCR systembeaised as an advantage if

applied to CAPTCHASs, so only human beings can recognise th¢3ak

12



Methods Difficulty Friendliness | Popularity| Uses Human Psychology
OCR High/Average Low Low High/Average
Visual Non-OCR|  Average High/Average| High Average
Non Visual High Average/Low Low Average

Table 2.1: Categorisation of the CAPTCHA methods according to: (a) Difficulty, (rkliness, (c)
Popularity, and (d) Human Psychology

The first type, the OCR-Based CAPTCHAS, is based on creating areimagtaining a
word or a set of random characters which the user has to ressognd type. As a rule, the
characters appear distorted and with different image &ff&ue to these image manipulations
OCR systems fail when recognising, allowing the CAPTCHA to gebthe web application.
To increase the level of robustness of these tests, sontetirealistortions and effects applied
make it difficult for the user to recognise the charactersa@nsequently they fail the test. As

a result, the users find these CAPTCHASs annoying and time-ooingu

The second type, the Visual Non OCR-Based CAPTCHASs, is based ensdisets of
images that do not imply character recognition. These tastge from recognising faces or
objects, to trivia or math questions, etc. They are usuallyerentertaining for the user and
faster than the OCR-Based ones, but at the same time the disoatind effects applied should
be more restricted, since the user’s knowledge about theegbim the image can be quite

limited.

The third and final type, the Non Visual CAPTCHAS, is based oricaadsemantic tests.
For an audio test, the program chooses a word or a randomrsagjaEnumbers, renders them
into a sound clip and applies a specific distortion. To passtéist, the user has to type its
contents. For the semantic test, the user has to extracititert of what they are reading
or seeing. The robustness of these programs relies on tieedi€e in skills to recognise
spoken or semantic language between humans and machireeaudio tests are an alternative
for those users who are visually impaired, however theyireghe presence of speakers or

earphones, which can be an obstacle depending on the aituati

13



Regardless of the type of method used in the CAPTCHAS, they sloanenon character-
istics that define them; First, the generation of the testsilshbe completely automated by a
machine. Only human intervention should be required to fessest. Second, the code, the
data, and the algorithm should ideally be public since CAPTEBAnefit from peer review,
which is normally successful at identifying weaknessed[13-inally, a robust CAPTCHA
should rely on a completely random generation system foosing the corresponding char-
acters, images or other files. The solutions should not bacwd in databases because they
could be cracked. Also, the machine generating the testddhot be able to solve them. The

aim is to create a CAPTCHA that is immune to imminent attacks.

Notwithstanding, creating programs to break through CAPTGeéts has become an im-
portant area in research, since it would mean a significardgrage in machine learning. Also,
the necessity in designing CAPTCHASs which are robust, seauitaeuaable has become a pri-
ority due to the inefficiency of some methods to resist aggdid1, 205, 206]. Breaking a
CAPTCHA involves developing an automated program to solve aT&&#A challenge. For
OCR-based methods this would consist of a three-stage appcoasisting of preprocessing,

segmentation and classification stages recognition [102].

One issue to take into account when developing a CAPTCHA me#hitslusability, which
is a measure of the effectiveness, efficiency and satisfaetith which specified users can
achieve specified goals in a particular environmént [23]e Tbkability of a CAPTCHA test
is determined by the accuracy, response time and perceiffeitly of the user. To make a
CAPTCHA desirable for the users it needs to have high acculaeytesponse time and low

perceived difficulty[182] (see Table 2.1)

Another important matter when developing a CAPTCHA is the #ed&uman friendliness
that refers to how easy the test can be solved from the powiewf of the human users. For
this, CAPTCHA systems exploit the findings of cognitive psylolgg. Cognitive psychology is
a field of psychology that explores internal mental proceskaleals with how humans think,

remember, perceive, make decisions, and solve problemsseTinclude: pattern and object

14



recognition, semantic memory, mental imagery, grammarduathetics, language acquisition,
logic and problem solving. Studying how the brain works cameha positive effect in the

creation of new HIP methods that rely on the strong pointsuofi@ins. One example is the use
of Gestalt psychology that states that humans experiemugstthat are not part of our simple
sensations. What we see in certain occasions is believedrgodmaeffect on the whole event,
that is not contained in the sum of the parts. This can happemwompleting objects or words

when they are not finished or when imagining objects closetteg as a whole [101].

2.2 OCR-Based CAPTCHA Methods

CAPTCHA tests based on letters and number recognition are ts widespread of HIP
methods. The process involves characters rendered intoageiand distorted before present-
ing them to the user.To build a reading CAPTCHA test, there everal choices to take into

account that can affect the complexity and user-friendbnaf the CAPTCHAL[O]:

1. Character data set: Numbers and letters selected to use tiests.

2. Affine transformations: Translation, rotation, shegrmd scaling applied to the charac-

ters.

3. Perspective transformations and image warping: elasticsformations of the image -

global warping (a character) or local warping (at pixel lgve

4. Adversarial clutter: Random lines, dots, or geometrigsBahat intersect with the char-

acters.

5. Background and foreground textures: Textures are useeériergte a coloured image

from bi-level or gray-scale masks generated using the dregesteps.

15



6. Language: The language set used determines the comditiad joint probabilities of
character occurrence and recognition. These tests canrasdom characters, words

from a dictionary or a phonetic generator.

To pass the test, the user has to identify all the characténgicorrect order and type them.

The following reasons are the basis for the expansion arepémace of these tests [9]:

Optical character recognition is a well researched fiettleas been extensively developed

in the last two decades.

Characters were created by humans and learnt since chddhoo

Each character has a corresponding key in the keyboard emdesponding ASCII code.

A word of 8 characters can have over a 1000 billions permarnatof characters.

Localization and recognition issues are minimal whengigiestern characters and num-

bers.

OCR-Based tests can be quickly generated.

The remaining of this section discusses the characterisiid the categorisation of the
available OCR-methods, (see Figlirel 2.1). As a general refergaide, Tablé 212 shows a

summary of the following methods and in Figlrel2.2 there areessamples of CAPTCHAs.

Dictionary word based methods: The images contain words extracted from specific lan-
guage dictionary. The amount of existing words is limitedrs® amount of solutions is very
narrow. They use different sets of distortions and rotatidhe most prominent works on these

methods can be found in_[20], [44], [115], and [156].

Pseudo-random word based methods: The images contain words that make sense phonet-

ically but not grammatically. The number of results they paoduce is increased but is re-

16



Classification| Name Author Summary Input to solve the
test
GIMPY Blum et al.,| Seven dictionary words with dis- Three words typed
2000 [20] tortions, occlusion and cluttering | correctly
Dictionary EZ-GIMPY | Blum et al.,| One dictionary word with distor; One word typed
word 2000 [20] tions and cluttering correctly
Pessimal Coates et al.| English dictionary words comt One word type cor-
Print 2001 [44] bined with a typeface and a set pfrectly
image-degration parameters
Dynamicvi- | Liao and Chang Images containing information- One word typed
sual patterng 2004 [115] embedding visual patterns ofcorrectly
words, using foregrounds and
backgrounds of dots
Handwritten| Rusu and Govin- Repository of handwritten words One word typed
CAPTCHA | daraju 2007[156] not recognised by OCR programs correctly
Pseudo- BaffleText | Chew and Baird| Non-English but pronounceableOne word typed
random 2003 [41] word with mask degradation correctly
word ScatterType | Baird and Riopka] Non-English but pronounceableOne word typed
2005 [10] word with characters fragmentedcorrectly
with horizontal and vertical cuts.
The fragments are scattered by hor-
izontal and vertical displacements
reCAPTCHA Von Ahn et al.,| One English dictionary word and The dictionary
2008 [20] one scanned word from a book norword is the control
recognised by OCR programs word, so if the user
types it correctly,
they pass the test
TGC Dailey and| Sequence of k distorted charactefsk correct response
Random CAPTCHA | Namprempre one at a time, with basic distortions
characters 2004 [50[134] | and row sliding
Kanizsa Saalo 2010[158]| Random background overlaid withOne word typed
CAPTCHA white text correctly
3D \Visual | Romero Macias| Shadows created by 3D charactersDne word typed
word-based | and Izquierdo| with distortions applied after ren- correctly
CAPTCHA | 2009 [150] dering the models

Table 2.2: OCR-Based methods
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Figure 2.2: Samples of CAPTCHAs generated by OCR-based methods: First row: ndigfiovords
methods; Second row: pseudo random; Third row: random methods.

stricted to the diversity of syllables of the specific langeaThey also use different sets of dis-
tortions and rotations.The most prominent works on theshoads can be found in [41], [10],

and [20].

Random characters based methods: The images contain words with random letters and
numbers. The number of results they can produce is increagqehentially. Their efficiency
resides in the random function to determine the charactéhey also use different sets of
distortions and rotations. The most prominent works ondhlmasthods can be found in [50],

[134], [158], and[[150].

2.2.1 Reliability of Visual-OCR methods

One of the two most important factors when developing a new TARA method is the ro-
bustness against machine attacks. The strength of a mathaded on the accumulative effects

applied on it. Also, the choices made when developing theceffcan increase the difficulty
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both for the machines and the human users to pass the tesieaing a balance is neces-

sary [31].

When it comes to OCR-based CAPTCHAs, the larger the charactendé¢ha longer the
word the stronger the test is. Using words from a dictionany make the test easier to break.
In the absence of a language model, the strength of the CAPT@hbhoves exponentially
with the length of the CAPTCHA and polynomially with the characset size. Distortions can
also increase the security of the CAPTCHA but not dramatic&8fckground and foreground

textures usually bring a minimal improvement in secufit9][3

To test the robustness of the different approaches the lmstaato build automated pro-
grams to break CAPTCHAS and assess their success in solvitigutartests([73]. There are
few attacks on the GIMPY and EZ-GIMPY methods; Mori and M§liBO, 131] have success-
fully broken the EZ-GIMPY (92% success) and GIMPY (33% sssyanethods. Thayanan-
than et all[18B] have also been successful at breaking EZR¥1RRecently, Moy et al [133]have
broken the purely distortion based HIP GIMPY-r with a susceste of 78%. Also the au-
thors of [40, 73] have proved to break six particular methdels-GIMPY/Yahoo, Yahoo v2,
Mailblocks, Register, Ticketmaster, and Google. A study enlagl Kumar Chellapilla’s group
(http://research.microsoft.com/ kumarc/) at MicrosofsBarch focused on CAPTCHA letters
with distortion and noise and found that a neural networkdoecognise a single character

much easier than a human could.

The same attack as the one considered in![131] was used by GiteBaard to defeat
Pessimal Print and Baffletext [41] with a success rate of 40861486, respectively. Also, if
we consider that Pessimal Print uses 70 possible words thexr 1/70 chance of a machine
guessing it right. Recently, Jonathan Wilkins publishedtadyson the reCAPTCHA program
stating a failure rate of 17.5% [13, 196].

The second most important factor in the reliability of a CAPTACHethod is the human

friendliness. It encompasses two important aspects: éyitual appeal and the annoyance of
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the method and (b) how good the algorithm separates bothiusers and machines [9]. For
OCR-based methods, the friendliness factor depends modtig idesign of the algorithm. In
this case, it is related to the length of the word, if the cbna form a dictionary word, and
if there is a phonetic generator to make the recognition ¢asker. Normally, eight letters are
used to create the test. Most tests also use different kihblaakground and textures that can

be quite intrusive at recognising.

The authors in[39] presented three studies on human usessttine friendliness of diverse
available OCR-based methods. The first study was about huncareay under rotation, scal-
ing, local warping, and global warping separately. The sd@nd the third studies were about
human accuracy in the presence of background and foregargradutter. The results obtained
in the first study showed that users were correct at 99% oehigith plain, translated, rotated
or scaled characters. For global warping, local warpingaooimbination of local warping and
other distortions, the accuracy significantly decreashs.ré&sults obtained in the other studies
showed that adding clutter do not affect human accuracysivimbchines are poor at it, which

can be used to design segmentation-based methods.

2.3 Visual Non OCR-Based CAPTCHA Methods

The second type of CAPTCHAS use other visual methods that deetyodbn recognising char-
acters. These tests rely on the visual capacity of the ugédgtify different kinds of objects,

faces orimages. They have become more popular recentlpdieit simplicity and readiness.

Image-based techniques involve the use of diverse conoeatterns which the human
user needs to identify correctly. The size and dimensiorsoh generated CAPTCHA image,
the dimensions of the images in the databases, and the fedificulty may vary considerably
from one CAPTCHA to another. The images used in the creatioheotdst can come from

diverse sources such as a specific server or Internet. Aifferemt sets of distortions and
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noise can be added to the final image to increase the leveffmudty. The aim is to create a
composite CAPTCHA image and present it to the user in which¢hdien may be a click, a

text string, a rotation, etc [182].

The remaining of this section discusses the various availdisual non OCR-methods,

describing their characteristics and the categorisatiows in Figuré 2.11.

Quiz CAPTCHAs: Quiz CAPTCHAs are tests based on puzzles, quizzes, or a tuda-g
tion. The premise of these programs is the assumption of axmmnbase of factual knowledge
that most humans already know and most computers do not kndwannot learn. The most
prominent works on these methods can be found in [20], [189], [172], [103], [75], [132],
[146], [124] and[[20B]. As a general reference guide, TabBshows a summary of the fol-
lowing methods and in Figufe 2.3 there are some samples @GARTCHASs.

. B What's wrong
Fish eye CAPTCHA with this picture?

3 A ﬁ &',
S deive ¥ - O9
c y y
The naming The distinguishing Assocaptcha What's up?
CAPTCHA CAPTCHA CAPTCHA
C ,.r;’ = 0 1 Y
- 4 f ' i
: [ =" P \
bids s - —_ y L
TagCAPTCHA Scene tagging CAPTCHA Four-panel cartoon

Figure 2.3: Samples of Visual non OCR-based methods based on quiz CAPTCHAs.

Match CAPTCHAs: Match CAPTCHASs are tests based on selecting an option from the
ones available. The choices can come from a list or from h&sraksation. These test are
also called image labelling CAPTCHASs. The most prominent \wark these methods can be

found in [20], [54], [57], [51], [114], [191],[163],[168]L21], [170], [165], [53], [55], [218],
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and [95]. As a general reference guide, Tdblé 2.4 shows a suynoh the following methods
and in Figuré 24 there are some samples of CAPTCHAs.
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Figure 2.4: Samples of Non OCR-based methods based on match CAPTCHAs.

Spatial CAPTCHAs: Spatial CAPTCHASs are based on 3D models or rendered animations
They might present a heavy burden because the servers orethare not typically equipped
with powerful graphics cards. The most prominent works cgséhmethods can be found
in [82], [91], [152], [180], and [[377]. As a general referergueide, Tablé 2J5 shows a summary
of the following methods and in Figure 2.5 there are some $s1gd CAPTCHAS.

Implicit CAPTCHAs:  They were proposed in[8] and [167]. Their main purpose is aben
CAPTCHAs less disrespectful to human users and more effeatfainst machine attacks.
Implicit CAPTCHAs are shown as normal links, where the usertbadick only once. They
are based on the user’s experience of the context of a wel#ssta general reference guide,
Table[2.6 shows a summary of the following methods and infei@L6 there are some samples

of CAPTCHAs.
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Figure 2.5: Samples of Visual non OCR-based methods based on spatial CAPTCHAs.
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Implicit CAPTCHA CAPTCHA for Children

Figure 2.6: Samples of Visual non OCR-based methods based on implicit CAPTCHAs.

Face Recognition CAPTCHAs: There are some CAPTCHA tests available based upon face
recognition or face detection and the most prominent workshese methods can be found
in [155], [127], [151], and[[61]. As a general reference gyitiabld 2.7 shows a summary of
the following methods and in Figure 2.7 there are some saqflEAPTCHAS.

Face recognition Face recognition with
CAPTCHA distorted famous people

ARTIFACIAL

Figure 2.7: Samples of Visual non OCR methods based on face recognition CAPTCHAs.
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Video CAPTCHAs: Video CAPTCHAs are methods in which the tests are presented as
videos to the users. To pass the test, it is first necessanatchwihe video and then input
what is asked. The videos used can come from different ssuecg. Youtube, Flickr, or, on

the other hand, they can be produced in real time, to avoittimas attacks through a database.
Works with video CAPTCHAs can be found in [173], [9€], [86], aid@]. As a general refer-
ence guide, Table 2.8 shows a summary of the following metlaad in Figuré 218 there are

some samples of CAPTCHAs.

sl o b e e

Motion CAPTCHA Video labelling NUuCAPTCHA
CAPTCHA

Figure 2.8: Samples of Visual non OCR-based methods based on video CATPCHAs.

Natural CAPTCHAs: They were developed as an alternative to the "synthetic CAPAH
generated by machines. Natural CAPTCHAS present scans avpbbteal documents. This
method was proposed by [118] in an effort to strengthen thasmmess of CAPTCHAs. The
idea is that with a large enough external supply of tests aadeays, the machine does not need
to generate and grade the test for it to be practical. Graderde gathered in a process called
"Collaborative Filtering” attributed ta [43]. In this pross, the subjects are asked to solve more
than one CAPTCHA. While the computer knows the answer for the@irlSTCHA and uses

it to validate the user, the rest of the answers are used ¢owds the answers of the remaining

CAPTCHAs.
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Name Author Summary Input to solve the test
Bongo Blum et al., | Puzzle test based on the Mens®etermining which series
2002 [20] tests that displays two series pfbelong to each answer
blocks with different character-
istics
Shapes Wagner 2005[189] | Five shapes distorted and ran-Recognising a specific shap
CAPTCHA domly chosen
Fisheye Wagner 2005[189] | Picture with a fisheye distortion Clicking in the centre of the
CAPTCHA init distortion
What's  Wrong| Wagner 2005[189] | Picture of a scene with different Clicking on the objects tha
With this Picture? objects do not belong to the scene
CAPTCHA
The naming| Chew and Tygan Siximages with a common term Typing the correct term
CAPTCHA 2004 [42]
The distinguish-| Chew and Tygan Two sets of images with threg Distinguishing if the com-
ing CAPTCHA 2004 [42] images each with equal proba-mon subject is there or not
bility of having a common sub
ject in both sets
The anomaly| Chew and Tygar Five images of a common sub-Recognising the image tha
CAPTCHA 2004 [42] ject and one different does not belong in the set
Question based Shirali-Shahreza Mathematical question pre- Multiple choice answer
CAPTCHA 2007 [172] sented as an image
Assocaptcha Kulkarni 2008 [103] | Three words with a common Distinguishing the unrelate
subject and one word unrelated word
distorted and cluttered
What'’s Up | Gossweiler Image containing an object with Selecting the orientation
CAPTCHA? 2009 [75] a different orientation
TagCAPTCHA Morrison et al.,| Setofimages Describing the images witl
2009 [132] an English free-text word
SPC CAPTCHA | Jainetal., 2009[146] Set of images with or without @& Finding the correct order sg
tag quence of the images
Scene  taggingd Matthews and Zou Image with multiple individu-| Recognising the relationshi
CAPTCHA 2010 [124] ally distorted objects between the objects
Four-Panel Car{ Yamamoto et al.| Four different panels with a ldentifying the correct ordef
toon CAPTCHA | 2010 [203] common content in the sequence

D

t

At

i

n

Table 2.3: Visual non OCR-based methods based on quiz CAPTCHAs.
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Name Author Summary Input to solve the test
PIX Blum et al., 2002[]20] Four to six random images Choosing the keyword tha
of an object describes the objects
ESP-PIX Blum et al., 2004[]20] Four different images Choosing the keyword tha
relates all the objects
SQ-PIX Blum et al., 2009[]20] Three different random im; Tracing the required image
ages
Dgja Vu Dhamija and Perrig Set of images including the Recognising the ones he s
2000 [54] ones previously selected hylected
the user and some decoy im-
ages
Asirra Douceur et al., 2007 [57] Set of 12 images of cats andldentifying the cats
dogs
IMAGINATION Datta et al., 2005 [51] Collage of different dis- Choosing one image and an
torted images notate it from a word list
CAPTCHA us-| Liao 2006 [114] Image presented with re- Recognising the exchange
ing exchanging gions of it exchanged blocks
blocks
KittenAuth Warner 2006[[191] Set of nine images of little Identifying three kittens
animals
HumanAuth Schmalfeldt and Kram{ Set of images with natural Identifying the ones with g
lich 2007 [163] and non-natural source natural source
The Drawing | Shirali-Shahreza Set of dots filling a back{ Connecting the dots that af
Captcha 2006 [168] ground, and some of them different
with different shapes
The Collage| Shirali-Shahreza Set of different pictures disr Identifying the image re
Captcha 2007 [170] torted and cluttered quested by the program
SemCAPTCHA | Lupkowskiand Urbanski An image with three words Clicking in the non-
2008 [121] distorted, two correlated se- correlated word
mantically
Drag and Drop Desai and Patadia A composite image with dif{ Identifying two objects and
2008 [165] ferent objects drag and drop them in the re
quired place
DnD Desai and Patadia Similar to drag and drop, Identifying the required
2009 [53] a composite image with blocks and drag and dro
blocks of characters them
JACI Doyle 2009([55] Set of different images cor- Matching the images base
related by content on the content
Cortcha Zhu et al., 2010 [218] A collage of different ob-| Identifying a computer-
jects segmented object, croppe
and detached from its
original image
Image Flip| 1SeCure 2010]95] Image with different objects, Identifying the non-flipped
CAPTCHA some of them flipped objects

o

0]

D

Table 2.4: Visual non OCR-based methods based on match CAPTCHASs.
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Name Author Summary Input to solve the test

2D CAPTCHA | [82] Image with a 3D object rent Labelling the object choos

from 3D models dered into 2D with distorq ing a keyword from a list
tions and lightning effects

3-D CAPTCHA o1 Image of 3D objects with Identifying the labels re-
character labels quired by the system

Sketcha [152] Image of 3D line drawingg Turning the drawings to the
with upright orientation right orientation

STE3D-CAP [180] Images created by a steredRecognising the image and
pair of cameras own the appropriate hard

ware
3D Drag-n-Drop| [37] 3D characters To drag and drop the charac

CAPTCHA

ters into the boxes

Table 2.5: Visual non OCR-based methods based on spatial CAPTCHAs.

[}

Name Author Summary Input to solve the test
Implicit Baird and Bentley| Images with an specific con- Clicking a link related to the
CAPTCHA 2005 [8] text context

CAPTCHA for | Shirali-Shahreza Image with random objects Answering a question mad
Children 2008 [167] downloaded from Internet using Text-to-Speech sys

and distorted tem
Table 2.6: Visual non OCR-based methods based on implicit CAPTCHAs.

Name Author Summary Input to solve the test
ARTIFACIAL Rui and Liu 2004[[155] | Image with a distorted face Clicking in six specific

Face recognition
CAPTCHA

Face recognition
captcha

Social
CAPTCHA

Misra and
2006 [127]
Romero Macias

Izquierdo 2011/[151]

Facebook Inc. 2010 [61]

embedded
background

in a cluttere

j| Two distorted faces of a hu

man face

Image of a celebrity face Recognising three faces in

with morphing

Photos of the user’s friends

d points of a face

- Matching two images as be
ing of the same person

a row, selecting the answer
from a list
Clicking in
name

the friend’s

Table 2.7: Visual non OCR-based methods based on face recognition CAPTCHASs.
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Name Author Summary Input to solve the test
Motion Sajad Shirali-Shahreza Video of a person’s action | Describing the movementb
CAPTCHA 2008 [173], Mohammad selecting from a list

Shirali-Shahreza 2008

Content-based Kurt Alfred Kluever, | Videos downloaded from Writing three tags
video labelling| Richard Zanibbi| Youtube with tags written by
CAPTCHA 2009 [98] the owner of the video
NuCAPTCHA NuCAPTCHA Inc. | Video contains a sentengeTyping the word in red
2010 [86] with  words in different
colours
Animation [48] Video of a moving ob-| Identifying the object
CAPTCHA ject with a complex texture
background
Table 2.8: Visual non OCR-based methods based on video CAPTCHAs.
Name Author Main idea Input to solve the test
Natural Daniel Lopresti| Scans or photos of real do¢-ldentifying the scene
CAPTCHA 2005 [118] uments

Collaborative Fil-
tering

Monica Chew and J. D
Tygar 2005([43]

Images coming from an ex
ternal supply of tests an
graders

- Answering more than ong

d test, one answer is know

the others serve to answé

other captchas

D——"1D

Table 2.9: Visual non OCR-based methods based on natural CAPTCHAS.
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2.3.1 Reliability and Usability of Non-OCR based CAPTCHA methods

Image CAPTCHAs were first developed to overcome the shortaggohOCR-based methods
using image recognition or image classification. The mawaathge of these techniques is
the improved human friendliness and in consequence, ahsgiceess rate compared to OCR-
based CAPTCHAs. On the other hand, the main issue is that tlgeyredarge databases of
preclassified images. Furthermore, the databases needambend updated frequently with
new images to avoid malicious attacks. Each type of image M has certain advantages
and disadvantages which could be useful in deciding whishigebetter for a specific web

service.

Quiz CAPTCHAs are hardly easy enough for humans to solve tgl@lstrong enough to
stop machines to break through them. If the test presentigaduestion, it is being assumed
a common base of factual knowledge that most humans alreaaly kut computers do not.
This could manifest a problem for those users who do not Havdase knowledge. Another
issue is that the strength of these tests can often be cong@dty how often a random guess

can be right, e.g., the Bongo method can be broken 50% of tlee tim

Match CAPTCHAs are quite human friendly but normally requitgyé store space for
tagged media files and the users have too many choices to manwiege media database is
too small and the images can be differentiated easily, the TWAA can be easily broken.
Some possible solutions will be the use of distorted andhsioled letters of an unique solution
to avoid long lists. Asirra’s method has been beaten by [7@) & probability of 82.7% of

distinguish the cats and is able to solve the challenge 2% 2f the time.

Spatial CAPTCHASs are theoretically the strongest ones tstregchine attacks due to the
difficulty in recognising 3D text, but the amount of resoweequired to render the images
could be too high. Also, web servers are not usually equipptdpowerful graphics cards, so

the process of creating an image out of 3D objects could besictipal.
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Face recognition CAPTCHASs are in terms of ease the most fryemiaés due to the fact
that human faces are the most recognisable object to humegyasdless of culture and social
background and users can recognise them even if they apigeatet, occluded or with light-
ing changes. On the other hand, face recognition is a verg &l well studied field, and
machines can be trained to recognise facial features asw/édices, so with sufficiently large

databases, computers might be able to achieve a certaienpage of success.

Video CAPTCHAs presents an innovative alternative to imagesxd. The reliability of
these methods depends on the encryption of the video as s/éfleacontent. If the video
contains characters to be recognised, the text inside itidhmt be accessible by any means.
Also, tagging a video could manifest a problem, since it nespknowledge that users may not

have.

Natural CAPTCHASs represent a more human-friendly versiommage methods. In this
way, the content can be recognised easily but the databasdsshould be big in comparison

with others, since the images can be found on the internet.

2.4 Non Visual CAPTCHA Methods

In the last category, the most prominent methods are baseddio or semantics. Generally,
CAPTCHA audio algorithms render some numbers, letters or svioitd a sound file, and then
distort it and present it to the user. They also have beerias®@ as an alternative for disabled

people or people with special needs [169,/174] 175].

Sound based methods: In the first methods created [34,/99], a word is read using-t@xt
Speech technology and the user needs to type the word. Gaodie CAPTCHA consists
of one human speaker saying random digits in the range of ®ifilar works are the Diggs

CAPTCHA, Google’s audio CAPTCHA and the audio reCAPTCHA![20]. [I8][6the user
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Class Name Author Main idea Input to solve the
test
A reverse Tur-| Greg Kochanski, Ten randomly chosen digit se- Typing the digit
ing test using| Daniel Lopresti,| quences with noise distortion sequence
speech Chilin Shih 2002([99]

Audio Using a Text-| Tsz-Yan Chan| Sound clip with a digit se{ Recognising the
to-Speech 2003 [34] guence in the foreground andwords
Synthesizer some English words in the
to Generate 3 background, both overlapped
RTT
Audio re- | Manuel Blum, Luis A.| Sound clip with several Identifying a se-
CAPTCHA von Ahn, John Lang-{ speakers who speak randomguence of eight

ford 2008 [20] digits plus background noise| digits
Google audio| Google Inc. Sound clip of one speaker Recognising the
CAPTCHA saying random digits 0-9, the sequence of digits
phrase once again, followed
by the same sequence plus
background noise
Digg’s Digg.com Inc. Sound clip of one speakerRecognising the
CAPTCHA saying digits and characterssequence of digits
with background noise and characters
Audio Haichang Gao, Hongt The programs presents a senReading out loud
CAPTCHA gang Liu, Dan Yao, tence for the user to read anda given sentence
Xiyang Liu, Uwe | the system will detect if it ig
Aickelin 2010 [65] human or not
HIPUU Graig Sauer, JonathanThe system presents soungdsSelecting the cor-
Holman, Jonathan related to an image responding label
Lazar, Harry
Hochheiser,  Jinjuan
Feng 2010 [[162]
Text-based Philip Brighten God-| English text extracted from Detecting the bo-
Text DomainCAPTCHAS frey 2002 [68] literature and with one word gus word
replaced for another
Towards HIP in| Richard Bergmair, A text containing several nat- Identifying which
the text-domain| Stefan Katzenbeisser ural English sentences sentences are
2004 [16] meaningful  re-
placements  of
each other in
each test-instance
A CAPTCHA | Pablo Ximenes, Andr A structure with several| Identifying the
in the Text Do-| dos Santos, Marcial "knock knock” jokes one that makeg
main Fernandez, Joaquim sense
Celestino 2006 [202]

Table 2.10: Visual non OCR-based methods based on Non Visual CAPTCHASs.
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is required to read aloud a given sentence to prove he is huifiaa latest version of audio

methods is called HIPUU and its main focus resides in itsilisafL62].

Text domain methods: The second kind of non visual CAPTCHA methods are the Text Do-
main CAPTCHAs. These methods are based on the ability everghyimosses to distinguish
different linguistic contexts and find the word that doeslmdbng to the context. Unlike OCR-
based methods, these algorithms do not require recogwiticimaracters but semantic analysis.

There are few of these tests due to the complexity in creagiimple algorithms [16, 68, 202].

2.4.1 Reliability of Non Visual CAPTCHA Methods

One of the most well known works on breaking audio CAPTCHAS ia time developed
by [181]. In the tests, they used three different ASR tecesqon segments of words or
noise of the CAPTCHA. They successfully broke through the Goégidio CAPTCHA, the
Diggs CAPTCHA and the audio reCAPTCHA.

Apart from the robustness against attacks, in the case otidio/aound CAPTCHA the
human friendliness encompasses three aspects: (a) thetdhe noise in the audio, (b) the
language of the audio and (c) the human ability when memmgyigihat it is said[[161, 207].
Typically, the distortion applied in these tests is backginoise, and it affects highly the out-
come of the CAPTCHA. Also, some characters and numbers areuttiffo decipher because
the user can confuse them with other ones that are similatudydeployed at Microsoft's
Hotmail service showed that none of the subjects were abpass the test due to the distor-

tions [63].

The content we can find in audio CAPTCHAs is usually languageipeCharacters and
digits are read in a specific language and are often not utadelsble to people who do not
speak that particular language. Therefore, the big issulkisncase is the localisation of the

CAPTCHA.
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The authors of [161] did an experiment to test the usabilitthe audio CAPTCHAS. The
results obtained say that these tests fell well short of @9 Success rate necessary for a good
CAPTCHA, and one possible explanation is that the audio CAPTQHhigoses more cognitive
load than an average human user can handle. Another studylmad0] shows that the audio
CAPTCHAs are the hardest amongst all the different kinds of CBIRAs. To leverage the
difficulty in audio CAPTCHASs some studies have been carriedmstudy how to improve the

usability of these kinds of methods [19].

2.5 DeCAPTCHAs

Breaking a CAPTCHA has not only become a topic of interest inaie$e but also a commer-
cial software product and the main reason is the increasegtiinternet marketing. Internet
marketing, also known as online marketing, web marketing-ararketing, is associated to
the advertising and the marketing of products or services the web including web pages,
e-mail and wireless media. The objective of the companide iacrease the awareness of
their company’s goods and services. The common brancheseohet marketing go from dis-
play advertising to search engine marketing and optinoratocial media marketing, email

marketing and referral or affiliate marketing [119].

Since internet marketing has become a daily routine evemny & user navigates through the
net, the amount of times a CAPTCHA is required to be solved lasased proportionally and
so the need for automated tools to avoid repetitive tasks.eEAPTCHA is a software tool
that automatically solves CAPTCHASs to allow users to save ©iotimanual work and reduce
cost when monotonous tasks are automated. Another fa@bh#s increased the popularity
of DeCAPTCHAs is the fact that CAPTCHAS have become increasiaghoying since most

of the time it requires more than one try to solve them.
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The DeCAPTCHA service has become a hit in a small amount of tinoe $t is capable of
solving most of the CAPTCHASs displayed on sites like Ebay, CNNgilpload, Yahoo, Live,

etc. DeCAPTCHA tools can be divided into two types as follows:

Automated DeCAPTCHASs This service is the most expanded type on DeCAPTCHA since
it does not require human intervention to pass the tests. D#@APTCHAS are based on
software tools and so their capabilities vary dependinghentype of test they are trying to

solve. Since the tools available are far from perfect thepalchave a 100% success rate.

» Optical Character Recognition DeCAPTCHAS: They mostly use O@Rvare to recog-
nise the characters in the test. New techniques include esgigion and clustering of

each character.

* Audio DeCAPTCHAs: They capture the audio file of the CAPTCHA tsll decode it

after nullifying the background music or audio.

OCR DeCAPTCHAs are a one-type of service decoder. Their pahcige is solving the
OCR CAPTCHAs by inserting the path of where the CAPTCHA image iatled and in result,
they will return the decoded text answer. These serviceallyduave a response time between
10-30 seconds or if well engineered less than 1 second. Theiectness rate is inherent to
the complexity of the code and its flexibility to support diént character shapes. The solving
speed is one of the most important factors to take into adaslien buying this kind of service

since most CAPTCHAs have an expiry time of 3-5 minutes [52].

These services typically charge expensive 1,000 DeCAPTCHXkgtaanswers. Prices
range from 2 dollars to around 4,000 dollars per packet. Qnheaiser has made the pay-
ment, they get an amount of CAPTCHA credits to use. In case ti@APd CHA service fails
solving the test, the user can notify the provider and gek ltlae credits. Some examples of

DeCAPTCHA providers are Death by CAPTCHA, DeCaptcher, Bypass CARN,€tt. Also,
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Figure 2.9: Logos of some commercial automatic DeCAPTCHAs.

these services are a high risk of investment, since a singlege in the CAPTCHAS can make

the OCR unusable [52].

On the other hand, audio DeCAPTCHAs focus only on solving aGA®TCHAs. One
of the pioneers in this service is the Stanford audio DeCAPT@k&ated by[[28]. This pro-
gram could listen to and correctly decipher commercial awdiptchas used by Digg, eBay,
Microsoft, Yahoo and reCAPTCHA. It managed to decipher Miofts audio CAPTCHA
about 50% of the time or reCAPTCHA's codes 1% of the time, thetmiffscult ones of those
tested, but even this small success rate is consideredérfmrtwebsites such as YouTube and

Facebook that get hundreds of millions of visitors each @&Y.[

Manual DeCAPTCHAs The constant demand for programs to solve CAPTCHASs produced
a sudden decrease of OCR software availability and a higlhreadée for DeCAPTCHAs. The
result was the creation of human DeCAPTCHA services. Thisgeemplies hundreds of hu-
man teams working on solving the CAPTCHAs. These teams noymoathe from developing
countries such as India or China. People involved in the tegorfsom virtual assistants, de-
signers, project managers, illustrators, copywritersataantry specialists. In the beginning,
their tasks was the digitisation of books and company dootsnd ater, it evolved to decode
CAPTCHAs and offer it as a service. Since the tests are solvedubyans, these services
usually have a response time between 10-30 seconds andweaa barrectness rate of around

94%-99% [52].

The basic functionality of the human DeCAPTCHAs is as follows:
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OCR DeCAPTCHAs | Human DeCAPTCHA services
Initial cost Very high Very low
Setup time Very long: 2-3 months Short: hours
Speed Very fast Slow
Correctness rate 40% average over 90% average

Table 2.11: Comparison of OCR DeCAPTCHAs and Human DeCAPTCHAs services.

» Save locally the image of the CAPTCHA
« Send the image through a HTTP interface or a API client
« Wait for the response and insert in the CAPTCHA answer box.

These services typically charge a fixed price per 1,000 De@ packet answers.
Prices range from one dollar to around 8 dollars per packeiceQhe user has made the
payment, they get an amount of CAPTCHA credits to use. In cas®E&CAPTCHA service

fails solving the test, the user can notify to the providet gat back the credits.

Manual DeCAPTCHAs are intended for CAPTCHA tests that requinenadn brain to find

the answer since there are not yet robots capable of solwenguestions:

Quiz, Trivial or Math CAPTCHASs

Video CAPTCHAs

Face Recognition or Image CAPTCHAs

Semantic CAPTCHASs or OCR CAPTCHASs

Both automatic and manual DeCAPTCHA services have a high demarttie market.
Since different users have different requirements, a colsgais necessary before buying any

service to acquire the most appropriate one (see faGlef2R) [

In this chapter, the concept of CAPTCHA has been introduceandivith it, its evolution

from being a branch of HIP programs to being used as the pyimathod to prevent security
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breaches in web services. A categorisation for CAPTCHAs has Ipeesented as a novel
contribution. Also, every type of CAPTCHA has been analysegedding on factors like
reliability, robustness, efficiency and human friendlsmdsinally, a new type of software called

DeCAPTCHA has been introduced, whose functionality predudegmal CAPTCHAs.
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Chapter 3

Digital Image Manipulation

The efficiency and robustness of the new CAPTCHA approachésatkapresented in this
thesis depend on a number of factors related to the warpstgrtions, morphing techniques,
and 3D computer graphics software applied to the conse@liénbges that are used in each
method. To increase the robustness against machine réioogni is necessary to apply a
significant amount of distortions in the images, but at theeséime, preserving the quality of
the characters or the objects presented so human usergatdecaf recognising them without
difficulty. In the CAPTCHA approaches developed, the balamate/ben distortion and quality
is one of the most important factors to take into account. tA@oimportant factor is the
efficiency of the algorithms, since the creation of the CAPTCiEgt and the processing of the
user’s input is done in real-time. For this, the manipulavbthe databases, 2D characters, 3D
objects, and face pictures must be done in the least amotimepossible and with minimum

CPU charge.

In the following sections, digital warping and morphing hamues are described. The
techniques used for the creation of the distortions in epphcach are described, giving special

attention to the specific algorithms used. In addition, avites an overview of 3D computer
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graphics techniques, specifically in the creation of 3D ngdsince they are used for the

creation of characters in one of the approaches introductds thesis.

3.1 Digital Image Warping and Morphing

The main objective of CAPTCHAS is protecting web applicatimasn malicious software so
the tests that users have to pass must be more complex tharandbm words or images. For
this reason, the final image or characters are digitallyodistl. The applied distortions should

make more difficult the recognition for the bots but not fag tumans.

Digital image warping and morphing are the foundations didaperations in computer
graphics and they are evolving along with the field develaopm@corporating the latest re-
search advances and trends. These operations includeacaaregformation, interactive mod-
eling techniques, computer animation, image-based ramgjestc. Whilst warping focuses
on deforming a single graphical object, morphing focusesheninterpolation between two

objects.

When working with warping and morphing techniques, an imagye loe expressed as a
graphical object that is described as a functidn: U ¢ R — R", where U is the set that
corresponds to the image shape. The functias the attribute function of the image. The
most common attribute is colour, but another ones can beilusedifferent applications such

as opacity, scene depth, etc.

To study and create different warping and morphing techesqit is necessary to under-
stand transformations between graphical objects. Thet§ipgt of transformation is the one
related to the Euclidean space and is the key concept to gtigdgubject. Considering a subset
U c rR™ of the euclidean space, the set of transformatibn&) — R" are called domain and
T(U) is the image off. This transformation is commonly known aspping WhenU = R",

T is aglobal transformatiorand it affects all the points of the space. However, whenrtmest

39



formation occurs only on selected pointd.bfthe result is amtrinsic transformation A local
transformationis a half way transformation between a global and a intritisinsformation
and it affects the selected poimsand the points in the neighbourhood. To construct this type
of transformation the object is subdivided into smallecp® then the transformation between
each piece is obtained and put together to transform theendigéct. Triangles and quadrilat-
erals are the preferred shapes to represent the blocks@fapbical objects. Also, to define the
transformations between blocks there are two possible wiags, defining a parametrisation
and second, defining a local coordinate system. Interpolaolves the problem of scattered

data.

The second type of transformation is between two graphigj@lots that takes into account
both the shape and attributes of the objects. Jitegpe transformatiors defined by a spatial
transformationT : U; — U,. Theattributes transformatiomas two options: the first option is
to compute the attributes from information about the tramakd object; the second option is to
transform the attributes from the original object. If theibtite functionf depends on the shape
geometry, it can be recomputed at each point of the trangfdwbjects. If the attributes are the
material type of an object or the colour, they can be comphyeapplying the transformation

in the original object. The strategies to compute the valresforward mapping and inverse

mapping.

A very important matter when computing transformationshis $pecification of the trans-
formation, since it has a great influence in the design of Heg interface and the final result. It
needs a finite number of parameters that vary depending agpbeof transformation. Warp-
ing transformations require a finite points specificatioat thormally concur with the vertices
of the image. Metamorphosis or morphing transformatiomsiire more complex functions;

parametric specification, algorithmic specification orcsfpeation by parts.

In the rest of the chapter, several classes of transformsatidal be presented both for warp-

ing and morphing image manipulations.
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3.1.1 Digital Image Warping

Digital image warping([200] is a specific branch of image @%8ing that consists of geometric
transformations of digital images. A geometric transfaiiorais a vector function that maps
the spatial correspondence between points from an inpujenb@a an output image. Image
warping includes many applications that go from scale,sledion or rotation to distortion

compensation, decalibration for image registration, getoical normalisation, map projection

or texture mapping.

An image is a graphical object that can be expressé€d-agU, f),U c R™, so when a con-
tinuousk-parameter family of transformations is applied, the reisid continuous deformation
of the image called warping. For each fixed veatar RK, the instantiation of the warping is

expressed as,(0O).

Specification methods

To create a successful warping it is necessary to specifyréimsformation. This implies the
consequential description and representation of the fvamation. The basic notion for a
transformation is that there is a finite number of paramekertscan be represented. Therefore,
the aim is to create different techniques that are adeqoatifferent problems. The most

common representations are as follows:

» Parametric representation. This representation usege@ dimensional parametrisation
of the space. It is used for linear transformations of thespd, affine transformations

and projective transformations of the projective spRe.

» Representation by sampling. It considers a transformatitima finite set of points that

are going to be sampled.

» Representation by parts. It describes a set of transfoomg#nd their restrictions.
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* Representation by transformation decomposition. It usgsngbination of simple trans-

formations to create more complex ones. It is used for isnestplane projective trans-

formations, twist transformations or separable transétions.

Warping computation

The basic formulations for the transformations can be esga@ in terms of a general homo-

geneous transformation matrix. They include simple planappings: affine and perspective

transformations. For non-planar mappings, bilinear fiansations are applied. Warping is

generally done by polynomial transformations.

For 2D image projections, the general mapping functigm,ig = [X(u,Vv),Y(u,v)|, where

[u,v] are the input image coordinates amrdy| refers to output pixel coordinates. X and Y are

the mapping functions that show the spatial relationshipvéen the two images. The spatial

transformation used for the forward mapping can be expdasgerms of a 3x3 transformation

matrix;

ailr a2

dp1 a2

az1 as2

a13

a3

aza

(3.1)

This 3x3 matrix specifies 2-D coordinate transformations eperates in a homogeneous

coordinate system [200]. The general representation @rstormation is:

XY W] =[uvwT;
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wherex’, y’', andw’ are the destination coordinates andv, andw are the source coordi-

nates.

Affine transformationsre used for planar mapping that corresponds to an orthbigrap
projection (also called orthogonal projection that repres a three-dimensional object in two
dimensions) or parallel plane projection from the input gmanto the output image. Affine
mappings preserve collinearity but they do not necessardgerve angles or lengths. It has six
degrees of freedom thus facilitates only triangle-toAgia mappings. The forward mapping

function can be expressed as:

a;; a;p O

X,y 1]

[U,V,l] a1 axp O (3.3)

a1 azgx 1

Affine transformationsre a composition of translations, rotations, shears aladiaiis.
As a result, geometric contraction, expansion, dilati@&flection, rotation, shear, similarity

transformation, spiral similarities and translations bardone with the affine matrik [194].

Perspective transformatiorase planar mappings that preserve parallel lines only winey t
are parallel to the projection plane. In other respectdjiiee converge to a vanishing point (see
Figure[3.1). It preserves lines in all orientations and & hime degrees of freedom, facilitating

guadrilateral-to quadrilateral mappings. The forward piag function can be expressed as:
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Figure 3.1: Example of a perspective transformation

ail

XY, W] = [uv,w

agi

azi

aio

apo

azso

ai3

a3

azs

(3.4)

Bilinear transformationis a four-corner mapping for nonplanar quadrilaterals.sksufor-

ward mapping to map rectangles onto nonplanar quadrilate&ilinear mappings preserve

lines that are vertical or horizontal in the input image amelpoints remain equispaced. Lines

outside these two directions are not preserved as lines, Biknear interpolation is necessary

to evaluate the X and Y mapping functions. The forward maggpumction can be expressed

as:

a
x,y] = [uvu,v,1]

ai
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Polynomial transformationare used to invert an unknown distortion function when geo-
metric correction is required. The 1st to 5th order equatescribe how the distorted image
has to be warped to be geometrically corrected. Up to thedidsr, polynomial transforma-
tions can perform rotation, scaling and translation on tiigesimage with a low computational
complexity. In higher orders, more complex warpings candieexved but the computational
complexity is also higher. An interpolation grid is intraghd to reduce the computational cost
rather than applying the mapping on the entire image. Theda mapping functions can be

expressed as:

N N—i

u= Z) _Zoaajxiyj (3.6)
i=0 =

N N—i

V= Zﬁ Z}bijxiyj (3.7)
i=0j=

3.1.2 Digital Image Morphing

Digital image morphing is an image processing techniqueatasform one shape into another.
This process is also calledetamorphosisThe idea is to create an animation with a sequence
of intermediate images which when put together with theinalgimages would represent the
metamorphosis from one image to the other [72]. Nowadaysphiiag techniques are com-
monly used by many different fields and not only computerovissuch as TV and movies for
animations, art, medical image processing, etc. Image nmogrombines image warping with
diverse methods to control the colour transition in therimidiate images created in the pro-

cess (colour interpolation). Face morphing is a specifidiegoon that morphs one face into
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another. In our research, we have focused in this applicadicreate distorted face images that

serve to develop face recognition CAPTCHAs.

Considering two graphical objects such@gs= (Uj, f1) andO = (Uy, f2) with U1,Us C
R™, a morphing betwee®; and O, is a k-parameter continuous family of transformations,
F : O1 x RK— R", such that there are the consequent parameter vajueslv; that satisfy
the functionF,,(O1) = O1 andF, (O1) = O,. For each vectov € rK, a new graphical object is
obtainedO, = F,(0O1). The family of graphical objects obtained perform a traosifrom one
object to another, asvaries on the parametrical space. Basically, a metamorpbosiorphing
is a continuous deformation from source objégtto the destination obje,, transforming

both the shape and the attributes.

A morphing path or an animation paghis the spatial interpolation between the points on
the source object to the destination object, so considerimgrphingF : O; x R — O, with a
parameter path: [0, 1] — R¥, for each poinp € Uy, the restrictiorFi px [0,1] : px [0,1] — O

defines a patlp onR" that connects p to the poiftp) € U».

The algorithms to control the animated process should tzkdhe new positions and
colour transition rates for the pixels in each image. Dutiimg morphing process there are

three stages [199]:

Specification methods

A morphing technique consists of two warpings and a blendpeyation. Therefore, to specify
the parameters, it follows the same procedure as a warphmgmbrphing transformation tends
to focus more on features than parameters since the maictiobjés to create an animation of

one object transforming into another.

The specification methods define the control points in thegataat are going to be used
for the warping. Normally, this is a difficult process sinté&inecessary to specify the object

or the boundaries. In most cases this is performed manudibst morphing techniques use
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specification by parts where the image is subdivided in a&cttnU = U;,i = 1,...,n of sub-
sets of the selt), so there is a restrictiol = T|U; of the transformatioT for each subset.
Accordingly, the final transformation is referred as a adlten of pairs(U;, T;). So for each
local set of parts in the source graphical objdgtthere is the corresponding set of parts in the
destination imag#/, and the transformations occur between these sets. Ngrrtiahe is a
one-to-one correspondence between the parts, but it isaeaissary. Finally, the final global

transformatioril is gathered through a reconstruction method.
Inside this class of specification, it is possible to definectasses of specification:
* specification by partition

« specification by features

Specification by partition In this subclass of specification, the subsets of the solwjEED

Ui and the destination obje¥} constitute a partition of the whole object, since

Yui=u, Yv=V

(3.8)

where there is a one-to-one correspondence between bosketsubThe partitions used are
triangulations or cellular decompositions called meshdsually a mesh is a collection of
vertices, edges and faces that defines the shape of a paybbgrct [200]. For morphing, itis
necessary to define the meshes in the source image and instireatien. Usually the number
of meshes are the same and the only thing that changes isdu#olo of the vertices in the

meshes [108].

Specification by features In this subclass of specification, the source and the déstima
object have common distinguished features that are usggetofg the transformation. This

type of specification does not define partitions, but to allobwmooth and good morphing,
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Figure 3.2: Feature specification types: (a) points, (b)lines and (c) meshes.

there are some conditions that must be followed; adjaceal@ationships (i.e, pixels in an
image) must be the same in the source and destination abfdsts feature specifications are
normally non-overlapping to avoid multiple definitions whihe features are intersecting. In

actual morphing algorithms, the most common techniqued aseas follows [199]:

» Point-based specification: The number and the locatioh@pbints determine how ac-
curately two images can be morphed. A high number of poiniideed to a much more
accurate warp, however it will also increase the computaticost the system requires
to perform the method. In our research, we have focused anrfaarphing, therefore

control points are selected within the face regian [6].

» Higher-dimensional features: In this case, the specifinatare 1D features that corre-
spond with oriented line segments. For the transformatiare are two possibilities; one
pair of lines or multiple pairs of lines. In the first case,yohe line in each image is
placed and the warp will consist of moving appropriately phesls to maintain their rel-
ative position from the specified line to the destinatiom liiln the second case, there are

multiple lines, so each line in the source has its corresipgridhe in the destination [14].
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Figure 3.3: Feature-Based Morphing process with one pair of lines

Morphing computation

Warp generation defines the algorithm used to calculaterandform the pixels in one image

to the new mapped pixels in the other image. The most popedaniques are as follows [199]:

» Feature-Based (Field) morphing: This technique is basexh diglds of influence sur-
rounding two-dimensional control primitives. It uses brte relate features in the source
image to features in the destination image. For the waripgrforms the reverse map-
ping in which every pixel in the destination image is run tigh and sampled to the
correct pixel in the source image. This method can morph @sagth both one pair of

lines or multiple pairs of lines [14].

For the first approach, a pair of corresponding lines in the@®and destination images
define a coordinate mapping from the destination image peidinateX to the source
image pixel coordinatX’ such that for a lind°Q in the destination image alQ’ in the

source image.

v-PerpendiculatQ — P)

X' =P +u- (Q—P)+
@=P) P

(3.9)
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Figure 3.4: Feature-Based Morphing process extracted with multiple pair of lines

For the second approach, a weighting of the coordinateftranations for each line is
performed. A positionX/ is calculated for each pair of lines. The displacenient

X/ — X is the difference between the pixel location in the sourakdastination images,
and a weighted average of those displacements is calculatezlweight is determined
by the distance from X to the line. This average displacenseadded to the current pixel
location X to determine the positiad’ to sample in the source image. The single line
case is a special case of the multiple lines case, assunengeight never goes to zero
anywhere in the image. The weight assigned to each line gdhlmiktrongest when the

pixel is exactly on the line, and weaker the further the pigéfom it.

)P (3.10)

wherelengthis the length of a linedlistis the distance from the pixel to the line, aad,

andp are constants that can be used to change the relative efffibet kines.

Mesh Morphing: In this method, the input and the output iesagre partitioned into a
mesh of patches. Each patch delimits an image region witl@mnbage which a continu-
ous mapping function applies. Thus, the warping consisiatforming each patch onto
its counterpart in the second image. This algorithm usesdhece and destination images

with two 2D arrays of coordinates with the same dimensionglvimpose a rectangular
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Figure 3.5: Mesh morphing process extract from http://davis.wpi.edu/

topology to the mesh [200]. The two images are processedgdhr@-pass warping with
2 output intermediate images |11 and 12. The first pass is resple for resampling each
row independently. It maps all initial image points cooat#s(u, V) to their (x,v) co-
ordinates in the intermediate image , thereby positionsxghenput point into its proper
output column.The second pass then resamples each coluntanmediate image, map-
ping every(x,v) point to its final(x,y) position inl1/12. An interpolated mesh M is used
by each frame in the transformation and it is computed bygpering linear interpolation

between respective points in the source and destinatiogan20].

Blending Techniques

The blending process is the last stage and it begins onceixbts @re located in order to

preserve the features. This stage defines the range of wapththe colour blending between
the two images. Defining a morphing sequefge, 0 < A < 1, from the graphical obje,

to the graphical objedD,, for eachA we obtain a graphical obje@, with intermediate shape

and attributes. IA is close to 0, the final object will be more similar@, and wher\ is close

to 1, it will resembleO,. To compute the blending process, the general procedusdadiaws:

» Forward warping: Warping of the source objé€xt
* Inverse warping: Warping of the destination obj&gt

» Blending of the two warped object following tieweight.
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The forward and inverse warpings are computed to bring hege¢he source and the desti-
nation targets while preserving the feature propertiesach@ne. The warpings and the blend-
ing process constitute the morphing algorithms. The blemgirocess is both the geometry
and the attributes blending and it requirege@metry alignmertiefore computing the features.
The geometry alignment blends geometrically the distwecteatures in both the source and

destination images to create a smoother transition.

The generic approach to create a blending technique is torpea weighted interpolation
of the function values. Given two functiorfsandg, the functionh produces the blending as

follows:

h(p,t) =w(p,t)f(p)+(1—w(p,t))g(p), per3te(0,1] (3.11)

wherew(p,0) =1, andw(p,1) =0,Vp

Cross-dissolve It is a simpler version of the blending technique by weighdedrage. It was
initially the colour blending method of choice, but it prass undesirable artifacts referred to

as “ghosts”due to the computed warp function [93].

Cross-dissolve is a linear interpolation method, renanmieglthat by the cinematography
industry. Linear interpolation is a first-degree method tfesses a straight line through every
two consecutive points of the input signal [145]. The fundatal equation of linear image

blending is:

h(p,t) = (1—t)f(p)+tg(p), per3tel0,1] (3.12)

This method reduces variation, sharpness and contrast.
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Scheduled Blending It uses a scheduling function that produces a prearrangetliolg of

the attribute properties [72].

3.2 3D Computer Graphics Approach

Attempts have been made to use 3D models [91] to generate CAR3CHhe use of 3D
models helps in overcoming the limitations of traditional ERCHA tests. Besides, using

computer graphics algorithms is not computational expersnymore.

Approaches dealing with the manipulation of 3D objectsifathe area of computer graph-
ics. Computer graphics is a field of computer science thaiegutie management of visual
content and geometric information as well as how to digitajinthesise them. In computer
graphics, the input information is usually non-visual ahd butput is an image. Computer
graphics has two main areas of research: modelling andlgatian [187]. Visualisation al-
lows the visual representation of stored data in the compiedelling is the discipline that

uses geometric modelling as well as computer vision to enetdels.

3D computer graphics is based upon virtual 3D models in a ZRespsing geometric data
with the aim of either performing calculations or render2igyimages for real-time viewing or
for displaying [83]. 3D computer graphics is divided sedialy into three phases: modelling,

layout and animation and rendering.

The first stage of 3D computer graphics is modelling. Thissesia of developing a mathe-
matical representation of a 3D object through graphics\sof. A 3D model is a representation
of an object of the virtual world that contains informatidvoat its geometry and surface prop-
erties [166]. Once the model is created, it is necessaryatwedights in the virtual world. The
sources, the locations and the characteristics must beedef®bjects in the 3D space are con-
structed with elementary geometric shapes such as trigngddygons, lines, curved surfaces,

etc.

53



Figure 3.6: Wireframe 3D models

There are three main categories for 3D models:

1. Solid models: The models are represented as solid olgjedtbased on constructive solid

geometry (CSG) or Boundary representation (B-REP) methoddfittedslid shapes.

2. Surface models: The models are represented by a surfdlee boundary of the charac-

terised object. The surfaces are defined, trimmed and merged

3. Wireframe models: The models are represented by spegiBach edge of the charac-
terised object where two mathematically continuous homegas surfaces encounter or
by connecting the vertices of the object. It is suited foi-teme systems and complex 3D

models due to its simplicity for rendering (see Figurée 3.6).

One of the most popular methods for representing an objdabeipolygon mesh modelling
technique. An object is constructed from a number of sudaaeh one of them represented
by a mesh of polygons. Each polygon is constructed at the sameedy a set of vertices. The
vertices are three-dimensional points in the world coatdirspace and the mesh is referred to
the group of polygons connected together by a common vet&%]] Amongst the most used

methods of constructing meshes, we can find:

1. Primitives: A primitive is a predefined polygonal meshatesl by specific modelling
software. The most commons ones are: cubes, pyramidsdeysin2D primitives and

spheres.

2. Box modelling: This technique is used to create the modehbgifying primitive shapes

in a way to create a draft of the final model. First, the suladiviool splits edges and
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surfaces into smaller parts by adding new vertices. Se¢badxtrude tool creates a new

mesh by connecting different faces.

3. Inflation modelling: The user creates the 3D model usingr@&ges with different per-

spectives and angles of the same object.

Once the model is created and positioned in the 3D world, the step is rendering to
create the actual 2D image from the model. The renderingegswill contain information
about geometry, viewpoint, texture, lighting and shadifge most important features when

rendering are:
» Shading: controls the variation in colour and brightnegh lighting.
» Reflection/Scattering: controls the interaction with theface at a given point.
» Texture-mapping: controls the application of detailsudaces. °
» Shadow: a method to obstruct the light.
* Indirect illumination: controls the global illuminatiasf the scene.
» Refraction and diffraction: controls the bending of théntig

» Transport: a method to describe how illumination in a sagets from one place to an-

other. Visibility is a major component of light transport.
» 3D projection: a method to map three-dimensional pointstiwo-dimensional plane.

Rendering algorithms use a number of different techniquedtain a final image but it is
computational complex to trace every ray of light in a sc@rreis, more efficient light transport

techniques have been developed:

« Scanline rendering and rasterisation: It is a processeiodering 3D models from prim-
itives. It works on polygon-by polygon basis in the case stedsation and row-by row

basis with scanline rendering [22].
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* Ray tracing: It describes a method for generating an imageaayng the path of light
through pixels in an image plane. It works by tracing a patmfran imaginary eye
through each pixel in a virtual screen, and calculating thlewr of the object visible

through it [22].

* Ray casting: This algorithm follows rays of light from theeegf the observer to a light
source. The main difference with ray tracing is that rayiogsioes not compute the new

tangent of a ray of light after intersecting a surfece [153].

» Radiosity: Itis a method which attempts to simulate the wayhich directly illuminated

surfaces act as indirect light sources that illuminate rsefaces [74].

3D models have recently been used in creating new types of CAAE, mainly spatial
and object recognition ones. One of the most recent appesehi] uses a manually designed
library of three-dimensional objects. The attributes afteabject are described by a label. The
user has to enter the selected attributes to pass the testsdles with this type of CAPTCHA
are, firstly, that objects are selected from a database &ytilvays remain the same. Secondly,

the user has to recognise attributes from objects and not ager is going to be able to do it.

In this chapter, the main methods to digitally manipulateges used in the development
of the CAPTCHAs has been described. Firstly, digital warpind enorphing techniques are
presented, giving special attention to the specific algorét used to create the CAPTCHA
approaches. And secondly, this chapter provides an oveie8D computer graphics tech-
niques, specifically, the creation of 3D models, since tmeyaed for the creation of characters

in the 3D models visual-based approach introduced in tleisish
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Chapter 4

Digital Image Recognition

This chapter takes a look on digital image recognition tegqnes with the aim of testing the
reliability of the proposed CAPTCHA methods, against maclatiacks. The main goal of
researching these techniques is to find adequate methodsdgnise characters, objects and
faces. For character recognition, the usual software sstiOCR software, but the research
done in this area has shown that there are more advancedeelmapable of segmentation
and clustering that are capable of recognising charadise recognition is a very important

and wide field of research and every year many technologibaireces are proposed.

In the following sections, SIFT technique and face recagnimethods are described. The
SIFT technique is used to recognise objects and charactdra general overview of its func-
tionality is presented. In addition, a general state-efdint review of the most used and impor-
tant face recognition techniques is presented since theriexents for the second approach are

based on face image recognition.
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4.1 Scale Invariant Features Transform (SIFT)

Image recognition is a task that can be solved almost withayteffort by a human but it
cannot be solved straightforwardly by a computer visiohmégue. In computer vision, image
features are characteristic points of an object in an imbhgage features are used to describe
and identify the object when attempting to locate that dbjea random image that can contain
many other objects. Image features need to be robust agdiasges in image scale, noise,

local geometric distortion and illumination.

SIFT [120] is an approach for detecting and extracting |deatures descriptors which
allows to find an object only based on the location of its keyfsoand its appearance. The
main applications include object recognition, video tiagkmatch moving, 3D modelling and

image stitching. SIFT presents the following advantages:

SIFT features are invariant and robust against image noiséorm scaling, rotation,

minor changes in illumination and in 3D camera viewpoint.

Highly distinctive features: correct object matchingwlibw probability of mismatch.

Ease of extraction even having a large database of features

Object and scene recognition.

This approach transforms image data into scale-invariaotdinates related to local fea-
tures. It generates a large number of features so the em@gs is fully covered with scales and
locations. The procedure extracts keypoints of objects faset of reference images and stores
them in a database. An object is recognised in a new imagedgpendently comparing each
feature from the new image to the features database anddicdimdidate matching features
based on the Euclidean distance of their feature vectomsn e full set of matches, subsets
of keypoints that agree on the object and its location, seadd orientation in the new image
are identified to filter out good matches. The determinatifocoasistent clusters is performed

rapidly by using an efficient hash table implementation &f gfeneralized Hough transform.
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Each cluster of 3 or more features that agree on an object@pdse is then subject to further
detailed model verification and subsequently outliers &eaglded. Finally the probability that
a particular set of features indicates the presence of atbisjcomputed, given the accuracy
of fit and number of probable false matches. Matches thattpassgh all these tests can be
identified as correct with high confidence. To minimise thstaj the feature extraction, the

process is divided into four stages cascade filtering.

4.1.1 Scale-space extrema detection

It is the first stage of the cascade filtering algorithm whibéntifies the potential interest key-
points over scales and locations that can be recognised difigeent views of the same object.
The process is done by constructing a Gaussian pyramid anchéeg for local keypoints in a

series of difference-of-Gaussians (DoG) images.

Detecting locations that are invariant to scale change efitage can be achieved by
searching for stable features across all possible scatésy a continuous function of scale.
Koenderink [100] and Lindeberg [117] showed that the onlggiole scale-space kernel is the
Gaussian function. Thus, the scale space of an image is dedma functionL(x,y, o), that

is produced from the convolution of a variable-scale Gaus$§(x,y, o), with an input image,

1(X,Y):

L(X,Y,0) = G(X,Y,0) *(X,y) (4.1)

In order to detect efficiently the stable keypoint locatiomscale space, David Lowe pro-

posed to use scale-space extrema in the difference-ofsiaassfunction convolved with the
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image,D(x,y, 0), which can be computed from the result of:

D(x,Y,0) = (G(x, Yy, ko) — G(X,Y,0)) 1 (X,y) = L(X,Y,ko) — L(X,Y,0) 4.2)

where k is a constant multiplicative factor. There are svweason for choosing this spe-
cific function; first, it is particularly efficient to comput&econd, the maxima and the minima
of D(x,y,0) provides the most stable image features. Finally, a clopeoapnation to the

scale-normalised Laplacian of Gaussians is provided.

The remaining step consists on calculating the maxima andmaiofD(X,y, ). The pro-
cess is done by comparing each pixel of the Gaussian pyraniteiDoG images to its eight
neighbours at the same scale and nine corresponding neigh9@ixels in each of the neigh-
bouring scales. If the pixel value is the maximum or minimumoag all compared pixels, it is

selected as a candidate keypoint.

4.1.2 Accurate keypoint localization

Following the first step where all the candidate keypointeaigentified, in the second stage the
candidate keypoints are localised to sub-pixel accuradyetiminated if found to be unstable.
The algorithm performs a detailed fit to the nearby data foation, scale, and ratio of principal

curvatures. The points with low contrast or poorly localisgong an edge are rejected.

The location of the points is based on Brown and Lawe [24] apgindor fitting 3D quadratic
function to the local sample points in order to determineititverpolated location of the maxi-
mum. His approach uses the Taylor expansion of scale-spactdn,D(x,y, o) shifted so that

the origin is at the sample point:
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D(x) =D+ X (4.3)

wherex = (x,y,0)" is the offset of the sample point. The location of the extremiis

determined by:

0*(D"*) 0(D)

36 a(x) (4.4)

R=—

As proposed by Brown, the Hessian and derivative of D are apaied by using differ-
ences of neighbouring sample points, and such solution davi@imal cost. Once the offsgt ~
is calculated, the extrema location can be interpolateihgdtie offset and the location of its
sample point. In order to reject unstable extrema with lowtiast, the function value at the

extremumpD(X), is calculated:

D(X) =D+ > R (4.5)

The DoG function will have strong responses along edges) #\the candidate keypoint
is unstable to small amounts of noise. Therefore, in ordendcoease stability, we need to

eliminate the keypoints that are located on a frame’s border
1. The Hessian matrix of each candidate keypoint is caledldr each candidate keypoint.
2. Determinant and trace of each candidate keypoint anaatsd.

3. The main curvature of a candidate keypoint is determiryaasing the trace and determi-

nant.
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Therefore, it is only necessary to check that the ratio afgypal curvatures is below some

threshold, r. Thus, we check that the following inequat®true:

Tr(H)2  (r+1)?
Det(H) =

(4.6)

4.1.3 Orientation Assignment

The third stage identifies the dominant orientations fohdaaypoint based on its local image
properties. The assigned orientation, scale and locatioedch keypoint enables the keypoint
to be invariant to image rotation. However, it is also neags$o keep the already obtained
scale-invariance. For this reason, the previously selesttale of the candidate keypoint is used
to choose the Gaussian smoothed imdgg,y, o), with the closest scale, so all computations
are performed in a scale-invariant manner. For each imag@lsal(x,y), at this scale, the

gradient magnituden(x,y), and orientation9(x,y), is precalculated using pixel differences:

m(x,y) = \/('—(X+ Ly)—L(x=1y))*+ (L(xy+1) - L(xy—1))? (4.7)

L(x,y+1)—L(x,y—1)
L(x+1,y)—L(x—1,y)

0(x,y) =tan *( ) (4.8)
Subsequently, a 36 bins orientation histogram is formenhftloe gradient orientations of
sample points within a region around the keypoint. Peak$éndrientation histogram cor-
respond to dominant directions of local gradients. Oncehtgkest peak in the histogram is
detected, any other local peak that is within 80% of the hsgpeak is used to also create a key-

point with that orientation. Thus, for locations with mplg peaks of similar magnitude, there
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Figure 4.1: Procedure to calculate the local image descriptor/[120]

will be multiple keypoints with the same location and scalg different orientations. Even
though only about 15% of points are assigned multiple oaigons, the stability of matching is
highly increased. For better accuracy, each keypoint graagnagnitude value consists on the

interpolation of the three closest peak’s gradient mageiu

4.1.4 Local image descriptor

The final stage builds a local image descriptor for each kieypbased upon the image gra-
dients in its local neighbourhood that is highly distinetiyet is as invariant as possible to

remaining variations, such as change in illumination or &&wpoint.

The keypoint descriptor used by SIFT is created by samphegragnitudes and orienta-
tions of the image gradient in the patch of pixels around #gkint, and building smoothed
orientation histograms to capture the important aspecteeopatch (see Figute 4.1). A 4x4
array of histograms, each with 8 orientation bins, capttinesrough spatial structure of the
patch. This 128-element vector is then normalised to unigtle and thresholded to remove
elements with small values. The keypoint descriptor regregion is noteworthy in several

respects:
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1. The representation is cautiously designed to avoid bayneffects problems. Smooth
changes in location, orientation and scale for not causadgcal changes in the feature

vector.
2. Itis compact, expressing the patch of pixels using a 1@&eht vector.

3. The representation is resilient to perspective defdonateven though it is not explicitly

invariant to affine transformations.

4.2 Face Recognition

4.2.1 Face Recognition Systems

Face recognition is a task that humans perform effortledsraa natural way. Because of that,
one of the main challenges in artificial intelligence is taerstand how people recognise faces
and develop a reliable and robust face recognition systemecagnising faces is a major step in
building intelligent machines. Research in this area is nbt a matter of artificial intelligence,
but also the subject of diverse applications such as bietmatthentication, surveillance and

multimedia management [193].

A face recognition system is a computer application thaivedl automatic identification
of faces in both images and videos [76]. It can have one or buitles: face verification
(or authentication) or face identification (or recogni)ioRace verification (or authentication)
consists in confirming or rejecting the identity of a subjegtmatching a given face with a
stored face template whose identity is being claimed|[1B&¢e identification (or recognition),
on the other hand, consists in comparing an unknown inpujémath the templates of known
individuals to identify the identity of the input image [1I85 he whole system can be divided

into three main steps: Face detection, feature extractidrface recognition (see Figure 4.2).
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Figure 4.2: Flow diagram of the two approaches for face recognition: (a) Fadkoation system and
(b) Face identification system

Despite the extensive research carried out addressingliaidenge, 2D automatic face
recognition systems are still far away from being capableeobgnising faces in every kind of
situation, primarily because of the diverse ambient caémakt (view point, illumination) and
also because of temporal effects such as occlusion, desgiaise ageing, facial expressions,
etc [62]. Different approaches of face recognition for 2Cagas can be categorised into tree

main groups as follows [216]:

 Holistic Approach: In this approach the whole face contiguraken into account in the
face detection system. Amongst the most widely used algustwe can find: eigen-
faces|[186], probabilistic eigenfaces [129], fisherfadég,[support vector machines [139],
nearest feature lines (NFL) [113] and independent-compioaiealysis approaches [12].

All these methods are based upon principal component aadB8§A) algorithms.

» Feature-based Approach: In this approach, local featumdace such as eyes and nose,

are segmented and used as input data to construct a stiudasgsifier. In this cate-
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gory are also included pure geometry [123], dynamic linkhaecture [198] and hidden

Markov model methods [136].

» Hybrid Approach: This approach is developed following moganysiologic research. These
studies show that human beings perceive both local featuréavhole face. The most
significant features are eyes, mouth and nose, and whersegyeg, it is natural for these
features to describe distinguishing characteristics redgnt in other facial features. The
main aim in this approach is to develop models for the eyesw@math as ravines on the
Image surface. The most common techniques are modularfaggs{142], hybrid local

feature [141], shape normalised [45], and component-bamtdods([81].

4.2.2 Face Detection

The recent explosion of research activities in face redagnis due to the necessity of infor-
mation about a user’s identity, state and intent. This imition can be extracted from images
S0 computers can react accordingly. In the last ten yeamsy mesearch demonstrations and
commercial applications have been developed to reach tmaf2d0]. Face detection is the
first step in a face recognition system. A face detector ifiestand locates the face despite the
position, scale, rotation, illumination, age and expm@ssilt should work regardless of what
it is been analysed is an image or a video. A face detectorrdates whether or not there
are any faces in the given arbitrary image and, if presenirne the image location and the
extent of each faceé [210]. The performance of these tecksigepends on the quality of face
localisation and their ability to normalise, since classifion tends to be highly nonlinear and

non-convex|[112].
The challenges associated with face detection are relatie tfollowing factors/[210]:

» Pose: The face in an image may vary due to the relative cafaeeapose (frontal, 45

degree, profile, upside down)
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* Presence or absence of structural components: Faciatésatuch as moustaches, beards
and glasses may or may not be present. They have a great deaiaidility including

shape, color and size.

 Facial expression: A person’s facial expression can kighhnge the appearance of the

face.

* Occlusion: Faces may be partially occluded by some obggdig other faces in an image

with a group of people.

* Image orientation: Face images directly vary for diffdrestations about the camera’s

optical axis.

* Imaging conditions: Face appearance varies due to fastmhk as lighting (spectra,

source distribution and intensity) and camera charatiesigsensor response, lenses).

Face detection is usually performed following several cskm color, motion, facial/head
shape, facial appearance, or a combination of them. The efft@ent methods nowadays to

detect faces from a single intensity or color image are ifladsnto four categories [112]:

1. Knowledge-based methods: These methods are based andkalerived from human
knowledge of what constitutes a typical face. The ruleswaphe relationships between
facial features and can be represented by their relativardies and positions. Facial
features are extracted first in the input image, and the dateh are identified following
the coded rules. Also, a verification process is applied tuce false detections. The
principal problem with these methods is the difficulty innséating human knowledge

into well-defined rules. These methods are designed mainiia€e location[[112].

2. Feature invariant approaches: These approaches aindtmveriant features of face for
detection even when the pose, viewpoint, or lighting coodd vary. Eyebrows, eyes,
nose, mouth and hair-line are commonly extracted by usigg el@tector to build a sta-

tistical model describing their relationships. The prpatilocalization methods applied
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nowadays for a effective segmentation apart from faciaufes are textures and skin
color or combination of all of them. The principal problentkvihese approaches is that
the facial features can be severely corrupted due to octluygiumination or noise. These

methods are designed mainly for face location [112].

3. Template matching methods: In these methods, a staraargattern is stored or param-
eterized to describe the face as a whole or the facial feas@parately. The correlations
between the input image and the stored patterns are comfarte@tection using face
contour, eyes, nose, and mouth independently. These nee#iiedchighly inadequate for
face detection since they are very sensitive to variatioscale, pose, and shape. Tech-
nigues such as multiresolution, multiscale, subtemplatesdeformable templates have
been proposed to achieve scale and shape invariance. Tle#iseds have been used for

both face localization and detectian [112].

4. Appearance-based methods: These methods develop tesfptam training the system
with faces. They rely on techniques from statistical analgad machine learning to find
the relevant characteristics of face and nonface imagesy dlassify the images into two
sub-images (face and non-face). A face/non-face classfeemstructed training the sys-
tem with a face database to distinguish the regions basetkels pPixels in the face area
are high correlated meanwhile in the non-face area pressstregularity. These meth-
ods are sensitive to changes in facial appearance, lightidgacial expressions since the
boundaries may become very complex to differentiate. Mewali classifiers are created
for such cases. Amongst the most common methods we can fgehfaces, distribution-
based methods, neural networks, support vector machindglg sparse network of

Winnows(SNoW), Naive Bayes Classifier, Hidden Mark and AdaBalugirithms[112].

Statistical learning-based methods [112] classify thedduay learning from training data

to extract good features and build classification enginé®e data used for the training is ap-

pearance images or features extracted from appearance.pgiottknowledge about faces and
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Classification Methods Representative Approaches

Knowledge-based methods

—Hierarchical Multiresolution rule-based approach [208]

Feature-invariant methods

—Facial Features Grouping edges [213] [110]

—Texture Space Grey-Level Dependence Matrix (SGLD) of face pati#é@h
—Skin color Mixture of Gaussian [209] [125]

—Multiple Features Integration of skin color, size and shapel[97]

Template Matching Methods
—Predefined Face Templates Shape Template [47]

—Deformable Face Templates | Active Shape Model (ASM) [106]
Appearance-based Methods

—Eigenface Eigenvector decomposition and clustering [186]
—Distribution-based Gaussian distribution and Multilayer perceptron [179]
—Neural Network Ensemble of neural networks and arbitration schemes [ 2341][
—Support Vector Machine (SVM) SVM with polynomial kernel[[139]

—Naive Bayes Classifier Joint Statistics of local appearance and position[164]
—Hidden Markov Model Higher order statistics with HMM_[147]

—Information Theorical Approach Kullback relative information [11/1]

Table 4.1: Classification of Methods for Face Detection

variations in the training data are taken into account ferdéfarning. The principal mathemati-

cal methods to divide the image through statistical anglgse:

* Principal Component Analysis (PCA): Itis a mathematicateure derived from Karhu-
nen - Loeve’s transformatioh [201]. It transforms a givedirmensional vector representa-
tion of correlated variables of each face in a training setnafges, into a smaller number
of uncorrelated variables called principal componentsesghprincipal components are
a t-dimensional subspace whose basis vectors correspdhd tnaximum variance di-
rection in the original image space. If the elements in angenare considered random
variables, the PCA principal components are defined as exgéms of the scatter ma-

trix [186].

« Linear Discriminant Analysis (LDA): Itis closely relateéd PCA since both look for linear
combinations of variables which best explain the data![1BRjwever, LDA attempts to

model the difference between the classes of data while PCAh®mther hand, does
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not take into account any difference in class, and the faamtalysis builds the feature
combinations based on differences rather than similaritidDA discerns the vectors in
the underlying space that best discriminate among clagsesall samples of all classes
the between-class scatter matrix SB and the within-clasgesamatrix SW are defined.
The goal is to maximise SB while minimizing SW, in other wardsaximise the ratio

detSB/det|SW . This ratio is maximised when the column vectors of the mtija

matrix are the eigenvectors W1« SB) [58].

Independent Component Analysis (ICA): Itis a computationedhod for separating mul-
tivariate signals into additive subcomponents. It minasiboth second-order and higher-
order dependencies in the input image and attempts to finktkis along which the data

Is statistically independerit [12].

4.2.3 Feature Extraction

Once the face detection step has extracted the facial coenpgrihe image is normalised based

on the located points regarding the geometrical propefoewing geometric transformations

and morphing. Often, the image is further normalised foltmyphotometric transformations

such as grey scale and illumination. With the image norredlishe second step is applied.

Feature extraction is performed to extract distinctiverabteristics of each face to distinguish

faces of different people [84].

In this step, facial features hold an important relevancenyrecognition systems need

facial features in addition to the face detection systemigFauman features can be of different

types: region[[157], key point (landmark) [197] and contfzih].

Three main kind of facial feature extraction methods canisnguished as follows [7]:

1. Geometric, Feature-Based methods: Generic methods bassthes, lines, and curves.

Faces can be recognised even when the details of the faafatés are no longer resolved.
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The information left is geometrical, and the methods extralative position and other

parameters of distinctive features such as eyes, mouth, aod chin[[88]/[18]/[69].

2. Feature Template-based methods: The face in the imagampared using a suitable
metric (typically the euclidean distance) with a single péee representing the whole
face. These methods are used to detect facial features segiesiand they have difficulty
when the appearances of the features change significalitbe(teyes, eyes with glasses,
open mouth, etc) since each feature is characterised witked femplate. Thus this

technique suffers of a strong scale and poses depende@2Z1.

3. Structural template matching methods: They take intcsiclemation geometrical con-
straints on the features. A novel model is the Active Shapddéfahich is much more

robust in terms of handling variations in image intensity &mature shape [45] [94].

4. Color Segmentation techniques: These methods use thed&irto isolate the face. Any

non-skin color is a candidate for a facial feature such as,eyeuth, etc [36].

5. Appearance-based approaches: They extract charicgefrem the image which are
not simply eyes or mouth. Amongst these methods, we can find, RCA or Gabor-

wavelets|[186]/[12]/[184].

Regarding facial feature extraction based on templateseybe are the most important

feature in the face, due to several reasons [7]:
» Eyes are crucial to establish the state of human beings.

» Eye appearance is less affected by temporal changes statiaair, transparent spec-

tacles, ageing, etc.
» Eyes position allows to locate and identify the face scalkits in-plane rotation.

» Accurate eye location enables to identify other face festwf interest for face recogni-

tion.
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Due to this evidences, normally a feature extraction meth@valuated following its per-

formance in terms of error measures only when extracting mgation[[32].

4.2.4 Face Recognition Techniques

The last step in a face recognition system is the face majchin this step, the extracted
feature vector of the initial image is matched against tleegan the database [112]. The
result will be an identified face is the matches are confideanugh or an unknown face on
the other hand. Face recognition techniques can be classif® two broad categories [27]:
analytic or feature-based approaches and holistic or agpeabased methods. The analytic
approaches [69] extract a set of geometrical features fhanfidce such as eyes, nose, mouth,
etc., and together with the face outline form a feature weciithis vector, which includes
properties and relations such as areas,distances and doggleeen feature points, is used to

find a candidate from a face database [87] [46] [123].

The holistic methods take into consideration the globabpries of the human face pattern.
The face is recognised as a whole without using only certaiimtp obtained from different face
features. In general, these methods operate directly @ f@xel without the facial features
detection step. Holistic methods use techniques to tramstioe image into a low-dimensional
feature space with enhanced discriminatory power![177]ida#lg, they project an image into
a subspace and find the closest pattern. These methodstpresegood results in standard,

well-illuminated frontal face images. The major appeaeabased algorithms are the follow-

ing:

» Eigenfaces: It is one of the most used and investigatedoappes. It uses principal
component analysis (PCA) to represent the faces [186]. Eages are the principal com-
ponents of the distribution of faces. The eigenvectors lagecbvariance matrix of the
set of faces and they are ordered to represent different mis@f variation among the

faces. Each face is represented by a linear combinationeoéithtenfaces. Illumination
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normalisation is normally necessary for this approach. st prominent method are

the one developed by [177] and [186].

* Neural Networks: The advantage of using this method is duéstnonlinearity in the
network. Therefore, the feature extraction may be moreieffichat linear methods such
as eigenfaces. The main disadvantage appears when the mointdividuals increases
because the computational cost will increase. They alsd nedtiple model faces per

person in order to train the system [216]/[96].

» Geometrical Feature Matching: They are based on a set ofiggizal features of a face.
They use a vector to represent the location and the size oh#e facial features. One

of the pioneering works was done by [87].

» Graph Matching: M. Lades et al. [105] presented a dynamic $itructure for distortion
invariant object recognition, which employed elastic ¢rapatching to find the closest

stored graph. This method is an extension to classicalaatiheural networks.

» Fisherface: This method was proposed by Belhumeur et &), ylltich uses PCA and
Fishers linear discriminant analysis to produce subspagegiion matrix that is very
similar to that of the eigenfaces method. However, this ap@n minimises the variation
within each class, yet maximising class separation, so ttbielgm with variations in the

same images such as different lighting conditions can becowe.

Face Recognition has always been a very popular topic in g@areh field because its
applications may be very useful for personal verificatiod secognition. On the other hand, it
also has been a very challenging task because of the inrf¢eiltles to implement a reliable
system due to all different situations that human faces edound in. In the last twenty years,
many diverse techniques have been developed in an attegnedi® a steady and robust system

that could be used in a huge number of situations.
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Approach

Summary

Performance

Bayesian Eigen-
faces[[142][[128]

Generalisation of the Principal Compone
Analysis (PCA) approach by examinin

nPerformance with FERET database:
gPose: Frontal training view well up t

variations in appearance of the same indiHlumination: Handled well

the probability distribution of intra-person} 45 degrees rotation

vidual and extra-personal variations in

pearance due to difference in identity. G
ing from eigenfaces to modular eigenfe
tures that correspond to face componer
such as eyes, nose, and mouth (referreg
as eigeneyes, eigennose, and eigenmout

pExpression: Problems with scream

odeformation of the mouth and eye n3

arowing

it§cclusion: Less sensitive to upper fa

] teclusion

n)Recognition rate of 95% on the FERE
database.

r-

ce

Discriminant
Analy-
sis [58] [215]

Method based on combining PCA and LD
to distinguish the different roles of within
and between-class scatter by applying d
criminant analysis. The method consists
two steps: first the projection of the face in
age from the original vector space to a fa
subspace via PCA, second, via LDA, obta
ing the best linear classifier.

IAPerformance with FERET database:
- Pose: Frontal training view well up t
is45 degrees rotation
ofilumination: Handled well
n-Expression: Problems with scream
celeformation of the mouth and eye ng
nrowing
Occlusion: Less sensitive to upper fa
occlusion
Recognition rate of 95% on the FERE
database.

r-

ce

Discriminant
Eigenfea-
tures [215]

Face recognition system which uses au
matic selection of features from an ima
training set using the theories of multid
mensional discriminant analysis and the i
sociated optimal linear projection. Th
MDF space discounts factors unrelated
classification, such as lighting direction at
facial expression when such variations 3
present in the training data.

to-
ye
i-
nS-
S
to
nd
are

Dynamic link ar-
chitecture[[105]

This method represents individual faces
a rectangular graph, each node labeled w
a set of complex Gabor wavelet coefficien
called a jet. A jetis used to represent the
cal features of the face images based on
Gabor wavelet transforms. Only the magt

tudes of the coefficients are used for mat¢

ing and recognition. For the recognitig
of a new face, each graph in the databs
is matched to the constructed graph of

byt performs very well in terms of invari;
jithnce to rotation. However, the matc
tsing process is computationally expe
osive.

the

ni-

h-

n

ase

he

new image separately and the best matchin-

dicates the recognised person. Rotatio

in

depth is compensated for by elastic defor-

mation of the graph.
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Approach

Summary

Performance

Elastic bunch
graph matching
(EGM) [197]

This method extends the dynamic link g
chitecture method in order to increase t

matching accuracy for bigger databases armécognition rate was very high (98% for

handle larger variations in poses. EGM us

the phase of the complex Gabor wavelet ¢aanks) compared with matching of pro-

efficients to achieve a more accurate locat

rPerformance with FERET database:
h&or frontal against frontal images, th

ethe first rank and 99% for the first 10

ofile images.

of the nodes and to disambiguate pattern&GM-based systems have good perfor-

The goal of EGM on a test image is to fin

the fiducial points and thus extract from thequire a large-size image, which restrigts
image a graph that maximises the similarthe application to video-based surve

ity. The morphological elastic graph matc
ing has been proposed for improvement.

dmance in general. However, they re-

hdance.

Fisherfaced [15]

This method improves the performan

cd-isherface algorithms are believed [to

of direct PCA approach by applying firstoutperform eigenface methods, since

PCA for dimensionality reduction and the
Fisher’s linear discriminant analysis.

nLDA extracts features more suitable for
classification purposes. On the other
hand, Fisherfaces require multiple im
ages for training for each person, which
is not always available for some appli
cations. It is weak against different i
lumination and head pose. It has a rate
of recognition of 96% in perfect condi
tions.

Independent
component
analysis([[12]

This method seeks non-orthogonal basikCA method, when carried out in

that are statistically independent while PQ

Ahe properly compressed and whitened

finds a set of orthogonal basis for face imspace, performs better than the Eigen-

ages of which the transformed features arfaces and Fisherfaces methods, but
uncorrelated. The basis images developgaerformance deteriorates significantly
by PCA depend only on second-order imwhen augmented by an additional dis-

age statistics. ICA generalizes the conc
of PCA to higherorder image statistics rel
tionships.

its

eqiriminant criteria such as the FLD.
a_

Line
map [66]

edge

The line edge map (LEM) approach e
tracts lines from a face edge map as featu
based on a combination of template matg

ing and geometrical feature matching. Simlow memory requirements, and shows

ilarity of face images can be measured

a face feature representation scheme b3
on the LEM.The faces are encoded into

nary edge maps using the Sobel edge de
tion algorithm. The Hausdorff distance wa
chosen and is calculated without an expli
pairing of points in their respective data se

X-The LEM method possesses the ad-
egantages of a feature-based approach,
thwhich is invariant to illumination, has

byigh recognition performance using
stemplate matching.
Di-

tec-

AS

cit
ts.

Hybrid Neu-
ral Net-
works [116] [107]

These methods combine local image sgniFhese methods perform extremely we

pling, a self-organizing map (SOM) neur

network and a convolutional neural networkperson. However, when the number

|
le
of

alwhen it comes to recognise one sing

SOM provides a quantization of the imagepeople increases, the computation éx-

as well as partial invariance to translationpenses become more demanding.

rotation, scale and deformation in the ima
sample.

g&ultiple model images per person are
necessary for training the system.
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Approach Summary Performance
Support SVMs are an effective pattern classifierSVMs operate in an induction prin
Vector Ma- | They find the optimal separating hyperplapeiple called structural risk minimisa

chines|[[80][[79]

that maximises the margin of separation
order to minimise the risk of misclassifica
tion not only for the training samples, bt
also the unseen data in the test set.
SVM classifier is a linear classifier whet
the class separating hyperplane is chose
minimise the expected classification defin
by a weighted combination of a small subs
of the training vectors, called support ve
tors.

iion. Structural risk minimisation aim
a-at minimising an upper bound on the
itexpected generalisation error. Com-
pared with a standard PCA method, the
eSVM verification system was found tp
N be significantly better.
ed

et

C

Uy

Embedded EBN is a generalisation of the embeddedhis method has more flexibility i
Bayesian  Net-| hidden Markov models that are a set of staterms of natural face variations, sca
work(EBN) [135] [18%lical models used to characterise the stang, and rotations, while significantl
tistical properties of a signal. An EBN isreducing the complexity of the fully
defined recursively as a hierarchical struceonnected 2D HMM.
ture where the "parent” node is a Bayesian
network (BN) that conditions the EBNs ar
the observation sequence that describes|the
nodes of the "child” layer.
\olterra Face images are spatially arranged as |nFhe Volterra kernel computation re

Faces|[104]

age patches. This method has a smo
non-linear functional mapping for the co

responding patches such that in the rangeomputation of kernels for any order of

space, patches of the same face are ¢

to one another, while patches from differe
faces are far apart, in L2 sense. For thi

\olterra kernels are used. It tries to mi

imise intraclass distances while maximising

interclass distances.

otfuces the generalized eigenvalue prob-
r-lem which translates to a very efficient

oapproximation of the functional.

Table 4.2: Comparison of major algorithms for face recognition
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In this chapter, the different techniques used to test tieibty of the proposed CAPTCHA
methods against machine attacks are described. FirsthGHRT technique used to recognise
objects and characters is presented, along with a genesaliew of its functionality. And
secondly, a general state-of-the-art review of the mostl asel important face recognition
techniques is presented since the experiments for the iIQA§T CHA approach are based on

face image recognition.
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Chapter 5

Human Perception and Recognition

The human friendliness of the novel CAPTCHA approaches tlegbiasented in this thesis de-
pends on a number of factors related to how human beingsipelad understand characters,
images, and objects. It is essential that the CAPTCHA testbeaasily passed by the human
users to avoid wasting their time, being boring, or what issgp getting the users to avoid
using web services that require human verification. For the T@HA approaches developed,

an exhaustive study on human perception and recognitiobdes done.

In the following sections, Gestalt psychology theory anthhao face perception and recog-
nition are described. The Gestalt psychology is used focthation of the shadow character
CAPTCHA approach since it explains how human beings are capdblcognising shapes,
objects and characters as a whole even if their outline isnmdete. The human face percep-
tion and recognition theory is used for the creation of theoed approach based on a face
recognition CAPTCHA method and it explains how human beingsgeise faces as a natural
social and cultural process and the brain capabilities éamgiso are more developed than for

recognising objects.
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5.1 Gestalt Psychology

Understanding human psychology is an important factor éater successful CAPTCHAs. In
this research, we have focused in a particular branch c@lestalt psychology. The concept
of gestalt, German word for “essence or shape of an entityisplete form™, was first intro-
duced in contemporary psychology by Christian von Ehrerifdlswing the theories of David
Hume, Johann Wolfgang von Goethe, Immanuel Kant, DavidlelarErnst Mach and Max
Wertheimer. Later on, Fritz Perls, Laura Perls and Paul G@odcreated the gestalt therapy
by bringing together the diverse European and Americanrié@®and backgrounds to synthe-

sise a new psychotherapy and social theory [21].

The main principle of Gestalt psychology focuses on the ephthat the brain is holistic,
parallel, and analog, with self-organising tendenciess phinciple maintains that "The whole
is other than the sum of the parts” [101], and the human eyeagects in their entirety before
perceiving their individual parts. The gestalt effect slgies that perception is the product of
complex interactions among various stimuli and it depemd$ie form-generating capability of

our senses to perceive whole forms instead of just a cadlect simple lines and curves [85].

At the beginning of the 20th century, the school of Gestadtpsed a series of theoretical
and methodological principles that attempted to repretbensubjective experience of percep-

tion such as follows [109]:

* Principle of totality states that the conscious expemestrould be viewed holistically, as

a totality of the dynamic interactions of components of thaarh

 Principle of psychophysical isomorphism states thatehsra correlation between the

perceptual phenomena and the activity in the brain.

* Phenomenon experimental analysis states that any psgibal experiment should have

as a starting point a phenomena and not sensory qualities.
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* Biotic experiment states the need of conducting real erparts on natural situations and

real conditions to reproduce with higher fidelity the hadiltsituations of the subjects.

The perceptual process exhibits four key gestalt progestieh as emergence, reification,
multistability, and invariance. the ubiquity of these pedjes in every aspect of perception sug-

gests that gestalt phenomena are fundamental to the nétines merceptual mechanisin [109].

Emergence Emergence is the process of complex pattern formation fiowpler rules. The
main characteristic is that the final global form is not comepdun a single pass but continu-
ously. The best example can be observe in Figure 5.1. In therpj the local regions of the
image do not contain enough information to distinguishisiggnt form contours from insignif-
icant noisy edges, but as soon as the subject is recognmegetception of a dalmatian dog is
very vivid despite the fact that much of its perimeter is nimigs The Gestalt theory does not

offer any specific computational mechanism to explain thipprty in visual perception [109].

Figure 5.1: Example of the Gestalt property emergence.

Reification Reification is the constructive or generative principle ofcegtual processing,
by which the final form is perceived by filling-in of a more colefe and explicit perceptual
entity based on a less complete visual input. The Kanizsaefighown in Figuré 512 is one

of the most famous illusions produced by the Gestalt thebrythe figure, a triangle can be

80



recognise by filling-in perceptually, and producing visedges in places where there are none

in the input [109].

"
¢ 9

Figure 5.2: Example of the Gestalt property reification showing the Kanizsa triangle andlee.

'

Multistability  Multistability refers to the visual process of perceptidterception must in-
volve some kind of dynamic process whose stable statesseqirthe final percept. One famous
example is the Necker cube, shown in Fidurée 5.3, where apgeldviewing of the picture pro-

duces spontaneous reversals, and the final percept deptierseid [109].

Figure 5.3: Example of the Gestalt property multistability.

Invariance Invariance is the property in which an object can be receghisegardless of its
rotation, translation, scale, change of lighting or baokipd, or texture and motioh [109](see

Figure[5.4).

The Gestalt principles of perception come from the law é@goranz (german for language),
and describe the organization of perceptual scenes. Theflpragnanz says that when we
look at the world we usually perceive complex scenes contpbo$senany groups of objects
on some background, with the objects themselves consistipgrts, which may be composed

of smaller parts, etc., and we tend to order our experieneenranner that is regular, orderly,
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Figure 5.4: Example of the Gestalt property invariance.

symmetric, and simple. The interpretation of sensatiom ¢bhaes from the perception are

called the “Gestalt lawsT [56]. They are as follows:

Law of Proximity The law of proximity states that elements tend to be perdeas ag-
gregated into groups if they are near each other. For exanmpfegure[5.5, the first row is
perceived as a sextuplet while the second and third row,altreetchange of distance between
some of the components, the patches are perceived not jlestto@ly as a sextuplet, but also

as being subdivided into groups.

[ G Y G Gy 8
(a)

a8 46 AN
(b)

O 46 48 o
(c)

Figure 5.5: Example of the Gestalt law of proximity.

Law of Similarity  The law of similarity states that elements tend to be intiegranto groups
if they are similar to each other. This similarity can ocauthe form of shape, colour, shading
or other qualities. For example, as shown in Fiduré 5.6, l@mss have a constant distance

between them, but they are perceptually partitioned inteettadjacent pairs, due to the sim-
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ilarity of visual attributes such as lightness (first rowdjaur (second row), size (third row),

orientation (forth row), or shape (fifth row).

OO 808 44 8 § o

(a) (c)
SHHHBH06 46561 T e
(b) (d)

Figure 5.6: Example of the Gestalt law of similarity.

Law of Symmetry The law of symmetry states that the mind perceives objedigiag sym-
metrical and forming around a centre point. When two symmatelements are unconnected
the mind perceptually connects them to form a coherent st&ipelarities between symmetri-
cal objects increase the likelihood that objects will beugred to form a combined symmetrical

object.

Law of Common Fate The law of common fate states that elements tend to be perteiv
as grouped together if they move together. We perceive eltnoéd objects to have trends of
motion, which indicate the path that the object is on. Fomgxe, if there are an line of dots
and half the dots are moving upward while the other half areingpdownward, we would

perceive the upward moving dots and the downward movingaota/o distinct units.

Law of Continuity  The law of continuity states that oriented elements or gedepd to be

integrated into perceptual wholes if they are aligned walbheother. In cases where there
is an intersection between objects, individuals tend tegiee the two objects as two single
uninterrupted entities. Stimuli remain distinct even watrerlap. We are less likely to group

elements with sharp abrupt directional changes as beingloeet. For example, as shown in
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Figure[5.7, the principle is applied in the same way for elet®@rranged along lines, as well

as for patterns built from corresponding lines themselves.

s,ﬁb“b'b‘ﬁrﬁak
o® ) .,
&

.
&
&
&

(a) (b)

Figure 5.7: Example of the Gestalt law of continuity.

Law of Closure The law of closure states that elements tend to be groupethigf they are
parts of a closed figure. Specifically, when parts of a whaltupe are missing, our perception
fills in the visual gap. For example, as shown in Figure 5.8,perceive the circle and the

square as a whole even thought there are gaps missing.

p T, P " 1

\ ] I

I i | |
\ / I

. o~ x n ol

Figure 5.8: Example of the Gestalt law of closure.

Law of Good Gestalt The law of good gestalt explains that elements tend to bepgebu
together if they are parts of a pattern which is a good Gestataning as simple, orderly,
balanced, unified, coherent, regular, etc as possiblendhe input. This law implies that as
individuals perceive the world, they eliminate complextyd unfamiliarity in order to observe
a reality in its most simplistic form. The law of good gestaltuses on the idea of conciseness

which is what all of gestalt theory is based on.
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Law of Past Experience The law of past experience implies that elements tend todgpgd
together if they were together often in the past experiefitieeoobserver. If two objects tend
to be observed within close proximity, or small temporaémals, the objects are more likely
to be perceived together. For example, as shown in Figureve. perceive the stroke as roman

characters, even when there is change in colour, distandgstortions.

captchas
captchas

captchas

caplichas

Figure 5.9: Example of the Gestalt law of past experience.

5.2 Human Face Perception and Recognition

Face Perception is a cognitive process that humans perfsity and with high rate of success.
This process uses the brain and the nHrtd comprehend and interpret the human face. The
theoretical starting point for human face recognition igtttve have image-based templates
in our memories and the process of recognition activatesdnesponding template for the
face/object that wants to be recognised. However, it is atimopossible for the brain to cover
all available faces in the world and convert them into tertgdaso breaking them into features

makes the problem easier to solve![25].

Face perception involves diverse processes that occustimcti areas of the brain. The re-

sult of evolution and functional differentiation have pabe areas in the temporal lobe known

1The brain is the part of the central nervous system situatdnithe skull, meanwhile, the mind is the term
used to describe the higher functions of the human braingiwéiie subjectively conscious.
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Cuneus

Frontal

Medial
orbito-frontal ~—
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Temporal
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Figure 5.10: Medial surface of cerebral cortex by Hagmann P, Cammoun L, Gigaxdbteuli R,
Honey CJ, et al.

pole

as fusiform gyrus and as well as another cortical areas suittheainferior temporal gyr( [90].

These areas are more active during face viewing than objeeing and they are profoundly
related to the social, emotional and associative taskdhleabrain performs. This may be re-
lated to the need of nurturing social and emotional skiltleaibirth. An example of how the

brain is divided can be seen in this Figlre 5.10.

Sex gender and race are also important matters when it canfi@set recognition. Studies
have demonstrated [60]that male subjects used the righispéere activation system, while
the female subjects used the left one. Furthermore, facen@on performance in female
individuals was not associated to estimated intelligencgewveral basic cognitive processes,
which may suggest a role for sex hormones. Women tend to nessgiore women faces than

men, albeit there are no difference with male faces|[148].

The importance of other-race experience in own-versug-ottee face processing has been
further researched by [140], [178], [190]. They showed thpartance of the relationship be-

tween amount and type of other-race contact and the alwlipetceptually differentiate other-
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race faces. Individuals with greater experience with ethees demonstrate more accurate

answers when discriminating other-race faces than indalglwith less experience.

As mentioned in the first paragraphs of this section, faceqpion and recognition is
an experience-expectant process, which begins within tsiesix months of life. This field
is enthusiastically studied by psychologists and neurstegn an attempt to understand the
mechanism of brain activity. Faces provide an early chanhebmmunication through dis-
crete neural circuits. Also, it is seen as a special abiliat has been selected for thorough
evolutionary processes, and conserved across speciesisTpossible since face is the main
tool for communicating in groups of increasing size. Onlyamtly,in the scale of human evolu-
tion, human language and abstract reasoning have emehgedate language, to some extent,

is universall[138].

Although, despite of the studies in this area, little is knaabout the differences between
object recognition and face recognition [89], [67]. Expeental results with adult beings have
suggested that faces are perceived as a special class ofistaparate from other patterned
objects. Considering face perception "engages a domabifgpgystem for processing both
configural and part-based information about faces” [213,aonclude that this is needed to

accommodate geometry, illumination, occlusion and dsgand temporal changes.

One of the most widely accepted theories of face percepB6éhdrgues that understanding
faces involves several stages: pictorial, structuraljally derived semantic, identity-specific
semantic, name, expression and facial speech codes. Thlisl maplies that face perception
involves different independent sub-processes that wopanallel. A proved method to help
understand the complex functionality of the brain is thelgtf brain-injured or neurological ill
people. Prosopagnosia [78] is the impairment in the alifitecognise familiar faces, and its
commonly accompanied by brain damage. As individuals witthsan impairment may have
different abilities to understand faces, the investigatibthis illness has helped to develop the

theories of stage-face perception models [26].

87



Face perception is a natural ability developed by everylsihngman being and it is used
in a multitude of social functions. For that very same reaserhave decided to create a new
CAPTCHA test based upon face recognition, to allow people filam@rse cultural backgrounds

and societies take the test and pass it successfully.

In this chapter, Gestalt psychology and human face peareptid recognition theories are
described for the purpose of making the CAPTCHA approacheg maman friendly when
solving them. The Gestalt psychology section describes awan beings are capable of
recognising shapes, objects and characters as a wholefdteir outline is incomplete. The
human face perception and recognition theory section dbeschow human beings recognise
faces as a natural social and cultural process and the lapaibdities for doing so are more
developed than for recognising objects. These theorietateeused to create new types of

CAPTCHAs that are easy for human to solve but difficult for maeki

88



Chapter 6

Visual Word-Based CAPTCHA

In the traditional approaches to OCR-based CAPTCHAs, affinsfibamations are used, i.e.,
rotation, scale, or shear transformations, due to its geoidpnance against OCR softwarel[11].
However, it is a well known fact that with specific segmemtatand clustering techniques, these
methods can be broken with a high rate of success [40, 73,303,1B1], which can then lead
to an increase of spam or malicious software in web servidesensure the robustness and
efficiency of the OCR-based CAPTCHASs there are generally twessu be addressed; The
first is the quality of the image warping techniques appligdere the distortions must avoid
being too simplistic such that they can be recognised stifmigvardly by a computer vision
technique. The second issue is that the warping effectsempphn sometimes make it harder
for humans to differentiate the letters in the word. Addiadly, these types of tests are often
found annoying and time-consuming for most people. The aito create a human-friendly

test that humans can pass easily.

In this chapter, a visual word-based CAPTCHA novel approagitasented. Along with
the developed shadow characters, the distortion techaigoelied allow an increase in robust-
ness against machine recognition whilst preserving ayféor difficulty in terms of human

recognition. Human and machine performance are compargdstate-of-the-art character
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recognition software and human users. The results obtamibe novel CAPTCHAI[150] are

summarised. Exhaustive experiments were performed taetisel efficiency of the approach,
where one hundred human users with different social backgi® and technological knowl-
edge evaluated the test. For each experiment, a random CAPT&adAlesigned for both the

human user and the machine software.

6.1 Properties of the Visual Word-Based CAPTCHA based

on Shadow Characters

As the work presented in this chapter primarily targets tid&cbased CATPCHA's methods, in
this section the basic properties of the framework are ds=tr The structure of the algorithms
is primarily the result of trying to minimise the risk of manh recognition to decipher the
test’s solution or preventing an unwanted subtraction efdata from the server, and increase
human usability. The former corresponds to one of the maicems when developing a
new CAPTCHA, since the purpose of the tests is to prevent tharesxpn of spam through web
services, and the latter corresponds to the level of humiis s&cessary to solve the tests, such
as accuracy, response time, and perceived difficulty of fee. afo increase security, there are
many strategies that can be used that involve distorticaskdround noise, and diverse types
of character fonts [9]. There exists several methods tlwifon occlusion and distortions [20,
44,/50] or character fonts and outlines [156,/158]. The nitgjof these methods can prevent
OCR software recognition, but are weak against segmentatidrcluttering techniques [40,
73,173,130, 131]. These methods were created with the omjyope of security, and due to
this fact, their human usability is very low, so most userd timem very annoying since they

require more than one attempt to solve the test [9].

The approaches presented here target a new type of chardngecannot be recognised by

computer software. The characters are developed by emgidaeir shadows that are created
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by a frontal lighting source. So instead of using a font torespnt them, they are outlined
by their shadows producing only discontinuous lines thatlthman eye can put together and
recognise as a word or a set of random letters and numberistwiachines cannot. The
main goal of using this brand new characters is their rolmsstragainst machine attacks and
their human usability since the level of distortions needddw. In the following paragraphs,
the main stages of the algorithms are explained. In the CAPT@téfods presented in this
thesis, it was important to develop a secure and effectivbodesince the CAPTCHAS should

be created in real-time and in an automated way. The frantelw@omposed as follows:

1. CAPTCHA development: CAPTCHA programs are made with the memd avoiding
machines to break through web systems but at the same tiloe; p¢ople to access
them easily. Humans have the capacity of recognising a tudéiof objects in images
with little effort, despite the fact that every object in tiheage may vary in diverse ways:
point of view, scaling, translations, small rotations,. édmmputer vision algorithms are
robust in recognising features and objects even if theya@etad, translated or distorted.
However, they are weak when the pattern of the object or @effe is partially obstructed
or itis not subdued to a boundary. The aim of the CAPTCHAs isiase the gap between
what a human can recognise and a computer vision progranotafomincrease this gap,
we developed characters defined only by their shadows. Tévistype of letters and
numbers are recognised with little effort by humans but imteof machines it becomes

a serious issue (see Figlrel6.1).

2. Shadows characteristics: The shadows are created biyoposy, in an imaginary 3D
space, a frontal lighting source that creates a 45°shadom, tbp left to bottom right. The
shadow is always the same. In terms of human recognitionisttize easiest recognisable
kind of shadow, since human beings that read latin alphabad, from left to right, and

from top to bottom.

3. Distortion techniques: Many computer vision technigcees solve the test by comparing

features extracted from a database. To avoid this problemtwsuce distortions to our
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Figure 6.1: Scheme of the recognition gap between humans and machines. The aim isés@icuman
recognition, decrease machine recognition and increase the gap béeaen of them.

images in real-time. In this process, characters are tistoandomly following geomet-

ric transformations. In our approaches we used affine argppetive transformations and
warping. The characters are distorted separately follgwinniform probability function.

The effects created are limited to prevent excessive dists; and the range of the dis-
tortions are limited between 0.2 to 0.6, being the completgye between 0 and 1. The
upper limit was defined by the results obtained by human userse the main purpose
of this research is to create more human friendly CAPTCHA agghies, and the bottom

limit was defined to avoid creating effects easy recogneshplmachines.

4. Rendering into a 2D image: In our approach we have usedfligictions in the coding
to make the process of rendering easy and with low computmost. The creation of
the shadows is done by variating the camera view points antighting sources for the

3D objects, whilst for the 2D characters is fixed.

6.2 Visual Word-Based CAPTCHA based on 2D Shadow

Characters

The concept of shadows characters is introduced here. Bhstip for the creation of the new

letters and numbers was to discover what kind of characterslde developed to improve the
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Figure 6.2: Block diagram of the CAPTCHA based on 2D shadow characters.

currently available programs. The idea came from analyisimgan psychology and perception
and seeing how human beings can perceive disconnectedasaatsvhole[[101]. Aiming to

increase the gap between human recognition and machingméoao, the shadow characters
were developed. This first algorithm was aiming to overcohgewweaknesses of the available

OCR tests and produce an increment in human usability.

The visual word-based CAPTCHA based on 2D shadow charactdéretes based upon
two dimensional characters defined by their shadows. Fi@drehows a block of the approach.

The following is a detailed explanation of the whole proaedu

1. An image database was created, composed by letters arlibraifsee Figure 8.3). The
images were designed with a white background and the cleasastre drawn by pro-
jecting the shadows to define the contours. The main advarthdoing so is that the
character boundary is not entirely defined as a whole. THescharacter recognition

process gets more difficult for the machines but remains eagyumans([101].
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Figure 6.3: Examples of 2D shadow characters.

2. Once the database was finished, the software of the CAPTC$iAves developed. The
program randomly selects six letters or numbers from thaldeste following a uniform
distribution function. After the characters are selectbé, program randomly distorts
each character separately. When the six characters areelistthey are put together in

the final image and the background is added.

3. The final step is the user’s interface development. Thésfiace is divided into two parts.
The upper section contains the image with the charactengalath a button to change
the displayed image, in case it is too difficult to solve. Tloétdim section contains a
text box to introduce manually the characters displayedaahdtton to submit the final
answer. If all the characters submitted match perfectlyctieracters in the image, the

user passes the test if not, the user fails it.

6.3 Visual Word-Based CAPTCHA based on 3D Character

models

The visual word-based CAPTCHA based on 3D characters methesiayee step further in the
development of the shadows characters. In this algorithstead of using plain characters, a
database with 3D models was develoged [150]. The modelssept the letters and numbers
in the English alphabet and they are used to create the shathmacters by applying lighting
effects and different camera view points. To make indepensgleadows, in each character,
lighting effects are applied randomly for each model to ptewdifferent perspectives of the

shadows. These effects are done by positioning the cameua &nd the light source in differ-
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Figure 6.4: Block diagram of the CAPTCHA based on 3D characters.

ent points in the 3D world. To prevent excessive distort@md unusual light effects, the space

range is limited in both cases.

The lightning source and the camera focus are always franthpositioned within a limited
range that never exceeds the dimensions of the models. Ppbeimns were obtained through
diverse type of experiments to see the kind of shadows peatiby the approach. These
experiments resulted in weird shapes once the lightningcecand the camera focus were not
frontal and in the same plane in the 3D space. The range of mavieis between 0.2 and 0.8,
for both the camera and the lightning source, being the cetapange between 0 and 1 along
the x and y axis. The maximum space separation allowed bathaé of them is set to be 0.5,
yet again, to limit the creation of non recognisable shapesswith the previous approach, the
distortions applied are also constricted between 0.2 tpl&ihig the complete range between
0 and 1. The upper limit was defined by the results obtainedumyam users, since the main
purpose of this research is to create more human friendly @ approaches, and the low

limit was defined to avoid creating effects easily recodnliséy machines.
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Figure 6.5: Examples of 3D model characters.

Figure[6.4 shows a block of the approach. The steps takerhédévelopment of the

program are as follows:

1. A database of 3D models of letters and numbers was cre@teimodels have a white
surface, no texture, and a white background in the 3D worllltav creating the shadow

effects by placing the lighting source and the camera viemipo different positions (see

Figurel6.5).

2. To use the models for the CAPTCHA tests, it is necessary tterahe 3D characters into
2D images using a low computational rendering process. drreéhdering process, the

lighting effects and the viewpoint are defined, as well agibstion of the 3D models in

the 3D world.

. The characters are again randomly selected using anremahistribution function. Once
the 2D image is obtained, the random distortions are apgkp@rately to each image.

Finally, all the characters are put together, adding aledittal background.

The user’s interface works following the same guidelim&the one created for the visual

word-based CAPTCHA based on 2D characters method.

Figure[6.5 shows two examples of the 3D characters rendete@D images. The image

representing the number "1” is defined by five lines. A persan, avith barely no trouble,

differentiate and connect those lines and form mentallyntleaning within it [101]. When it
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Figure 6.6: User's interface for Visual Word-Based CAPTCHA based on 3D &ttaer models

comes to visual perception, most people can form a mentaernawhat they are seeing or at
least the corresponding shape [195]. Also, the percepipends on the person’s experience.
If there is no grounding, that person may literally not peredt. As not everybody perceives
every object the same way, the focus is to create imagesrindiaed on common knowledge
and easy to recognise. On the other way, a machine will naigrese what those five lines

mean using the current algorithms, such as feature recogaind pattern recognition software.

This method is very flexible because the lighting effects may in lot of different ways.
Also, depending on the camera viewpoint, one light sourceceause different types of shad-
ows. Albeit, this does not affect human recognition becadisiee restrictions made to the light

and camera sources.
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6.4 Performance analysis of the Visual word-based

CAPTCHA approaches

In this section, the performance of the proposed approaochiesrease security in web appli-
cations is presented. The developed methods allow an seiadnternet security and human
usability. The evaluation is done by using optical recagniprograms as well as the computer
vision technique SIFT. The robustness and effectivenetisechpproaches are shown through
a comparison with the results obtained by the computer visgohniques and the results ob-
tained from the human visual recognition [150]. Exhaustixperiments were performed under
different setups, with the main purpose of comparing thelte®btained with the available
CAPTCHA methods. The experiments are performed using onerbdrifferent images for

both methods. The same images are used for the programseapddhle.

The evidence presented demonstrates that the visual vaseliCAPTCHAS are capable of
handling the web applications’ security requirements, iamgrove the results obtained by the
existing OCR-CAPTCHAs that can be found on Internet. In thisifhéise principal objective
is to increase the efficiency in terms of human recognitiofenimproving the robustness in

order to prevent computers from solving the tests.

6.4.1 Visual Word-Based CAPTCHA based on 2D Shadow Characters

For these experiments, different kind of OCR programs ovexgies without distortions has
been used. The images had different types of backgroundsake m more difficult to the
recognition programs. The images consist of six randomadhers and the backgrounds con-
sists on three types: blank background, random points lbaakd and lines background. The
points and the lines that appear in the images were createchimdom manner to avoid the cre-
ation of recognisable patterns. The OCR programs are: Mfrtmage OCR, FreeOCR.net
and Open OCR cuneiform. Performance of the visual word-b&#&aTCHA based on 2D

98



SL WO

Figure 6.7: Example of a visual word-based CAPTCHA based on 2D shadow dieasagith a blank
background.

shadow characters has been evaluated for all these OCR ssdtawad here the results are pre-
sented. The results are summarised by calculating an a/esaggnition percentage obtained
by the different OCR software, since the results are verylaimamongst all the OCR software.

This set of experiments targets only the robustness agaiashine attacks, whereas human

usability will be studied in following sections.

The first set of images are those with blank background. ketélst a simple white back-
ground has been used as it gives more facility for the OCR softwhen recognising. An
example of an image used is visualised in Figuré 6.7. Theltsesbtained show that the
boundaries made by the shadows are no so easily recognidbe BCR programs. Most of
the time, the characters are not recognised and the progeduns garbage values. Characters
as "M” or "W” can be recognised since their shadows represeat 80% of their surface(see

table[6.1).

In the second set of experiments, backgrounds with pointe wgroduced. An example
of an image used is visualised in Figlirel6.8. The aim of intoialy a different background
was to increase the difficulty for OCR software when recoggisiharacters, due to the inter-
ference with the points at the boundaries of the charactérs.results obtained show that the
recognition percentage obtained by the OCR programs is egducdhe images with points in
the background. An average of 99% of the time, the guess matteelprograms returns zero

character recognition(see table]6.2).
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Number of characters recognisedverage recognition percentage

0 > 98%

1 1%

2 <1%

3 0

4 0

5 0

6 0

Table 6.1: Results obtained with visual word-based CAPTCHA based on 2D shabamaters with
blank background. Most of the time the characters are not recognigktha programs
return garbage values.

Figure 6.8: Example of a visual word-based CAPTCHA based on 2D shadow deasagith a back-
ground with points.

In the third and final set of experiments, backgrounds witediwere introduced. An exam-
ple of an image used is visualised in Figlre 6.9). In this metithe main focus is to increase
the difficulty for OCR software when recognising characters @mpare results with the ones
obtained with images with points in the background. Theltesibtained show that the recog-
nition percentage obtained by the OCR programs is also redocmparison with the blank
background, but show no improvement in comparison with dseilts obtained from the sec-
ond set of experiments. The fact that the lines are horitani@interfere with the boundaries
causes the programs to make wrong guesses when it comeginguish characters such as

"F” and "T” (see tabld 6.3).

According to the results, the presented approach perfomadichs it does not allow OCR

programs to recognise the characters in our tests. Theseswwed that even though there
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Number of characters recognisedverage recognition percentage

0 > 99%

1 <1%

2 0%

3 0

4 0

5 0

6 0

Table 6.2: Results obtained with visual word-based CAPTCHA based on 2D shabamaters with
background with points. The recognition percentage obtained by the @&fRams is re-
duced due to the interference with the points at the boundaries of thectdrara

)
1O s\~ /!

Figure 6.9: Example of a visual word-based CAPTCHA based on 2D shadow deasagith a back-
ground with lines.

were cases that the OCR software could recognise one chamctene of the experiments, the
computer software could pass a single test. As presentdthpter one, there have been many
attempts to break the visual word-based CAPTCHAS by usingaptharacter recognition.
They were successful due to the simplicity of the charaaadsthe distortions. By creating
the shadow characters, we have managed to avoid OCR macliomgnrgon, but to avoid
recognition done by segmenting and cluttering it is neaggsanclude distortions and evaluate

the results with a more complex object recognition software

Once the distorting techniques were applied to createrdifteexamples, SIFT method was
used to evaluate the effectiveness and robustness of thapim@ach. The recognition process
uses matching between the image features and a databased$ettat have known objects.

To evaluate the images with SIFT, the database createddonéthod was used to extract the
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Number of characters recognisedverage recognition percentage

0 > 99%

<1%
0%
0%
0%
0%
0%

o o1 B~ WN B

Table 6.3: Results obtained with visual word-based CAPTCHA based on 2D shabamaters with
background with lines. The recognition percentage obtained by the O&Rams is also
reduced in comparison with the blank background, but show no improwameomparison
with the results obtained from the second set of experiments

features of the shadow characters. Once the features aesetext, a comparison was carried
out character by character to check if there was a match leetiixem and the characters in the
image. In the Figure 6.10 can be appreciated the matchingeketthe database features and
the features in the CAPTCHA.

The experiments done show that most of the time, if a char&ctdearly recognised, the
matches are between 2 and 3 vectors. If the match is no cleagbnone vector is obtained,
and a decision is needed to decide if the match is valid orIitihere are not matches at all,
there are no pointing vectors. We tested the matching dkgonwith 100 images. In order to

pass, the algorithm has to recognise the six characterg IGAPTCHA.

During the experiments, also the weakness of SIFT charestegnition system was eval-
uated. To do that, the recognition rate for the differentadtsons applied was recorded to
create statistics to see which distortions are the mosterifi@gainst recognition programs
and specifically, SIFT. The valid matches obtained showdhatacters rotated 45 degrees or
sheared vertically are recognised with 45.84% accuracsticeé mirror has a 60% of correct
answers but 66.7% of times we have obtained only one matai@or. Horizontal shearing
has an accuracy of 17.64% of correct answers as opposeddjpegtve distortions that have

28.57% of correct answers (see Figure 6.11).
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Figure 6.10: Matching results from SIFT with 2D shadow characters

According to the results, the inclusion of distortions hgreved the robustness of the
method (see table 6.4). The rate of tests passed succgdsfulIFT software is 0%. How-
ever, it also shows that some distortions and charactens &ktter recognition that others. If
we make a comparision of our results with the results obthimeother researchers with the
available CAPTCHAS 40, 73, 73, 130, 131], the improvementsloaclearly seen since the

percentage of correctly guessed test goes from 30% up to 70%.
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Distortions recognition rate by SIFT
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75 q
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Distortions

Figure 6.11: Statistics obtained from evaluating the capacity of SIFT software to re@divisrse dis-
tortions applied to the 2D characters approach. The distortions includéegtge rota-
tions, vertical mirror, vertical shearing, horizontal shearing andpeets/e transforma-
tions.

Number of characters recognisedecognition percentag

0 20%
10%
20%
50%
10%

<1%

0%

1)

D 01 B~ WON P

Table 6.4: SIFT results on the images tested for the 2D characters approach. ws shat the rate
of tests passed successfully by SIFT software is 0%. However, it Al®essthat some
distortions and characters allow better recognition that others.

To test the performance of the CAPTCHA tests it is also necgssaevaluation of human
usability, and its results hold the same importance as ttehima recognition ones. To evaluate
the images with human beings, one hundred different peojpledifferent levels of Internet
knowledge and visual capacity were selected. The imagespvesented to the users with one
requirement; fill the box with the characters you see on thegen In order to pass the test;

the people have to recognise the six characters in everyamiagring the tests, 70 % of the
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Number of characters recognisedercentage of Tes
0 0%
0%
0%
0%
0%
< 3%
97%

o O~ WDN P

Table 6.5: Results obtained in the tests solved by humans for the 2D shadow chaegpesach. Al-
though not all the times the six characters are fully recognised, 90% of thg, tiheeperson
using this CAPTCHA in a web application can pass the test without havingsissue

people failed in recognising the character "P”. They idesdiit as a "b”. Also, the character
"X” has been recognised as a "t” and as the symbol +. In termisuofian recognition, this

approach is also robust and efficient. Although not all thees the six characters are fully
recognised, 90% of the times, the person using this CAPTCHAwela application can pass
the test without having issues. To make it simpler, somectiies can be given to help solve

the tests (see table 6.5).

6.4.2 Visual Word-Based CAPTCHA based on 3D Character models

For these experiments, the SIFT software over images wétodions has been used. The
images consist in six random characters rendered and tédtoPerformance of the visual

word-based CAPTCHA based on 3D characters models has beeatéhhnd here the results
are presented. The results are summarised by calculatexpgmition percentage obtained by
SIFT software. This set of experiments targets only the stiimss against machine attacks,

whereas human usability will be studied in following serso

Image recognition is a task that can be solved almost withayteffort by a human but

it cannot be solved straightforwardly by a computer visiechnique. Thus, to check the ef-
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ficiency and the robustness of the approach we had used thautenvision technique called
Scale Invariant Feature Transform (SIFT)/[24]. This metbattacts distinctive invariant fea-
tures from images. The features are used to perform matdigtwgeen different views of an
object or a scene. We had chosen this approach because ofltverig advantages: 1. The
features are invariant to image scale and rotation and tleegoust across a substantial range
of affine distortion, change in 3D viewpoint, addition of s@iand change in illumination. 2.
This algorithm has highly distinctive features that alloeesrect object matching with low
probability of mismatch and also it is robust in identifyiolystered and occluded objects. 3.
Ease of extraction even having a large database of featdit@s.recognition uses matching

between the image features and a database features thdinuawe objects.

To evaluate the images with SIFT, a 2D image database watedrbg rendering every
model in a fixed position and light effect (see Figlrel 6.5).e Hatabase was then used to
extract the features of the shadow characters. Once therésawvere extracted, a set of ex-
periments was performed by comparing each random imagerestied with every character
in the database. In Figure 6112 can be appreciated the mgtbbiween the database features
and the features in the CAPTCHA. Most of the time, if a charaistetearly recognised, the
matches are between 2 and 3 vectors. If the match is not ateaigh, we can obtain one vec-
tor. But we have to decide if the match is valid or not. If there mo matches at all, there are
no pointing vectors. Figurle 6.112 shows results for matchietyveen features in our database
and features in the CAPTCHA. The first image shows a clear mathden a known feature
and the corresponding feature in the image. An incorrectimatshowed in the second image.
Because SIFT is based upon vectors, if the features are senitaugh, there can be matching

errors. The last image shows no match with this technique.

During the experiments, also the weakness of SIFT charestegnition system was eval-
uated. To do that, the recognition rate for the differentaitgons applied was recorded to
create statistics to see which distortions are the mostezitiagainst recognition programs and

specifically, SIFT. The matching algorithm was tested with®0 images. In order to pass, the
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Figure 6.12: Matching results from SIFT with 3D models

algorithm has to recognise the six characters in the CAPTCHA5P6 of cases, 3D charac-
ters only rotated around x or y label are recognised. Alsmdiations and scaling are easily
recognised by SIFT. Nevertheless, shearing, perspectwvsformation and warping cannot

be recognised by SIFT (see Figlre 6.13). As scaling andlatios are always accompanied
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Distortions recognition rate by SIFT
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75 B

Recognition rate
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Rotation x and y axis ~ Scaling Translation Shearing  Perspective transform  Warping

Distortions

Figure 6.13: Statistics obtained from evaluating the capacity of SIFT software to re@divierse dis-
tortions applied to the 3D characters approach. The distortions inclu@gioroaround x
and y labels, translations, scaling, shearing, perspective transfomaatiovarping.

—

Number of characters recognised®ercentage of Tes

0 90%
5%
5%
0%
0%
0%
0%

o O~ WN P

Table 6.6: SIFT results on the images tested for the 3D models approach. In 65%esf 8&scharacters
only rotated around x or y label are recognised. Also, translations ealohg are easily
recognised by SIFT. Nevertheless, shearing, perspective traxetfon and warping cannot
be recognised by SIFT

by other distortions, characters are hardly recognisechbycbmputer vision technique(see

table[6.6).

There are two main factors that make this algorithm robust efficient; first, the fact

that the characters are randomly chosen in real time makeettugnition much harder for
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Number of characters recognisedercentage of Tes
0 0%
0%
0%
0%
0%
< 3%
97%

o O~ WDN P

Table 6.7: Results obtained in the tests solved by humans for the 3D models approacbugkithot
all the times the six characters are fully recognised, 90% of the times, thenpessg this
CAPTCHA in a web application can pass the test without having issues.

computer vision techniques based upon words matching dsas€@CR programs. Second,

the distortions applied are complicated enough to makelthpesmatching more difficult.

To evaluate the images with human beings, one hundred eliffggeople with different
levels of Internet knowledge and different visual capaegigre selected. The images were
presented to the human users by giving them only one dirediibthe box with the characters
you see on the image. In order to pass the test, a person hadagnise the six characters in
every image. During the tests, 30% of the people failed reising the "7”. They identified it
as a”l”. Also, the character "6” was recognised as "8” anchassymbol. Most of the issues
recognising letters or numbers during a test can be prodogéide lighting effects since the
boundaries between the background and the model can bedomexdb Therefore, during the
lighting process, we had to be careful to place the light &egbint of view according to some
specific parameters. In terms of human recognition, we cathsdthis approach is also robust
and efficient. Although not all the times the six characteesfally recognised, 90% of the
times, the person using this CAPTCHA in a web application cas plae test without having
issues. To make it simpler, some directives can be givenlmrieeognise the characters (see

table[6.7).
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In this chapter, a visual word-based CAPTCHA novel approadessribed. The creation
of shadow characters along with the distortions applie@apkained. Human and machine per-
formances are compared with state-of-the-art charaategretion software and human users.
The results obtained in the novel CAPTCHA [150] are also surs®dr Exhaustive exper-
iments were performed to ensure the efficiency of the approabere one hundred human

users with different social backgrounds and technolodinailvledge evaluated the test.
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Chapter 7

Image Based CAPTCHA

In the current approaches to image-based CAPTCHAS, the maanisdto use images of ob-
jects, faces, or shapes to present the user with a quiz testiching test, or different kinds of
recognition tests. In addition, background noise or digins are applied to the images to avoid
machine recognition. Due to the simplicity of the tests, ecduse of the insufficient amount
of distortions, many of these approaches have become ¢bsihee they can be passed, with
a high rate of success, by machines (see chapter one) [7D, T@é8ncrease the robustness
and efficiency of the image-based CAPTCHASs there are geneghathg issues to be addressed;
the first is the general concept in which the test is basedestrwill imply an uncomplicated
approach easily deciphered by machines. The second iseedsality of the image warping
techniques applied, where the distortions must avoid keiogimplistic that can be recognised
straightforwardly by a computer vision technique. Thedfand final issue is that even though
the aim is to develop a test that requires a certain leveladaoring skills and distortions, these
modifications can sometimes make it harder for humans tegbk test. Furthermore, these
types of tests are often found annoying and time-consunongnbst people. The aim is to

create a human-friendly test that humans can pass easily.
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In this chapter an image-based CAPTCHA novel approach is piedeAlong with the de-
veloped face cartoons, the distortion techniques applie@ an increase on robustness against
machine recognition whilst preserving a fairly low difficpiin terms of human recognition.
Human and machine performance are compared to state-@irttiace recognition software
and human users. In the following, the results of the novel TBAIRA presented in [151] are
summarised. Exhaustive experiments were performed taetise efficiency of the approach,
where one hundred human users with different social backgl® and technology knowledge
evaluated the test. For each experiment, a random CAPTCHA&ggreed for both the human

user and the machine software.

7.1 Properties of the Image CAPTCHA based on Face

Recognition

As the work presented in this chapter primarily targets tkaal non OCR-based CATPCHA's
methods, in this section the basic properties of the framieware described. The structure of
the algorithms is primarily the result of trying to createeauvconcept for a visual CAPTCHA,
minimising the risk of machine recognition to decipher test's solution, and increasing hu-
man usability. The former corresponds to one of the main @erscwhen developing an image
CAPTCHA, since most of the available methods are very simplestd the concept is easily
understood by a machine. The latter two corresponds to walrigeand the level of human
skills necessary to solve the tests, such as accuracy,nsespione, and perceived difficulty of
the user. To increase security, there are many strategiesah be used that involve distortions,
background noise, diverse types of objects, and the usdfefeatit ways to solve the tests such
as rotating an object, clicking, texting, etc [182]. Thexests several methods that focuses on
clicking a button[[20] 42, 189] or texting the solution of @plem [57/121]. The majority of
these methods can be easily broken by a machine, since saimenofequire users to choose

between two options or the distortions applied are not enoddhese methods were created
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with the main purpose of increasing human usability, consatly their robustness against

machine attacks decreased.

The approach presented here consists of creating a brantypewf CAPTCHA test. This
test uses face ima&instead of characters. The faces used in this approach @s feom
well known people which belong to the industry of the cineards, politicians or sports. The
approach consists of morphing the face images into cartoomsimals and show them to
the users. To pass this test, the user has to recognise #uee dnd choose the proper name

amongst the ones provided (see Fidure 7.1). The framewarkfigllows:

1. CAPTCHA development: We have chosen to continue our relséairthis field because
of two reasons; firstly, humans are very perceptive whemiteto faces. They can easily
recognise a face they have seen before if that face is agsteiith a famous person. As
said in the state of the art, the human brain starts lear@iog perception within the first
six months of life and keeps on doing so following a processhith they gain more and
more experience within the same-race faces or other-raes fgender, etc. Secondly,
thanks to the developing technologies and the media, thieligreaching a global state
where information is readily accessible to everyone, dafigavhen it involves people

equated with entertainment.

2. Morphing techniques: Many computer vision techniquessmve the test by comparing
features extracted from a database. To avoid this problemminaduce a morphing pro-
cess to our images in real-time. In this process, faces arphd into a random cartoon

or animal. The faces are randomly morphed by varying thealées in the process.

1Face images are images containing only frontal faces.
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Figure 7.1: User’s interface for Image-Based CAPTCHA.

7.2 Image-Based CAPTCHA based on Face Recognition

The concept of distorted faces is introduced here. The tegtwas the creation of a database
of face images of well known people. This database condistset of faces images of different
people, such as Albert Einstein, Queen Elizabeth Il or DBadkham. All the images have a
prefixed size of 280x309 pixels in jpeg format. Once the fatages are selected and changed
to the desired format, the following step was to select apdteranother set of images for the
distortions. For this, different face images of animals eadoons were selected. The format
and the size of the distortion set of images have to be ex#totlysame as the human face

images.

The next step was the introduction of a morphing algorithrréate the distortion between
the images. The morphing technique applied to the imagefeestare-based morphing process
with multiple pairs of lines. This technique transforms aingital image into another. Multiple
pairs of lines define the mapping from one image to the otherhline in the source image has

a corresponding line in the destination image such that foreaPQ in the destination image

114



Figure 7.2: Multiple pairs of lines sued for the morphing technique. For each sourcesimlage, there
are corresponding lines in the destination image.

and P’'Q’ in the source image. After mapping each source hitethe corresponding destina-
tion line, the algorithm performs the blending between thades([14]. For this CAPTCHA

approach, the blend-factor to determine the level of mowgpls randomly chosen to allow an
increase in uncertainty for security reasons. Finallytead of interpolating both images, the

source image is kept with only the distortion.

For each source image that contains the face of a well-kn@vsop there is a database
of lists that contain names. In each list, the names seldoteglach famous personality are
related to them by their age, gender or profession. Fornestdf the face selected belongs to a
middle aged brunette actress, the names in the corresgpddiabase should belong to middle
aged brunette actresses with similar face features. In ol TCAJA interface, four names are
randomly chosen from the database, and they appear togethehe real name. In order not
to confuse the users, the names of the famous people whess dae distorted are not used
in the database of other personalities. Figuré 7.3 showsck liagram of the approach. The

following is a detailed explanation of the whole procedure:

1. Two face images’ databases and one names’ database watedcThe well-known per-
sonalities database that contains the source images,ithaland cartoons database that
contains the destination images, and the names’ databasgrcoames from different

celebrities than the ones in the face images.
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2. Once the databases were finished, the software of the CAPT&dt#vas developed. The
program randomly selects a face image and a cartoon imagefiedatabases, following

a uniform distribution function.

3. The morphing is then applied from the source image to tsérddion image. The vari-
ables that define the morphings are given a random valuenngthienge that allows a
morphing difficult enough for the machines and easy for thedmusers. The range was

calculated testing the resulting images with human users.

4. When the source image is selected, also a random seledtfonranames is extracted
from the names database. Together with the real name, thesnam put in a list for the

user to select one.

5. The final step is the user’s interface development. Thésface is divided into two parts.
The left section contains the image with the morphed facee fIght section contains
a vertical text box with the names. To pass this test, the mseds to recognise three
faces in a row. If one of the faces is unknown, there is alwhaggbssibility of reload the

CAPTCHA and start anew.

Nowadays, face recognition has become a popular resedithdieonly in computer vision
but also for neuroscientists and psychologists. Mainlyalise advances in computer vision and
machine learning which provide useful insights of how thenan brain works to other fields
and vice-versa. In this thesis, it is a problem of artificigkiligence and machine learning.
The aim was to expand the correlation between what a humanecagnise and a machine
cannot. By doing so, an advanced and efficient software isextd¢a allow people to login to

web applications quickly meanwhile machines are not ab&itomatically do the same.
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Figure 7.3: Block diagram of the image-based CAPTCHA based on face recognition.

7.3 Performance analysis of the Image CAPTCHA approach

In this section, the performance of the proposed approaiciy ulstorted faces is presented.
The developed method allows an increase in Internet sg@amd human usability. The eval-
uation is done by using different face recognition systeldace recognition system is an
algorithm that given an image, can identify or verify thequar that appears in the image using
a stored database of faces. To check the efficiency and rasssof the morphed images, three
different face recognition systems were used that are ek for their accuracy. The first
two face recognition softwares chosen were the ones gexkebgt Colorado State University
called CSU Face Identification Evaluation Systeni [17] whiatiudes the PCA algorithm and
the LDA algorithm. For the third algorithm, the matlab codmgrated by Ritwik Kumar that

contains the Volterrafaces face recognition system wag [1$2!].
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For the experiments with the CSU system, a face database watedrto train the face
recognition systems and to measure the recognition rate ditabase consists of a set of
distorted faces and a set of non-distorted faces. For the RAABA algorithms, the output

was the distances between the distorted images and thmgyéace database.

To validate the results, two sets of experiments were choug; The first one is an exper-
iment with the distorted faces, and the second one is an iex@et with non-distorted faces.
In both cases the same set of non-distorted faces was kegiigfdraining phase. Finally, the
distances were plotted into the standard FERET cumulativemaurves(CMS)[[143]. The
results are given in recognition rate per rank. The rank mpuated comparing each probe
image with the closest gallery image of the same subjectllyjra rank curve is generated by

summing the number of correct matches for each rank.

The evidence presented demonstrates that the visual ibveespet CAPTCHA is capable of
handling the web applications security requirements, amatove the results obtained by the
actual image-based CAPTCHAs that can be found on the Intemehis thesis, the princi-
pal objective is to increase the efficiency in terms of hunegognition while improving the

robustness in order to avoid computers to solve the tests.

7.3.1 Principle Components Analysis System

The first face recognition system used to test the image b@s&I CHA approach was the
Principle Components Analysis (PCA) [186]. This system waonith linear transformations
in the feature space. The feature vectors are formed by tamaing the pixel values from
the images. These raw feature vectors are very large andgirly loorrelated. PCA rotates
feature vectors from this large, highly correlated subspaca small subspace which has no
sample covariance between features. PCA has two valualpenies when it is used for face

recognition:
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1. It can be used to reduce the dimensionality of the featertovs in either a lossy or

lossless manor.

2. PCA eliminates all of the statistical covariance in thesfarmed feature vectors, result-

ing in a diagonal covariance matrix for the transformedtitray) feature vectors.

The PCA interface generates distance files. The algorithjegsothe feature vectors onto
the basis. It then computes the distance between pairs gieisia the list. The output is a set
of distance files containing the distance from each imagdl wifzer images in the list. Fig-
ure[7.4 shows the results obtained with the PCA algorithm hactticlidean and mahcosine

distance metrics. For PCA algorithm, two different distanmerics are provided:

Euclidean (L2):

Deuclideard U, V) = 1/ Z(Ui —Vj)? (7.1)

Mahalanobis Cosine:

SuiahCosind U, V) = €0 Bmn), DmahCosinéu,Vv) = —SuancosindU, V) (7.2)

Examining the results obtained in both graphics (see Figug it can be appreciated a
decrease in terms of recognition when the distortions gpéeapto the face images. Although
the amount of reduction is not very high, the results areequitod when considering that the
system has not got a high recognition factor even with theltesbtained in the non-distorted

images.
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Figure 7.4: Results extracted from the PCA algorithm: (a) Euclidean metric and (b) Matemetric.
There is a decrease in terms of recognition when the distortions are applied tace
images.

7.3.2 Linear Discriminant Analysis

The second algorithm used was Linear Discriminant AnalfBGA+LDA) with Fisher’s Lin-
ear Discriminants [215]. The LDA training system attemptptoduce a linear transformation
that emphasise differences between classes while reddifiagences within classes. The goal
is to form a subspace that is linearly separable betweesada€ach individual is taken as a
class and the training system requires multiple imagesyigest. LDA training is performed
firstly, by using PCA to reduce the dimensionality of the featectors. And secondly, by per-
forming LDA on the training data to further reduce the dimenality in such a way that class
distinguishing features are preserved. A final transfoionanatrix is produced by multiplying
the PCA and LDA basis vectors to produce a full input image tALdpace transformation

matrix. The algorithm produces a set of LDA basis vectorsesehbasis vectors produce a
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transformation of the feature vectors. The output is a selisibnce files containing the dis-

tance from each image to all other images in the list.

For LDA algorithm, a PCA+LDA specific distance measure is pfed. It was proposed
by [217]:
LDASOoft:

DLpasof(U, V) = ZAi%2(uj — v;)? (7.3)

Figure Z.b shows the results obtained with the LDA algoritimd the LDAsoft distance metric.

LDA soft CMS

Figure 7.5: Results extracted from the LDA algorithm with LDAsoft metric. There is a ease in
terms of recognition when the distortions are applied to the face images.

Examining the results obtained with this algorithm (seeukgg7.5), it can also be appre-
ciated a decrease in terms of recognition when the distewtawe applied to the face images.
The same observation as the previous algorithm is valid aéswlthe values obtained are very

similar to the PCA system.

7.3.3 Volterrafaces Face Recognition System

The third algorithm used to test the image-based CAPTCHA ampravas Volterrafaces. This

approach represents face images as a spatial arrangemeatgef patches, and seek a smooth
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Yale A | Extended Yale B Image-based CAPTCHA

\olterra Linear| 6.11 6.35 20.92
\olterra Quad| 10.19 13.0 19.80

Table 7.1: Results obtained with the Volterrafaces system in average recognitiorra&tes. There is a
clear increase in the average error rate recognition when comparecetaeshlts obtained
from face images’ databases.

non-linear functional mapping for the corresponding pascBuch that in the range space,
patches of the same face are close to one another, whilegsatcm different faces are far
apart, using L2 as the distance measure. \Volterra kernelssad to generate successively bet-
ter approximations to any smooth non-linear functionalribyithe testing phase, each patch
from the test image is classified independently and castseatowards image classification.

The class with the maximum votes is chosen as the winner [104]

In order to create the image patches, this algorithm usestihails. Accordingly, a database
of thumbnails was created. This database contains a setwirteid images created by the
captcha interface and a set of non-distorted images tottraisystem. In this thesis, the results
are presented comparing the ones obtained through theimegpes ran by [[104] with the Yale
AH and Yale B face datab%and the results obtained with the CAPTCHA's images. For the
experiments, a linear kernel size 0k5, and the Quadratic kernel size ok3 were used. The

results, measured in average recognition error rate, asepted in Table 7.1:

The results obtained with this algorithm (see Tablé 7.1)sh@ higher average recognition
error when using the distorted faces in comparison withrodxee images’ databases. It also

shows that the CAPTCHA algorithm works even with more recece f@cognition systems.

2http://cve.yale.edu/projects/yalefaces/yalefaced.ht
Shttp://cve.yale.edu/projects/yalefacesB/yalefachsBl
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Figure 7.6: Results in the Image-based CAPTCHA tests solved by humans.

7.3.4 Human Recognition

To evaluate the images with human beings, we have selediedifferent people with different
levels of cultural knowledge and different visual capachg mentioned in human perception
section, human recognition depends on diverse factors asigex gender, race and the pos-
sibility of having prosopagnosia. For these reasons, wecssl the famous people images in
our database based upon their popularity, sex gender aad Adso, to run the experiments,
we took into account the different capabilities of indivadsiby splitting them into two groups;
females and males. We presented the images by giving theynooel direction: select the
corresponding name of the person you think they are. In dodeass the test, a person had to

recognise three different people in a row. Figuré 7.6 shavdsults obtained.

Looking at Figure$ 714 [- 715, three observations can be madeeperformances of the

first two face recognition systems:
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* The maximum rank feasible with the provided database is, feince for the training
phase, only four face images were provided. Once that ragkcised the recognition rate

goes to one because it recognises all the images as valid.

* Due to the small amount of images provided to the experimjengeneral poor perfor-
mance is obtained with the non-distorted faces databaserapared with the FERET

results[62].

* From the comparison curves, it can be concluded that thgesereated by the CAPTCHA
system cannot be easily recognised by the face recognitgiaras due to the poor recog-

nition rates obtained.

Looking at the Tablé 711, the image-based CAPTCHA images héngher average error
recognition rate as compared with frontal face images fr@aie YA and Yale B face databases.
It can be generally concluded that the results from the prevalgorithms together with the
\olterrafaces results highlight the fact that image-baaspdroach produced significant im-

provements increasing the gap of what a human can recogamskd machine cannot.

In terms of human recognition,it can affirmed that the imhgeed CAPTCHA is a robust
and efficient system. Although not all the times all the fanages are recognised, in average,
96% of the times, the person using our test can pass the té#giuwihaving issues. Further

developments can include a study to evaluate which famopysi@are recognised more easily.

In this chapter, an image-based CAPTCHA novel approach igidesc The creations of
the face cartoons, along with the morphing techniques egplire explained. Human and ma-
chine performance are compared to state-of-the-art facgrtion software and human users.
The results obtained in the novel CAPTCHA [151] are also sursedr Exhaustive exper-
iments were performed to ensure the efficiency of the approabere one hundred human

users with different social backgrounds and technolodinailvledge evaluated the test.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

The aim of the research presented in this thesis was to isertb@ gap of what humans can
recognise and machines cannot. Additionally, the creaifamore robust and efficient novel
methods was targeted. The main focus was centred on cr&afiRJ CHA tests using human
psychology and universal common knowledge. The first stejards the developed methods
was to analyse the current approaches and distinguishwvtle@iknesses and possible ways to
improve them. This includes a research of computer visidtwaoe that allows machines to

break through the tests.

The research on the current methods available uncoverewtessity of a classification to
categorise the algorithms by the computer vision techmqised and by human aptitudes. For
the classification, three main categories have been carsid®CR-based methods, Visual
non OCR-Based methods and non Visual methods. These categaviedeen divided into
subcategories for a more accurate classification. Along thieé sub-categorisation, an exten-
sive analysis of the available methods and their religbilias presented in the thesis, reaching

the following conclusions:
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OCR-Based methods were the first CAPTCHAS to emerge. They had la expansion to
many different web applications as well as many prototypdésng with the expansion, several
different programs to break through them arose which predan increase in difficulty in the
tests. Nowadays, most users find the annoying and time congum

- Visual non OCR-Based methods emerged to explore diversedi#i® methods. At the be-
ginning they focused on solving quizzes or matching proklét rapidly expanded to many
other areas. Also, their reliability increased with timejrg for easy to break to more secure
that OCR-Based methods. Their diversity make them more huneardfy and less time con-
suming.

-Non visual methods arose as an alternative to visual mettlod to some visual impairments
users may have. They weren’t as successful as the others deirt difficulty and language

restrictions.

The second step in this research was the development of twa nwethods to prevent
spam and malicious software to break through web applicatemd increase security when
login in. The first method uses shadows to represent chasadthe shadow boundaries were
chosen to develop the fact that humans can easily recogbjeets® and characters only by the
shadows but machines cannot. The distortions applied torthges are based upon geometric
transformations that include affine and perspective taansitions. The approach based on 2D
shadow characters shows an improvement in efficiency angstobss over the actual CAP-
TCHASs. The visual word-based CAPTCHA using 3D models is bas&uh lighting effects
to create 3D shadows boundaries. The performance of thasitlgn highlights that using 3D
models yields better results in terms of efficiency and rtiess. These tests are more difficult
to solve for computer vision techniques but they still rem@asy for humans. In this method,
one of the challenges faced was that people visually imgairevith mental illness as dyslexia
should be able to recognise the characters. However, ists rmcessary to make the tests

difficult enough for the machines not to break through them.
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Humans can easily recognise cartoons or sketches from @apeaople, even if they are
rotated or manipulated. A machine cannot recognise thig tfpmage because it does the
matching by pattern or feature extraction and the origima © very different. The second
method uses distorted faces of world famous people to ceeiat®t to secure web applications.
The main basis for the development of this method was thetenahility of human beings
to recognise faces. The distortions applied to the face @mage based upon a feature-based
morphing process with multiple pairs of lines. The perfonee of this algorithm highlights
two facts; firstly, using distorted faces as a test incremérd efficiency and robustness of the
previous approaches and secondly, it increments the diffibar face recognition techniques

to break through our system.

8.2 Future Work

In addition to the developed work, there are some challetiggshave appeared while devel-
oping the second approach. The main focus addresses thefalistortions applied to the

faces. The main reason is that a high distortion factor cakentiae faces indistinguishable
and a low rate can make it to easy for the face recognitioresys$b break through the test.
To measure the appropriate levels of morphing, differenties and factors were taken into
account; cross-dissolve factor range, human recognitipalailities and the cartoon or animal
used in the destination image. Another important factoake tinto account was that people
with prosopagnosia have more difficulties when recognising distinguishing human faces,
and even though there is nothing much that can be changed exgproach, the only alternative

to help the human users with this problem is which kind of $ac&n be used.

Practical realisations of methods presented in this thesie enabled a high efficiency and
robustness in the OCR-based CAPTCHA approach and the Image-BGAS CHA approach.
On the other hand, these realisations have also uncovevethkateresting topics for future

research, as well as some issues that have not been yet telggesolved. These include:

127



-Since human and machine recognition depends on the didess®tions applied, it is nec-
essary an optimisation of the warping and morphing teclesday improving the algorithms
and creating smoother transitions for the original imagth&distorted one. New morphing
techniques should also be taken into consideration.

-Evaluation study of face recognition by human users deipgnan geographical locations.
Knowing the cultural background and social knowledge ismapdrtant factor to increase the
success rate by users. Also, it will be necessary to updatddatabase depending on the latest
celebrities or personalities that are famous at that moment

-Although the developed methods can prevent machines tessfully pass the current CAP-
TCHAs, as the computer vision techniques research advameggrt the CAPTCHAS should
improve. Therefore, the techniques applied and the humgrhptogy used should be further

studied.
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